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Abstract

The Stationary Subspace Analysis (SSA) algorithm linefatyorizes a high-dimensional time se-
ries into stationary and non-stationary components. The B®Ibox is a platform-independent
efficient stand-alone implementation of the SSA algorithithwa graphical user interface written
in Java, that can also be invoked from the command line and Matlab. The graphical inter-

face guides the user through the whole process; data cangmeted and exported from comma
separated values (CSV) and Matlabfat files.
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1. Introduction

Discovering and understanding temporal changes in high-dimensionaldies & a central task
in data analysis. In particular, when the observed data is a mixture of |laetors that cannot
be measured directly, visual inspection of multivariate time series is not infiveni@ discern
stationary and non-stationary contributions. For example, a single ntiorsty factor can be
spread out among all channels and make the whole data appear non-stateea when all other
sources are perfectly stationary. Conversely, a non-stationary ce@npwith low power can remain
hidden among stronger stationary sources. In electroencephalgdEpB) analysis (Niedermeyer
and Lopes da Silva, 2005), for instance, the electrodes on the scalp @emixture of the activity
from a multitude of sources located inside the brain, which we cannot neeamsiividually with
non-invasive methods. Thus, in order to distinguish the activity of statjomad non-stationary
brain sources, we need to separate their contributions in the measuregigiB (von Binau
et al., 2010).

To that end, in the Stationary Subspace Analysis (SSA) model (voraB et al., 2009), the
observed data(t) € RP is assumed to be generated as a linear mixtuckstétionary sources (t)
andD — d non-stationary sources(t),

Ko —ast) = [ &) [50).

(©2011 Jan Saputra Mler, Paul von Binau, Frank C. Meinecke, Franz J. &y and Klaus-Robert Miler.



MULLER, VON BUNAU, MEINECKE, KIRALY AND MULLER

whereAis an invertible mixing matrix. Note that the soursés arenotassumed to be independent
or uncorrelated. A time series is considered stationary if its mean and qw&dae constant over
time, that is, a time seriagt) is called stationary if

Efu(ty)] = E[u(tz)] and E[u(tz)u(tz) '] = E[u(tz)u(tz) '],

at all pairs of time points;,t, > 0. This is a variant ofveak stationarityPriestley, 1983), where
we do not consider the time structure.
The SSA algorithm (von Bnau et al., 2009; Hara et al., 2010; Kawanabe et al., 2011) finds the
demixing matrix that separates the stationary and non-stationary souveessgimples fronx(t)
by solving a non-convex optimization problem. This yields an estimate for the mmatgx, and
the stationary and non-stationary sources.

2. Capabilities of the SSA Toolbox

The SSA Toolbox is a platform-independent implementation of the SSA algoriitimawonvenient
graphical user interface. The latest release is available from the SB#itefelt can be used in the
following environments.

¢ As astand-alone applicatiowith a graphical user interface.

From the operating systent®@mmand line

FromMatlab via an efficient in-memory interface through the wrapper st m

As alibrary from your Java own application.

In the following, we give an overview of the main features of the SSA Toalbo

2.1 Platforms

The SSA Toolbox is platform-independent: it is written in the Java programmimguige with
bytecode backwards-compatible until JVM version 1.5 (released in 20@4ye libraries are in-
cluded for all major platforms with a pure-Java fallback.

2.2 Data Import/Export

The stand-alone application can read data and write results from comnrateelpealues (CSV)
and from Matlab’s mat file format?

2.3 Efficiency

The efficiency of the toolbox is mainly due to the underlying matrix libraries. 0der can choose
betweenCOLT,® written in pure Java, and the high-performance library b{@saun et al., 2010),
which wraps the state-of-the-art BLAS and LAPACK implementations inclutedative binaries
for Windows, Linux and MacOS in 32 and 64 bit.

1. Seenttp:// wwmv. stationary- subspace- anal ysi s. or g/t ool box.

2. We use théMat | Olibrary, seeht t p: / / sour cef orge. net/ proj ects/j mati o.
3. Seehttp://acs.|bl.gov/software/colt/.

4. Seehttp://ww. jblas. org.
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File Settings Help
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Figure 1: Graphical user interface of the SSA Toolbox. From top to botteerpanels correspond
to the steps data import, parameter specification, and export of resultsvifidhew also
includes a log panel at the bottom, which is not shown here.

2.4 User Interface

The graphical user interface of the stand-alone application providedgtetep guidance through
the whole process: from data import, specification of parameters to thetefpsults. The
toolbox also suggests sensible parameter values based on heuristiésg pheel, not pictured in
Figure 1, shows instructive error and diagnostic messages.

>> [ X, A] = ssa_toydata(10, 2, 2); % generate data
>> [ Ps, Pn, As, An ] = ssa(X, 2); % apply SSA

>> err=subspace_error(An, A(:,[3 4])); %neasure the error
>> s1=Ps*X{1}; % Project to s-sources in epoch 1

Figure 2: Application of the SSA Toolbox from within Matlab to a synthetic datawsth two
stationary and two non-stationary sources.

2.5 Matlab Interface
The implementation of the SSA algorithm can also be accessed directly frombyiatimg the

wrapper scriptssa. m see Figure 2. Data and results are passed in-memory between Java and
Matlab and all messages are relayed to the Matlab prompt.
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2.6 Documentation

The user manual explains the SSA algorithm, the use of the toolbox, intaipnetéresults and an-
swers frequently asked questions. It also includes a section for gevslihat provides an overview
of the source code and a description of the unit tests.

2.7 Examples

The toolbox comes with example data in CSV amdit format, a Matlab script for generating
synthetic data sets (documented in the manual, and a self-contained Matlak stedwar. n).

2.8 Developer Access, License and Unit Tests

The source code is provided under the BSD license and is available irmeseprchive for each
released version. The latest version of the source code is availablegitbub?® a free hosting
services for the git version control system. The source code is fullyrdented according to the
Javadoc conventions and accompanied by a set of unit tests, whicksmébed in the developer
section of the user manual.
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