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Abstract

This paper presents a study of the policy improvement step that can be usefully exploited
by approximate policy–iteration algorithms. When either the policy evaluation step or the
policy improvement step returns an approximated result, the sequence of policies produced
by policy iteration may not be monotonically increasing, and oscillations may occur. To
address this issue, we consider safe policy improvements, i.e., at each iteration, we search
for a policy that maximizes a lower bound to the policy improvement w.r.t. the current
policy, until no improving policy can be found. We propose three safe policy–iteration
schemas that differ in the way the next policy is chosen w.r.t. the estimated greedy policy.
Besides being theoretically derived and discussed, the proposed algorithms are empirically
evaluated and compared on some chain-walk domains, the prison domain, and on the
Blackjack card game.

Keywords: Reinforcement Learning, Approximate Dynamic Programming, Approximate
Policy Iteration, Policy Oscillation, Policy Chattering, Markov Decision Process

1. Introduction

Markov Decision Processes (MDPs) are widely used to model sequential decision-making
problems under uncertainty (Puterman, 2014). In the last decades, a large body of re-
search from control theory, operation research, and artificial intelligence has been devoted
to the solution of MDPs. When a model of the environment is available, MDPs can be
solved by dynamic programming algorithms or linear programming. On the contrary, when
no or little prior knowledge about the model is known or when the problem is too com-
plex for an exact solution, approximate methods need to be considered, like those studied
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in the Reinforcement Learning (RL, Sutton and Barto, 2018) and Approximate Dynamic
Programming (ADP, Bertsekas, 2011).

In this paper, we focus on approaches derived from Policy Iteration (PI, Howard, 1960),
one of the two main classes of dynamic programming algorithms to solve MDPs. PI is
an iterative algorithm that alternates between two steps: policy evaluation and policy im-
provement. At each iteration, the current policy πk is evaluated computing the action–value
function Qπk and the new policy πk+1 is generated by taking the greedy policy w.r.t. Qπk ,
i.e., the policy that in each state takes the best action according to Qπk . Policy iteration
generates a sequence of monotonically improving policies that reaches the optimal policy in
a finite number of iterations (Ye, 2011; Scherrer, 2013a).

When either Qπk or the corresponding greedy policy πk+1 cannot be computed exactly,
Approximate Policy Iteration (API, Bertsekas, 2011) algorithms need to be considered. A
large number of methods tackling this problem have been proposed in the literature (Scher-
rer, 2014). The standard API (Bertsekas and Tsitsiklis, 1996) simply computes the greedy
policy w.r.t. to the estimated value function Q̂πk . However, in this case, the approximately
greedy policy πk+1 may perform worse than πk, leading, thus, to policy oscillation phe-
nomena (Bertsekas, 2011; Wagner, 2011). Empirically, the value Qπk rapidly improves in
the initial iterations, then gets stuck or oscillates without any further policy improvement
(named stationary phase Munos, 2003). Most API studies and algorithms focus on reducing
the approximation error in the policy evaluation step (Lagoudakis and Parr, 2003a; Munos,
2005; Lazaric et al., 2010; Gabillon et al., 2011), and, then, perform policy improvement by
taking the relative greedy policy. However, the quality of the sequence of generated policies
may oscillate or diverge when the policy evaluation is approximated, independently of the
policy evaluation method (Bertsekas and Tsitsiklis, 1996; Bertsekas, 2011).

Almost all the API algorithms intrinsically implement a generalized policy iteration
scheme (Sutton and Barto, 2018) because the improvement of the policy is performed over
an incomplete estimate of the value functions. This idea was used in Scherrer et al. (2012);
Scherrer (2013b) to generalize over Value Iteration (VI) and PI methods at the cost of
additional free parameters.

It has been pointed out that the key source of this oscillation phenomena is the discon-
tinuity introduced by the greedy improvement (De Farias and Van Roy, 2000; Perkins and
Pendrith, 2002; Perkins and Precup, 2002). Approximate Linear Programming (de Farias
and Roy, 2003) solves the RL problem in one shot, but typically assumes the knowledge
of the transition model and the approximation comes from the fact that the value function
is represented as a function approximator (e.g., linear in a vector of known features). As
noticed in the early stages of RL (Singh et al., 1994), stochastic policies may represent the
solution to many issues. A class of approaches deals with the oscillation phenomena by
proposing converging algorithms that exploit smaller updates (soft updates) in the space of
stochastic policies, instead of iterating on a sequence of greedy policies computed on ap-
proximated action–value functions (Perkins and Precup, 2002; Kakade and Langford, 2002;
Lagoudakis and Parr, 2003b; Wagner, 2011; Azar et al., 2012). The idea is that the action–
value function of a policy π can produce a good estimate of the performance of another
policy π′ when the two policies give rise to similar state distributions. This condition can
be guaranteed when the policies themselves are similar. Incremental policy updates are
also considered in the related class of policy gradient algorithms (e.g., Sutton et al., 1999;
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Kakade, 2001; Peters et al., 2005). These methods share a common rationale based on
managing the trade–off between jumping to the greedy policy according to the currently
estimated action–value function and remaining close to the current policy avoiding too un-
certain updates. From an intuitive point of view, the more we trust our value function
estimate, the more we can move far from the current policy. This very simple idea has been
developed in several works and for different purposes (e.g., Pirotta et al., 2013a; Abbasi-
Yadkori et al., 2016; Ghavamzadeh et al., 2016; Papini et al., 2017; Metelli et al., 2018) and
it represents the theoretical grounding of some of the most successful RL algorithms (e.g.,
Schulman et al., 2015).

Other works focus on the “optimistic” or “modified” PI approach. This variant of policy
iteration is based on an approximate evaluation of the preceding policy obtained by applying
the Bellman operator a finite number of times. While Scherrer et al. (2012) have derived a
convergence and finite samples analysis for the “optimistic” policy iteration generalization
of the classification–based policy iteration, Wagner (2013) has investigated the connection
between optimistic policy iteration and natural actor–critic algorithms. They have shown
that the natural actor–critic algorithm for Gibbs policy is a special case of optimistic policy
iteration. In addition, they suggested that it is possible to get convergence guarantees for
PI approaches exploiting the theory behind gradient methods. However, they proved that,
while having the potential of overcoming policy oscillation, Gibbs soft–greedy value function
approaches never converge to the optimal policy.

Another research line focuses on the exploitation of non–stationary policy sequences
(Scherrer and Lesner, 2012). The authors propose an algorithm that, at each iteration, ap-
proximates the value function of a policy that loops over the last m greedy policies generated
by the algorithm (possibly also considering all the policies generated from the beginning of
the algorithm). Thus, the resulting policy is non–stationary and has a regularizing effect on
the learning process. They show that, by employing non–stationary policies, it is possible
to obtain better convergence rates (Scherrer and Lesner, 2012; Lesner and Scherrer, 2013).
The methods have also been applied to the case of modified PI (Lesner and Scherrer, 2015).

Recently, one research line has imported the classical idea of delaying the backup op-
eration, successfully applied in the famous TD methods (Sutton and Barto, 2018), to the
PI framework by defining the multi–step greedy improvements (Efroni et al., 2018a). These
works overcome the 1–step greedy update by defining an h–greedy policy (h ≥ 1) as the
policy that, from every state, is optimal for h time steps. This new improvement operator
amounts to solve an h–horizon optimal control problem, reducing to the standard 1–step
operator for h = 1, converges to the optimal policy in a number of iterations that decreases
with h (Efroni et al., 2018a). Similarly to the TD(λ) case, it is possible to mix different
horizons using a parameter to tradeoff between the 1–step greedy improvement and more
far–sighted updates (Efroni et al., 2018a). The idea is then extended to the approximate
setting in Efroni et al. (2018b).

In this paper, we limit our scope to the classical API approaches, built on station-
ary policies1 and, following the approach of Conservative Policy Iteration (CPI, Kakade
and Langford, 2002), which adopts soft updates to avoid oscillation phenomena, and re-
cently extended to use deep architectures (Vieillard et al., 2020). We extend CPI Kakade

1. In the case of infinite–horizon γ–discounted MDPs, it is known that there exists a stationary optimal
policy.
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and Langford (2002) by introducing a tighter lower bound on the performance improve-
ment, that allows designing API algorithms useful both in model–free contexts and when
a restricted subset of policies is considered. These algorithms produce a sequence of mono-
tonically improving policies and are characterized by a faster-improving rate compared to
CPI. Furthermore, we devise an update schema that makes use of per–state combination
coefficients and a novel generalization, not present in Pirotta et al. (2013b), that employs
per–state–action coefficients.

The main contributions of this paper are theoretical, algorithmic, and experimental
consisting in:

1. the introduction of new, more general lower bounds on the policy improvement, tighter
than the one presented in Pirotta et al. (2013b) (Section 3);

2. the proposal of three approximate policy–iteration algorithms whose performance im-
provement moves toward the estimated greedy policy by maximizing the policy im-
provement bounds. The first two of them have already been presented in Pirotta
et al. (2013b), while the third and more general is novel and presented here in a
unified framework (Section 4);

3. a complete PAC analysis of the approximate version of the presented algorithms, with
finite–sample improvement guarantees for the single iteration (Section 5);

4. an empirical evaluation and comparison of the proposed algorithms with related ap-
proaches (Section 6).

The rest of the paper is organized as follows. Section 2 introduces notation and the
necessary background. Section 3 derives the bounds on the difference between the per-
formance of two policies and provides the policy improvement bounds. Based on these
bounds, we present the exact algorithms in Section 4 and the approximated in Section 5. In
Section 6, the algorithms are empirically evaluated and compared with other approximate
policy–iteration algorithms on several variants of the chain–walk domain (Lagoudakis and
Parr, 2003a), Prison environment (Azar et al., 2012), and in a simplified version of the
Blackjack (Dutech et al., 2005).

2. Preliminaries

In this section, we report the essential background that will be employed in the remainder
of the paper.

Markov Decision Processes A discrete–time finite Markov Decision Process (MDP,
Puterman, 2014) is defined as a 6–tuple M = (S,A,P,R, γ, µ), where S is a finite set
of states, A is a finite set of actions, P is a Markovian transition model where P(s′|s, a)
is the probability of making a transition to state s′ when taking action a from state s,
R : S × A → [0, 1] is the reward function, such that R(s, a) is the expected immediate
reward for the state–action pair (s, a), γ ∈ [0, 1) is the discount factor for future rewards,
and µ is the initial state distribution. The policy of an agent is characterized by a density
distribution π(a|s) that specifies the probability of taking action a in state s. When the
policy is deterministic, with little abuse of notation, we use π(s) to denote the action
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prescribed in state s. We consider infinite–horizon problems where the future rewards are
exponentially discounted with γ. For each state s, we define the utility of following a
stationary policy π as:

V π(s) = E
at∼π(·|st)

st+1∼P(·|st,at)

[
+∞∑

t=0

γtR(st, at)|s0 = s

]
.

It is known that V π is the unique solution of the following recursive (Bellman) equation:

V π(s) =
∑

a∈A
π(a|s)

(
R(s, a) + γ

∑

s′∈S
P(s′|s, a)V π(s′)

)
.

Policies can be ranked by their expected discounted reward starting from the state distri-
bution :

Jπ =
∑

s∈S
µ(s)V π(s) =

1

1− γ
∑

s∈S
dπ(s)

∑

a∈A
π(a|s)R(s, a),

where dπ(s) = (1−γ)
∑∞

t=0 γ
t Pr(st = s|π,M) is the γ–discounted future state distribution

for a starting state distribution (Sutton et al., 1999). Solving an MDP means to find a
policy π∗ that maximizes the expected long–term reward: π∗ ∈ arg maxπ∈ΠSR Jπ, where ΠSR

is the set of stationary Markovian randomized policies. For any MDP, there exists at least
one deterministic optimal policy that simultaneously maximizes V π(s), ∀s ∈ S, i.e., exists
π∗ ∈ ΠSD, where ΠSD is the set of stationary Markovian deterministic policies (Puterman,
2014). For control purposes, it is more convenient to consider the action–value function
Qπ(s, a), i.e., the value of taking action a in state s and following a policy π thereafter:

Qπ(s, a) = R(s, a) + γ
∑

s′∈S
P(s′|s, a)

∑

a′∈A
π(a′|s′)Qπ(s′, a′).

Given Qπ(s, a), we define a greedy policy as π+(s) ∈ arg maxa∈AQ
π(s, a). Furthermore, we

define the advantage function as:

Aπ(s, a) = Qπ(s, a)− V π(s),

that quantifies the convenience of performing action a in state s instead of following policy π.
Furthermore, for each state s, we define the advantage of a policy π′ over policy π as Aπ

′
π (s) =∑

a∈A π
′(a|s)Aπ(s, a) and, following what done by Kakade and Langford (2002), we define

its expected value w.r.t. the γ–discounted state distribution dπ as Aπ′π =
∑

s∈S d
π(s)Aπ

′
π (s).

Notation Vectors are assumed to be columns and are denoted with lowercase bold
letters, like v; while matrices are denoted with upper case bold letters, like M. For brevity,
in the following, we will use matrix notation, where I denotes the identity matrix and e
is a column vector of all ones (with sizes apparent from the context). Given a (column)
vector v, vT denotes the corresponding row vector. Whenever necessary, a d–dimensional
vector v will be treated as a d × 1 matrix, and, symmetrically, a row vector vT will be
treated as a 1 × d matrix. Given a matrix M, MT denotes its transpose, and, given a
non–singular square matrix M, M−1 denotes its inverse. For brevity, M−T =

(
MT
)−1

.
For a vector v, we indicate with v(i) its i–th component and for a matrix M, we indicate
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with M(i, j) the component at row i and column j. Let p ∈ [1,∞), we define the Lp–

norm of a d–dimensional vector v as ‖v‖pp =
∑d

i=1 |v(i)|p. The L∞–norm of v is given
by ‖v‖∞ = maxi∈{1,...,d} |v(i)|. Moreover, we define the span seminorm of v as sp(v) =
maxi∈{1,...,d} v(i) − mini∈{1,...,d} v(i). We consider the Lp–norms of matrices induced by
the corresponding vector norm, defined as ‖M‖p = supv : ‖v‖p≤1 ‖Mv‖p. In particular, the

L1–norm ‖M‖1 of a matrix M is its maximum absolute column sum, while its L∞–norm
‖M‖∞ is its maximum absolute row sum. It follows that ‖M‖1 =

∥∥MT
∥∥
∞ (Petersen and

Pedersen, 2012). If v is a probability column vector of size n and M is an n ×m matrix,
we indicate with ‖M‖p,v the expectation of the Lp–norm of the columns of M taken under

v, i.e., ‖M‖p,v =
∑n

i=1 v(i)
(∑m

j=1 |M(i, j)|p
)1/p

.

Matrix Notation for MDPs Using matrix notation, we can rewrite previous equations
as follows (e.g., Puterman, 2014; Wang et al., 2007):

vπ = π (r + γPvπ) = rπ + γPπvπ = (I− γPπ)−1 rπ

qπ = r + γPπqπ = r + γPvπ

dπ = (1− γ)µ + γPπTdπ = (1− γ)(I− γPπ)−Tµ

Jπ = µTvπ = µT (I− γPπ)−1 rπ =
1

1− γd
πTrπ

Aπ
′
π = dπTπ′aπ = dπTaπ

′
π ,

(1)

where Jπ and Aπ′π are scalars, vπ, rπ, dπ, µ, and aπ
′
π are vectors of size |S|, qπ, r, and aπ

are vectors of size |S||A|, P is a stochastic matrix of size (|S||A| × |S|) that contains the
transition model of the process P((s, a), s′) = P(s′|s, a), π is a stochastic matrix of size
(|S| × |S||A|) that describes policy π:

π(s, (s′, a)) =

{
π(a|s) if s′ = s

0 otherwise
,

and Pπ = πP is a stochastic matrix |S| × |S| that represents the state transition matrix
under policy π, i.e., Pπ(s′|s) =

∑
a∈A P(s′|s, a)π(a|s).

3. Bound on Policy Improvement

This section is devoted to the study of the performance improvement Jπ
′ − Jπ of a policy

π′ over a policy π given the policy advantage function Aπ
′
π . Specifically, we will present

two lower bounds of the improvement Jπ
′ − Jπ. The first bound (Theorem 3) is tighter,

but it is hard to optimize due to the presence of quantities that are typically unknown.
For this reason, it will be employed with USPI only. The second bound (Corollary 4) is a
relaxation of the previous one, allows a more straightforward optimization and it will be
used for SSPI and SASPI. The presented bounds are tighter compared to that by Kakade
and Langford (2002) and Pirotta et al. (2013b).2 As we will see, Aπ

′
π can provide a good

estimate of Jπ
′
only when the two policies π and π′ visit the states with similar probabilities,

2. A better bound allows faster improving rates while preserving the property of having a monotonically
improving sequence of policies.
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i.e., dπ
′ ' dπ. The following lemma provides an upper bound to the difference between the

two γ–discounted future state distributions.

Lemma 1. Let π and π′ be two stationary policies for an infinite horizon MDPM. The L1–
norm of the difference between their γ–discounted future state distributions under starting
state distribution µ can be upper bounded as follows:

∥∥∥dπ′ − dπ
∥∥∥

1
≤ γ

1− γ
∥∥π′ − π

∥∥
1,dπ

.

Proof To prove the lemma, we rewrite the difference dπ
′T − dπT as follows:

dπ
′T − dπT = (1− γ)µT + γdπ

′T
Pπ′ −

(
(1− γ)µT + γdπTPπ

)

= γdπ
′T
Pπ′ − γdπTPπ

= γ
(
dπ
′T − dπT

)
Pπ′ + γdπT

(
Pπ′ −Pπ

)

= γdπT
(
Pπ′ −Pπ

)(
I− γPπ′

)−1
,

where the first equality follows from the convergence of Neumann series (e.g., Wang
et al., 2007; Pirotta et al., 2013b). We restate here the result:

dπ = (1− γ)

[
+∞∑

t=0

(γπP)t
]T

µ = (1− γ)µ +

[
+∞∑

t=1

(γPπ)t
]T

µ

= (1− γ)µ +

[
+∞∑

τ=0

(γPπ)τ+1

]T
µ = (1− γ)µ + (γPπ)T

[
+∞∑

τ=0

(γPπ)τ
]T

µ

= (1− γ)µ + γPπTdπ.

It is worth to notice that the inverse of matrix I− γPπ′ exists for any γ < 1 since Pπ′

has the maximum eigenvalue equal to 1 being a stochastic matrix (Suzuki, 1976).

By recalling that dπT
(
Pπ′ −Pπ

)
is a row vector, we derive the following inequality

that will be employed for the L1–norm bound:

∥∥∥dπT
(
Pπ′ −Pπ

)∥∥∥
∞

=
∑

s′∈S

∣∣∣∣∣
∑

s∈S
dπ(s)

(
Pπ′(s′|s)− Pπ(s′|s)

)∣∣∣∣∣

≤
∑

s∈S
dπ(s)

∑

s′∈S

∣∣∣Pπ′(s′|s)− Pπ(s′|s)
∣∣∣

=
∑

s∈S
dπ(s)

∑

s′∈S

∣∣∣∣∣
∑

a∈A
P(s′|s, a)

(
π′(a|s)− π(a|s)

)
∣∣∣∣∣

≤
∑

s∈S
dπ(s)

∑

a∈A

∣∣π′(a|s)− π(a|s)
∣∣ ∑

s′∈S
P(s′|s, a)

=1

(P.1)
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≤
∑

s∈S
dπ(s)

∥∥π′(·|s)− π(·|s)
∥∥

1
, (P.2)

where line (P.1) derives from pushing the absolute value inside the summation and line (P.2)
is obtained from the definition of L1–norm. From the first equation, the bound on the L1–

norm follows recalling that dπ
′ − dπ is a column vector and, consequently, dπ

′T − dπT is a
row vector:

∥∥∥dπ′ − dπ
∥∥∥

1
=
∥∥∥dπ′T − dπT

∥∥∥
∞

≤ γ
∥∥∥dπT

(
Pπ′ −Pπ

)∥∥∥
∞

∥∥∥∥
(
I− γPπ′

)−1
∥∥∥∥
∞

≤ γ

1− γ
∥∥π′ − π

∥∥
1,dπ

.

For this part of the proof, we have exploited the consistency of the L∞–norm. In the
last equality, we have used the notion that dπ is a probability vector and observed that∥∥∥∥
(
I− γPπ′

)−1
∥∥∥∥
∞

= 1
1−γ .

As a further step to prove the main theorem, it is useful to rewrite the difference between
the performance of policy π′ and the one of policy π as a function of the policy advantage
function Aπ

′
π .

Lemma 2. (Kakade and Langford, 2002) For any stationary policies π and π′ and any
starting state distribution µ:

Jπ
′ − Jπ =

1

1− γd
π′Taπ

′
π .

Unfortunately, computing the improvement of policy π′ w.r.t. to π using the previous
lemma is very expensive, since it requires estimating dπ

′
for each candidate π′. In the

following, we will provide a bound to the policy improvement and we will show how it is
possible to find a policy π′ that optimizes its value.

Theorem 3. For any stationary policies π and π′ and any starting state distribution µ,
given any baseline policy πb, the difference between the performance of π′ and the one of π
can be lower bounded as follows:

Jπ
′ − Jπ ≥ 1

1− γd
πbTaπ

′
π −

γ

(1− γ)2

∥∥π′ − πb
∥∥

1,dπb

sp
(
aπ
′
π

)

2
.

Proof The proof can be obtained starting from Lemma 2:

(1− γ)
(
Jπ
′ − Jπ

)
= dπ

′T
aπ
′
π = dπbTaπ

′
π +

(
dπ
′T − dπbT

)
aπ
′
π

≥ dπbTaπ
′
π −

∣∣∣∣
(
dπ
′ − dπb

)T
aπ
′
π

∣∣∣∣ (P.3)
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≥ dπbTaπ
′
π −

∥∥∥dπ′ − dπb
∥∥∥

1

sp
(
aπ
′
π

)

2
(P.4)

≥ dπbTaπ
′
π −

γ

1− γ
∥∥π′ − πb

∥∥
1,dπb

sp
(
aπ
′
π

)

2
. (P.5)

Statement (P.3) is a simple mathematical manipulation (a + b ≥ a − |b|, ∀a, b ∈ R),
while the inequality (P.4) follows from Lemma 23 since c = dπ

′ − dπb is a vector satisfying

cTe = (dπ
′ − dπb)

T
e = 1 − 1 = 0. The theorem is proved in (P.5) by exploiting the bound

in Corollary 1.

The theorem is presented for a general baseline policy πb that, ideally, is employed to
collect the samples. In principle, πb can be different from both π and π′, although, typically,
we select πb = π. The bound is the sum of two terms: the advantage of policy π′ over policy
π averaged according to the distribution induced by policy πb and a penalization term that
is a function of the discrepancy between policy π′ and policy πb and the range of variability
of the advantage function Aπ

′
π .3

Remark 1 (Comparison with Pirotta et al., 2013b). The bound presented in Theorem 3
strictly improves Theorem 3.5 in Pirotta et al. (2013b), since the L∞–norm between the
policies π′ and π has been replaced with an expectation taken w.r.t. to the γ–discounted
stationary distribution dπ of the state–wise L1–norms. Indeed:

∥∥π′ − πb
∥∥

1,dπb
≤
∥∥π′ − πb

∥∥
∞ .

Since the bound provided by Pirotta et al. (2013b) was already tight (being an improvement
over CPI), it follows that our bound is tight as well. A similar derivation was previously
provided in Achiam et al. (2017, Corollary 1) and Metelli et al. (2018, Corollary 3.1). Now
we introduce a looser but simplified version of the bound in Theorem 3 that will be useful
later.

Corollary 4. For any stationary policies π and π′ and any starting state distribution µ, the
difference between the performance of π′ and the one of π can be lower bounded as follows:

Jπ
′ − Jπ ≥ 1

1− γA
π′
π −

γ

(1− γ)2

∥∥π′ − π
∥∥2

∞
‖qπ‖∞

2
.

For completeness, we mention that a different (looser) bound on the policy difference in
norm can be obtained by using Pinsker’s inequality (Csiszár and Körner, 2011) stating that

∥∥π′ − π
∥∥

1,dπ
= Es∼dπb

[
‖π(·|s)− πb(·|s)‖1

]
≤
√

1

2
Es∼dπb

[
DKL(π(·|s)‖πb(·|s))

]
.

This bound was initially used in Pirotta et al. (2013a) to derive a simplified lower–bound for
parametrized policies and it has been adopted frequently in the literature after that (e.g.,
Schulman et al., 2015; Achiam et al., 2017; Papini et al., 2017).

3. We tried to keep Theorem 3 as general as possible to favor its reuse in different contexts. Nonetheless,
in the following, we will consider the particular case where πb is equal to π. The possibility of selecting
a suitable πb 6= π opens new and interesting lines of research that are out of the scope of this paper.
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4. Exact Safe Policy Iteration

As we have already mentioned, Conservative Policy Iteration (CPI) approach successfully
aims at overcoming policy degradation issues in approximate contexts. Indeed, while PI
algorithms, moving from a greedy policy to another, guarantees to improve the perfor-
mance at each iteration until convergence to the optimal policy only when no approxi-
mation is involved, the CPI algorithm performs a more conservative improvement step to
ensure monotonically increasing policy performance even in the approximate setting. In
this framework, following the approach of CPI (Kakade and Langford, 2002), we propose a
new set of techniques, called Safe Policy Iteration (SPI) algorithms (Pirotta et al., 2013b).

The idea is to produce a sequence of monotonically improving policies and stop when
no improvement can be guaranteed. The policy improvement step is a trade-off between
the current policy π and a target policy π according to π′ = απ + (1 − α)π, where the
trade-off coefficient α ∈ [0, 1] results from a maximization of a lower bound on the policy
improvement. The main benefit of exploiting SPI methods instead of CPI one is quantifiable
in a faster convergence to the optimal solution, due to a maximization of a better lower
bounds w.r.t. that of CPI.

In the following, we analyze the exact case (in which the value functions are known
without approximation) and we propose three safe policy-iteration algorithms: Unique–
parameter Safe Policy Iteration (USPI), per–State–parameter Safe Policy Iteration (SSPI),
and per–State–Action–parameter Safe Policy Iteration (SASPI). The main differences be-
tween the three algorithms lie in: i) the set of policies that they consider in the policy
improvement step and ii) the policy improvement bounds (Section 3) employed. USPI
(Section 4.1) employs a single coefficient α and its value is selected by maximizing the
bound presented in Theorem 3. SSPI (Section 4.2) and SASPI (Section 4.3), instead, allow
for a larger policy improvement space, considering different coefficients for each state α(s)
and for each state-action pair α(s, a), respectively. Moreover, differently from USPI, they
make use of the looser bound of Corollary 4 to select the value of the coefficients.

4.1 Unique–parameter Safe Policy Improvement

Following the approach proposed in CPI, USPI iteratively updates the current policy using
a safe policy improvement. Given the current policy π and a target policy π (which may
be different from the greedy policy), we define the update rule of the policy improvement
step as:

π′ = απ + (1− α)π,

where α ∈ [0, 1] is the scalar trade–off coefficient. It can easily be shown that if Aππ(s) ≥ 0
for all s, then π′ is not worse than π for any α. This condition always holds when the target
policy π is the greedy policy π+. Nevertheless, we will show that the greedy target policy
is not always the optimal choice. In general, it is always possible to find an improving
step–size α whenever the target policy π belongs to the set {π ∈ ΠSR|Aππ ≥ 0}. At each
iteration, we seek the α that yields the maximal performance improvement in the worst
case. For this reason, α is chosen to maximize the bound in Theorem 3. By taking πb = π,
the value of α that maximizes this lower bound is given by the following corollary.

10
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Corollary 5. If Aππ ≥ 0, then, using α∗ = (1−γ)Aππ
γ‖π−π‖1,dπ sp(aππ)

, we set α = min{1, α∗}, so that

when α∗ ≤ 1 we can guarantee the following policy improvement:

Jπ
′ − Jπ ≥ (Aππ)2

2γ ‖π − π‖1,dπ sp(aππ)

and when α∗ > 1, we perform a full update towards the target policy π, i.e., we set α = 1
so that π′ = π. In such a case, the policy improvement is given by Theorem 3 by setting
πb = π and π′ = π.

Proof Setting πb = π and π′ = απ+(1−α)π, we can manipulate the bound in Theorem 3.
Let us consider the following derivation of the individual terms involved Theorem 3:

dπTaπ
′
π = dπT

(
π′ − π

)
qπ = dπT

(
απ + (1− α)π − π

)
qπ

= αdπT (π − π)qπ = αdπTaππ = αAππ

sp
(
aπ
′
π

)
= max

s,s′∈S

{∣∣∣aπ′π (s)− aπ
′
π (s′)

∣∣∣
}

= max
s,s′∈S

{∣∣∣∣∣
∑

a∈A

(
π′(a|s)− π(a|s)

)
Qπ(s, a)−

∑

a∈A

(
π′(a|s′)− π(a|s′)

)
Qπ(s′, a)

∣∣∣∣∣

}

= α max
s,s′∈S

{∣∣∣∣∣
∑

a∈A

(
π(a|s)− π(a|s)

)
Qπ(s, a)−

∑

a∈A

(
π(a|s′)− π(a|s′)

)
Qπ(s′, a)

∣∣∣∣∣

}

= max
s,s′∈S

{∣∣aππ(s)− aππ(s′)
∣∣} = α sp

(
aππ
)

‖π′(·|s)− π(·|s)‖1 = α ‖π(·|s)− π(·|s)‖1 , ∀s ∈ S.
By plugging the terms derived above in Theorem 3 we obtain:

Jπ
′ − Jπ ≥ α 1

1− γA
π
π − α2 γ

(1− γ)2
‖π − π‖1,dπ

sp
(
aππ
)

2
. (P.6)

The term α∗ is the value of α that maximizes the above bound, i.e., the value that sets the
partial derivative w.r.t. α to zero, as the bound is a quadratic function. By putting α∗ in
place of α in the last bound we derive the guaranteed performance improvement.

The pseudocode of USPI is reported in Algorithm 1. The algorithm takes as input the
MDP M, the target policy space Π ⊆ ΠSR and a policy chooser PC. The target policy
space Π is a (finite) set of policies from which the target policy π is selected. A standard
choice for Π is the set of all deterministic policies, i.e., Π = ΠSD. The policy chooser PC
is a function that takes as input the MDP M, the target policy space Π and the current
policy π and provides as output a target policy. We will discuss in the following possible
implementations of PC. Thus, the goal of SPI algorithms is to terminate with a policy π
such that for all π ∈ Π, Aππ ≤ 0.

From Corollary 4 and Corollary 5 it is straightforward to introduce a simplified USPI.
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Algorithm 1 Exact USPI.

input: MDP M, target policy space Π, policy chooser PC
Initialize π
π ← PC(M,Π, π)
while Aππ > 0 do

α← min

{
1, (1−γ)Aππ

γ‖π−π‖1,dπ sp(aππ)

}

π ← απ + (1− α)π
π ← PC(M,Π, π)

end while
return π

Corollary 6. If Aππ ≥ 0, then, using α∗ = (1−γ)Aππ
γ‖π−π‖2∞‖qπ‖∞

, we set α = min{1, α∗}, so that

when α∗ ≤ 1 we can guarantee the following policy improvement:

Jπ
′ − Jπ ≥ (Aππ)2

2γ ‖π − π‖2∞ ‖qπ‖∞
and when α∗ > 1, we perform a full update towards the target policy π, i.e., we set α = 1
so that π′ = π. In such a case, the policy improvement is given by Corollary 4 by setting
π′ = π.

Remark 2 (Comparison with Conservative Policy Iteration). Using the notation introduced
in this paper, we report the bound proposed in Conservative Policy Iteration CPI (refer to
Theorem 4.1 in Kakade and Langford, 2002 or Corollary 7.2.2 in Kakade, 2003) to be
compared with SPI (Equation P.6):

Jπ
′ − Jπ ≥ α 1

1− γA
π
π − α2 2γ

(1− γ) (1− γ(1− α))

∥∥aππ
∥∥
∞ .

Since
∥∥aππ

∥∥
∞ is unknown, the bound that is employed by the algorithm is obtained by

observing that
∥∥aππ

∥∥
∞ ≤ 1/(1− γ) and 0 ≤ α ≤ 1:4

Jπ
′ − Jπ ≥ α Aππ

1− γ − α
2 2γ

(1− γ)3
,

which yields the optimal coefficient α∗ = (1−γ)2Aππ
4γ and performance improvement is given

by (refer to Corollary 4.2 in Kakade and Langford, 2002 or Corollary 7.2.3 in Kakade, 2003):

Jπ
′ − Jπ ≥ (1− γ)(Aππ)2

8γ
. (2)

The only difference between such bound and the one of USPI (see Corollary 5) is in the
denominator. Since ‖π − π‖1,dπ sp

(
aππ
)
≤ 4

1−γ , the improvement guaranteed by USPI is

4. In Kakade and Langford (2002) and Kakade (2003), the bound that is actually optimized is a slightly
relaxed version in which the γ term at the numerator is bounded with 1.
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Algorithm 2 Greedy Policy Chooser (GPC).

input: MDP M, current policy π, target policy space Π
for each π† ∈ Π do

Compute Aπ†π
end for
return arg maxπ†∈Π Aπ†π

not worse than the one of CPI. From the tightness of CPI bound, it follows that also USPI
bound is tight. In general, the difference between the two approaches can be much larger
whenever π is not completely different from π (i.e., ‖π − π‖1,dπ < 2) and/or the values
of the advantage function are not spread from the theoretical minimum to the theoretical
maximum (i.e., sp

(
aππ
)
< 2

1−γ ). In particular, using policy iteration algorithms without

approximation, where π is the greedy policy π+, as the sequence of policies approaches
the optimal policy, the discrepancy between the current policy π and the greedy policy π+

decreases and so happens for the advantage values Aπ
+

π , thus allowing USPI to guaran-
tee much larger improvements than CPI (whose convergence is only asymptotic, being its

coefficient α = (1−γ)2Aπ+π
4γ always less than 1).

Remark 3 (Target Policy Selection). So far we have not specified how to select the target
policy π ∈ Π. The Greedy Policy Chooser (GPC, Algorithm 2) selects, at each iteration,
as target policy the greedy policy π+, i.e., the one that maximizes Aπ+

π . While π+ is the
best target for CPI, it might not be optimal for USPI. This consideration comes from the
analysis of the policy performance bounds. While the greedy policy maximizes the bound of
CPI (Equation 2), as π+ is the target policy that yields the maximum advantage, π+ may
not be optimal for the bound of USPI due to the penalization term ‖π − π‖1,dπ . Indeed,
the USPI bound trades off between the expected advantage and the distance between the
target and current policy. In practice, when the approximation of Qπ is involved, the GPC
might produce frequent switching among several target policies that might slow down the
algorithm since the distance term ‖π − π‖1,dπ remains high.

As a heuristic, we can employ a persistent version of the GPC, similarly to what was
proposed in Metelli et al. (2018) (Section 4.3). This new policy chooser takes as input
also the target policy at the previous iteration π and selects between the greedy policy
and the target policy at the previous iteration, the one that yields a higher performance
improvement.

4.1.1 Convergence Guarantees for USPI

In this section, we discuss the convergence properties of USPI. The issue of convergence
has been treated for CPI (Kakade and Langford, 2002) and USPI (Pirotta et al., 2013b)
when considering a stopping condition of the form Aππ ≤ κ

1−γ , where κ > 0 is a user–defined

threshold. In this case, both CPI and USPI terminate in O
(

1
κ2

)
iterations. It was also

proved that when following a fixed target policy, USPI improves the convergence rate of
CPI, being able to terminate in O

(
1
κ

)
iterations (Pirotta et al., 2013b).

13



Metelli, Pirotta, Calandriello, and Restelli

Our contribution to the convergence analysis consists in analyzing the case κ = 0, as in
Algorithm 1. Of course, in this case, the convergence guarantees of CPI are vacuous. This
section is organized as follows. We start by proving that USPI (and CPI) converges asymp-
totically under some assumptions on the γ–discounted state distribution (Assumption 1).
Then, we show that, when the optimal policy is unique (Assumption 2), USPI converges
to the optimal policy in a finite number of iterations (Theorem 11). The proofs of all the
presented results are reported in Appendix A.2.

We start with the following lemma, which extends the Corollary 4.5 in Kakade and
Langford (2002), and relates the expected advantage to the performance difference.

Lemma 7. Let π, π′ ∈ ΠSR be two arbitrary policies and π+ be a greedy policy induced by
Qπ. Then, the expected advantage Aπ+

π can be lower bounded as:

Aπ+

π

1− γ ≥
∥∥∥∥∥
dπ
′

dπ

∥∥∥∥∥

−1

∞

(
Jπ
′ − Jπ

)
, (3)

where dπ
′

dπ is the vector obtained by the element–wise division between dπ
′

and dπ.

This result is very general since policy π′ is chosen arbitrarily. Clearly, the bound is
meaningful when Jπ

′
> Jπ as we know that Aπ+

π ≥ 0. A straightforward choice of π′ is, of
course, a greedy policy π+. In this case, we are able to lower bound the expected advantage
function Aπ+

π in terms of the performance gap itself:

Aπ+

π

1− γ ≥
∥∥∥∥∥
dπ

+

dπ

∥∥∥∥∥

−1

∞

(
Jπ

+ − Jπ
)
.

Remark 4 (On the γ–discounted stationary distribution). How can we ensure that

∥∥∥∥
dπ
′

dπ

∥∥∥∥
∞
<

+∞ is satisfied? A sufficient condition for

∥∥∥∥
dπ
′

dπ

∥∥∥∥
∞
< +∞ is that for any policy π and for

any state s, we have dπ(s) > 0. In particular, if the distribution of the initial state is positive
µ(s) > 0 for all states s ∈ S the condition is satisfied, indeed dπ = (1 − γ)µ + γPπTdπ ≥
(1 − γ). When dπ(s) > 0 for every s and policy π, it admits for every state s a positive
minimum over the set of Markovian stationary policies. This is a consequence of the fact
that dπ is a continuous function w.r.t. the policy π (Corollary 1 provides the Lipschitz
continuity of dπ w.r.t. π) and the set of Markovian stationary policies ΠSR is compact.
Moreover, if we consider finite state spaces dπ(s) admits a positive minimum also over the
state space, that we will denote with ∆d. Therefore, under this assumption, we can provide

the bound:

∥∥∥∥
dπ
′

dπ

∥∥∥∥
∞
≤ 1

∆d
. From now on, we are going to make the following assumption.

Assumption 1. For all π ∈ ΠSR it holds that ∆d > 0, where ∆d = mins∈S {dπ(s)}.

Assumption 1 requires that each state is visited a (discounted) number of times at least
equal to ∆d > 0. A sufficient condition is that the initial state distribution µ visits with
non–zero probability each state of the MDP. In such case, ∆d ≥ (1− γ) mins∈S{µ(s)}.
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Theorem 8 (Convergence Bound). Under Assumption 1, USPI (and CPI) with GPC and
termination condition Aπ+

π ≤ 0 asymptotically converges to the optimal policy, i.e., let N > 0
and πN be the policy visited by USPI (or CPI) at iteration N > 0, it holds that:

J∗ − JπN ≤ 8γ

N∆2
d(1− γ)3

.

Proof Let us consider a step of USPI starting from policy πi and getting to policy πi+1.
For Corollary 6, by noticing that ‖qπ‖∞ ≤ 1/(1 − γ) for any π ∈ ΠSR, the performance
improvement is given by:

Jπi+1 − Jπi ≥
(1− γ)

(
Aπ

+
i
πi

)2

2γ
∥∥π+

i − πi
∥∥2

∞

≥
(1− γ)

(
Aπ

+
i
πi

)2

8γ
, (P.7)

where π+
i is a deterministic greedy policy. We now define the performance gap w.r.t. the

optimal policy ∆i = J∗ − Jπi . By changing the sign on both sides of Equation (P.7),
summing J∗µ, and recalling the definition of ∆i we get the following inequality:

J∗ − Jπi+1 ≤ J∗ − Jπi −
(1− γ)

(
Aπ

+
i
πi

)2

8γ

∆i+1 ≤ ∆i −
(1− γ)

(
Aπ

+
i
πi

)2

8γ
.

We now determine the convergence bound. Using Lemma 7 choosing π′ = π∗ we can lower

bound the expected advantage function Aπ
+
i
πi and write:

∆i+1 ≤ ∆i −
∥∥∥∥∥
dπ

+
i

dπi

∥∥∥∥∥

−2

∞

(1− γ)3.(∆i)
2

8γ

Let us now consider the following expression:

1

∆i+1
− 1

∆i
=

∆i −∆i+1

∆i+1∆i
≥ ∆i −∆i+1

∆2
i

≥
∥∥∥∥∥
dπ

+
i

dπi

∥∥∥∥∥

−2

∞

(1− γ)3

8γ
,

where we simply exploited the monotonicity property of ∆i due to the guaranteed perfor-
mance improvement. We can now sum over i and exploiting the telescopic property we
get:

1

∆N
≥ 1

∆0
+

(1− γ)3

8γ

N−1∑

i=0

∥∥∥∥∥
dπ

+
i

dπi

∥∥∥∥∥

−2

∞

≥ N (1− γ)3

8γ
min

i∈{0,1,...,N−1}

∥∥∥∥∥
dπ

+
i

dπi

∥∥∥∥∥

−2

∞

.

Solving for ∆N we have:

∆N = J∗ − JπN ≤ 8γ

N(1− γ)3
max

i∈{0,1,...,N−1}

∥∥∥∥∥
dπ

+
i

dπi

∥∥∥∥∥

2

∞

≤ 8γ

N∆2
d(1− γ)3

.
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Thus, USPI converges asymptotically with convergence bound of order O(N−1). Notice
that in the Equation (P.7) we upper-bounded the policy distance with 2 and thus, we con-
sidered the same setting as CPI. As a consequence, this result applies as is to CPI.

Remark 5 (On the Convergence Bound). The convergence bound we derived in Theorem 8

has a polynomial dependence on the iteration number N , i.e., O
(

1
N(1−γ)3

)
. This appears

to be suboptimal compared to PI and VI both having a convergence bound that depends

exponentially on N , i.e., O
(
γN

1−γ

)
(Puterman, 2014). In addition, also CPI with a constant

learning rate α ∈ [0, 1] achieves an exponential convergence O
(

(1−α−γα)N

1−γ

)
(Scherrer, 2014).

It is not surprising that these algorithms allow for a better convergence bound. Indeed, in
the exact setting, having access to the true greedy policy, we can safely perform a complete
improvement step, i.e., setting α = 1. CPI and SPI are meant to be employed in the
approximate setting (Section 5) when only an approximately greedy policy is available and,
consequently, we cannot fully trust it.

We now prove that USPI converges to the optimal policy in a finite number of steps
when using GPC. We outline the steps of the proof. First, we need to guarantee that after
a finite number of steps, USPI selects an optimal policy as target policy (Lemma 9). This
follows by observing that the performance difference between an optimal policy and the
second-best deterministic policy is finite and by applying Theorem 8 to bound the number
of steps. Second, we need to ensure that when selecting an optimal policy as target, USPI
converges to it in a finite number of steps. This is the most delicate part of the proof, as the
finite convergence is a consequence of the interaction between the expected advantage Aπ∗π
and the distance ‖π∗−π‖∞. It must happen that the distance decreases at least as fast as
the advantage when π → π∗ (Lemma 10). With GPC, this can be guaranteed only in the
presence of a unique (deterministic) optimal policy. Therefore, in the presence of multiple
optimal policies, switching between one and another might prevent finite convergence. We
are unable to guarantee that, in the presence of multiple optimal policies, GPC keeps
selecting the same optimal policy; thus, we restrict our attention to the case in which the
optimal policy is unique. In the following, we denote with Π∗ for the set of optimal policies.

Lemma 9. Assume the same setting as Theorem 8. Let ∆J = J∗ −maxπ∈ΠSD\Π∗{Jπ} be
the performance gap between the optimal policies and the second-best deterministic policy,
where Π∗ = {π ∈ ΠSD : Jπ = J∗}. Then, USPI (and CPI) with GPC selects an optimal
policy as target policy after a finite number of iterations.

Clearly, once we select an optimal policy as target policy, we will never select a subpo-
timal policy as target later as it could only decrease the performance. We can now prove
that when following a deterministic optimal policy as target policy, the expected advantage
Aπ∗π can be lower bounded by a function of the distance ‖π∗ − π‖∞.

Lemma 10. Assume the same setting as Lemma 9. It π∗ is a deterministic optimal policy,
then, there exists a constant ∆+ > 0 such that:

Aπ
∗
π ≥

∆d∆+

2
‖π∗ − π‖∞ . (4)
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So far, we did not exploit the assumption on the uniqueness of the optimal policy. In
the following theorem, the assumption is crucial.

Assumption 2. The optimal policy π∗ is unique.

Lemma 10 shows that, apart from constants, the expected advantage Aπ∗π decreases
at most as fast as the distance ‖π∗ − π‖∞. We can exploit this result, together with
the uniqueness of the optimal policy, to prove that USPI converges in a finite number of
iterations.

Theorem 11 (Finite Convergence). Under Assumption 1 and 2, USPI with GPC and ter-
mination condition Aπ+

π ≤ 0 converges to the optimal policy in a finite number of iterations.

Proof First of all, we know from Lemma 9 that the algorithm will select the (unique)
optimal policy π∗ as target policy after a finite number of iterations, say N1. Thus, for
i > N1, we have that Jπi ≥ J∗ −∆J and moreover:

Jπi+1 − Jπi ≥
(1− γ)

(
Aπ∗πi

)2

2γ
∥∥π∗ − πi

∥∥2

∞

≥
(1− γ)∆2

d∆
2
+

∥∥π∗ − πi
∥∥2

∞

8γ
∥∥π∗ − πi

∥∥2

∞

=
(1− γ)∆2

d∆
2
+

8γ
,

where the first inequality is obtained from Equation (P.7) and the second inequality from
Lemma 10. Since at each iteration the performance improves by a finite quantity, the
algorithm will need additional N2 iterations to fill the gap ∆J between the performance of
the policy πN1 and the performance of the optimal policy π∗:

N2
(1− γ)∆2

d∆
2
+

8γ
≥ ∆J =⇒ N2 ≥

8γ∆J

∆2
d∆

2
+(1− γ)

.

Consequently, the algorithm will converge in N1 +N2 iterations.

4.2 per–State–parameter Safe Policy Improvement

The USPI approach aims at finding the convex combination between a starting policy π
and a target policy π that maximizes the bound on the performance improvement (either
Theorem 3 or Corollary 4). In this section, we consider a more general kind of update,
where the new policy π′ is generated using different convex combination coefficients for
each state:

π′(a|s) = α(s)π(a|s) +
(
1− α(s)

)
π(a|s), ∀s ∈ S, ∀a ∈ A, (5)

where α(s) ∈ [0, 1],∀s ∈ S. We name the resulting algorithm as per–State–parameter Safe
Policy Iteration (SSPI).5 When per-state parameters are exploited, the bound in Theorem 3
requires solving two dependent maximization problems over the state space that do not
admit a simple solution. Therefore, to compute the values α(s), we consider the simplified
bound from Corollary 4. We can state the following result.

5. SSPI was called Multiple–parameter Safe Policy Improvement (MSPI) in Pirotta et al. (2013b). The
reason for the change of the name is due to the fact that we will present another approach exploiting
multiple parameters (Section 4.3).

17



Metelli, Pirotta, Calandriello, and Restelli

Corollary 12. Let Sππ be the subset of states where the advantage of policy π over policy
π and dπ are positive: Sππ = {s ∈ S : dπ(s)Aππ(s) > 0}. The bound in Corollary 4 is

optimized by taking α(s) = 0, ∀s /∈ Sππ and α(s) = min
{

1, Υ ∗
‖π(·|s)−π(·|s)‖1

}
, ∀s ∈ Sππ , where

‖π(·|s)− π(·|s)‖1 =
∑

a∈A |π(a|s)−π(a|s)| and Υ ∗ is the value that maximizes the following
function:

B(Υ ) =
1

1− γ
∑

s∈Sππ

min

{
1,

Υ

‖π(·|s)− π(·|s)‖1

}
dπ(s)Aππ(s)− Υ 2 γ

(1− γ)2

‖qπ‖∞
2

.

Proof This proof starts from the transformation of several terms involved in Corollary 4
exploiting the definition of π′ (see Equation 5). The average advantage Aππ can be stated
as follows for all s ∈ S:

dπ(s)Aπ
′
π (s) = dπ(s)

∑

a∈A

(
π′(a|s)− π(a|s)

)
Qπ(s, a)

= dπ(s)
∑

a∈A
α(s)

(
π(a|s)− π(a|s)

)
Qπ(s, a)

= α(s)dπ(s)Aππ(s).

Exploiting the definition of L∞–norm of a matrix, we can write:

∥∥π′ − π
∥∥
∞ = sup

s∈S

{∑

a∈A

∣∣∣π′(a|s)− π(a|s)
∣∣∣
}

= sup
s∈S
{α(s) ‖π(·|s)− π(·|s)‖1} .

We can now restate the bound of Corollary 4 into the proposed framework:

Jπ
′ − Jπ ≥ 1

1− γ
∑

s∈S
α(s)dπ(s)Aππ(s)

− γ

(1− γ)2
sup
s∈S
{α(s) ‖π(·|s)− π(·|s)‖1}2

‖qπ‖∞
2

.

(P.8)

The optimal values of α(s) do not admit a closed–form solution but can be computed
iteratively. Given a state s with negative advantage Aππ, the larger α(s) is, the lower will be
the bound on the policy improvement as expressed in Equation (P.8) (or in Corollary 4),
so the optimal choice for these states is to set α(s) = 0. Similarly, if dπ(s) = 0, state s does
not have any contribution to the bound, so we can set α(s) = 0.

Given these conditions, we define Sππ = {s ∈ S : dπ(s)Aππ(s) > 0}. Then, Υ denotes the
L∞–norm of the difference of the policies over Sππ :

Υ = sup
s∈Sππ

{α(s) ‖π(·|s)− π(·|s)‖1} ,

we can now introduce the following condition:

α(s) ‖π(·|s)− π(·|s)‖1 ≤ Υ, ∀s ∈ Sππ . (P.9)
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Algorithm 3 Exact SSPI.

input: MDP M, target policy space Π, policy chooser PC
Initialize π
π ← PC(M,Π, π)
Υ ∗ ← FBO(M, π, π) (see Alg. 4)
while Υ ∗ > 0 do

α(s)← min
{

1, Υ∗

‖π(·|s)−π(·|s)‖1

}
, ∀s ∈ S

π(a|s)← α(s)π(a|s) + (1− α(s))π(a|s), ∀s ∈ S, ∀a ∈ A
π ← PC(M,Π, π)
Υ ∗ ← FBO(M, π, π)

end while

If we suppose to fix Υ , the previous relationship and the knowledge of α ∈ [0, 1] impose the
following equivalence:

α(s) = min

{
1,

Υ

‖π(·|s)− π(·|s)‖1

}
, ∀s ∈ Sππ .

Consider Equation (P.8), once the supremum is fixed, we cannot do better than set the other
coefficients α(s) to the maximum feasible value that does not make α(s) ‖π(·|s)− π(·|s)‖1
exceed the supremum. As mentioned before, states with negative advantage play as oppo-
nents, their influence is minimized by putting α(s) = 0 in correspondence of such states.

Function B(Υ ) is obtained by manipulating the bound (P.8) using these considerations.
As a result, the optimization of the bound over the set of |S| coefficients α(s) has been
translated into the maximization of the univariate function B(Υ ). However, since the supe-
rior Υ is not known a priori, an iterative approach has to be carried out. Once the optimal
value Υ ∗ is obtained, the following rule can be applied:

α(s) =

{
min

{
1, Υ ∗
‖π(·|s)−π(·|s)‖1

}
∀s ∈ Sππ

0 otherwise
.

The pseudocode of SSPI is reported in Algorithm 3. The algorithm stops as the optimal
budget Υ ∗ becomes zero, i.e., when in all states the advantage Aππ(s) ≤ 0.

4.2.1 Computing Υ ∗

Differently from USPI, the coefficients of SSPI cannot be computed in closed form due to
their dependency from Υ ∗, whose value requires the maximization of a function with discon-
tinuous derivative (Corollary 12). This search formalizes the trade-off between increasing
the probability budget Υ , and incur in a larger penalty while obtaining a gain by moving
further towards the target policy. In order to solve this problem, we consider the graph in
Figure 1, where we can see that function B is a continuous quadratic piecewise function,
whose derivative is a discontinuous linear piecewise function. It is important to underline

that all the pieces of the partial derivative of B have the same slope m = −γ‖qπ‖∞
(1−γ)2

. Suppose
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Figure 1: Bound B and its derivative. Blue–filled circles are set in correspondence with
the discontinuities, whereas the blue triangle represents the maximum value of
B. The gradient of B is depicted by the dashed brown piecewise linear function
where the red square represents g0, its evaluation in Υ = 0.
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Algorithm 4 Computing Υ ∗ (Forward Bound Optimizer - FBO)

input: MDP M, current policy π, target policy π

initialize: i← 1, m← −γ‖q
π‖∞

(1−γ)2 Υ0, q0 ← FJP(M, π, π), g0 ← q0

while Υi < 2 do
Υi, qi ← FJP(M, π, π) (see Alg. 5)
gi ← gi−1 +m · (Υi − Υi−1)
if gi ≤ 0 then

return Υi − gi
m

end if
gi ← gi − qi−1 + qi
if gi ≤ 0 then

return Υi
end if
i← i+ 1

end while
return Υi

we are given a function FJP (Find Jump Point) that returns the coordinates (Υ, q) of the
next discontinuity point of the derivative of B. Then, the maximization of B can be com-
puted using an iterative algorithm like the one proposed in Algorithm 4, Forward Bound
Optimizer (FBO).6 The idea is to start from Υ = 0 and to search for the zero–crossing
value of the derivative of B by running over the discontinuity points. The algorithm stops
when either the derivative of B becomes negative or when we reach the maximum value of
Υ , i.e., Υ = 2 (the last return in Algorithm 4). When the derivative becomes negative, two
different cases may happen: (i) the derivative equals zero at some value of Υ (as it happens
in Figure 1a), which is the case of the first return in Algorithm 4; (ii) the derivative becomes
negative in correspondence of a discontinuity without taking the value of zero (the second
return in Algorithm 4), i.e., the maximum falls on an angular point of B (see Figure 1b).
Notice that, as we presented it, Algorithm 4 can be used to optimize any function with
linear piecewise derivative, provided that all pieces have the same slope.

Clearly, we need to be able to determine the discontinuity points of the derivative, i.e.,
we need to specify function FJP. For this purpose, we write down explicitly the derivative:

∂

∂Υ
B(Υ ) =

1

1− γ
∑

s∈SΥ

dπ(s)Aππ(s)

‖π(·|s)− π(·|s)‖1
− Υ γ ‖q

π‖∞
(1− γ)2

= g(Υ ) +mΥ, (6)

where SΥ =
{
s ∈ Sππ : ‖π(·|s)− π(·|s)‖1 > Υ

}
is the set of all the states in which the

coefficient α(s) is dependent on Υ . Since the derivative is non-negative at Υ = 0, and it
is monotonically decreasing, B is guaranteed to have a unique maximum. The disconti-
nuity points correspond to values of Υ for which some state s saturates its coefficient to
1, so that, for larger values Υ , the coefficient α(s) does not depend on Υ anymore, thus
disappearing from the derivative whose value changes discontinuously with a jump equal to

dπ(s)Aππ(s)
(1−γ)‖π(·|s)−π(·|s)‖1

. The procedure for finding the discontinuity points (FJP) is formalized

in Algorithm 5.

6. Differently from Pirotta et al. (2013b), we decided to keep the optimization of the bound (FBO) and the
identification of the discontinuity points (FJP) separated so that we can reuse FBO in Section 4.3.
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Algorithm 5 Computing of the jump points for SSPI (Find Jump Point - FJP)

input: MDP M, current policy π, target policy π

initialize: t← 0, Sππ ← {s ∈ S : dπ(s)Aππ(s) > 0}, Υ0 ← 0, q0 ← 1
1−γ

∑
s∈Sππ

dπ(s)Aππ(s)
‖π(·|s)−π(·|s)‖1

Sort states in Sππ so that i < j =⇒ ‖π(·|si)− π(·|si)‖1 ≤ ‖π(·|sj)− π(·|sj)‖1
yield Υ0, q0

while Sππ 6= {} do
t← t+ 1
Υt ← ‖π(·|st)− π(·|st)‖1
qt ← qt−1 − dπ(st)A

π
π(st)

(1−γ)‖π(·|st)−π(·|st)‖1
Sππ ← Sππ \ {st}
yield Υt, qt

end while
yield 2, −∞

The computational complexity of FJP is dominated by the cost of computing the L1-
norm between the policies and the cost of sorting the states according to the discrepancy
between the current policy π and the target policy π, that is O (|S||A|+ |S| log |S|).
Remark 6 (On the policy space of SSPI). When using per–state coefficients α(s) the space
of policies accessible, by combining the target policies Π, is larger than that obtainable with
a single coefficient α. Clearly, it is possible to enhance Π with additional policies so that
even USPI, with a unique coefficient α, can represent the same policies as SSPI. However,
this transformation would produce, in the worst case, exponential growth in the number of
target policies. Consider, for instance, the set of target policies Π = {πi(s) = ai : ∀s ∈
S, i ∈ {1, ..., |A|}}. Thus, Π contains all the deterministic policies that perform the same
action in all states. Consequently, |Π| = |A|. Using per–state coefficients α(s), we are able
to represent all Markovian randomized policies ΠSR. Those are the policies accessible by
SSPI. Instead, starting with Π, USPI can represent just a subset of those. For USPI to
represent all Markovian randomized policies, we need to consider as target policy space
the set of all Markovian deterministic policies ΠSD, whose cardinality is |A||S|. We can
generalize the rationale to all the target policy spaces made up of deterministic policies.
Let AΠ(s) = {a ∈ A : ∃π ∈ Π, π(s) = a} be the set of all actions that are prescribed in
state s by the policies in Π. The transformation of the policy space is obtained as follows:

Π̃ =
{
π(s) = a : ∀a ∈ AΠ(s), ∀s ∈ S

}
(7)

It is worth noting that the cardinality of Π̃ is given by
∏
s∈S |AΠ(s)| ≤ |A||S|.

Remark 7 (Comparing USPI and SSPI). Although SSPI maximizes over a set of policies
that is a very large superset of the policies considered by USPI, it may happen that the
policy improvement bound found by SSPI is smaller than the one of USPI. The reason
is that the former optimizes the bound in Corollary 4 that is looser than the bound in
Theorem 3 optimized by the latter. Finally, notice that, following the same procedure
described in Remark 4 and constraining SSPI to use a single α for all the states (so that

the SSPI improvement is bounded by Aππ
2

2γ‖π−π‖2∞‖qπ‖∞
), we can prove, as done with USPI,

that the improvement of SSPI is never worse than the one of CPI.
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4.3 per–State–Action–parameter Safe Policy Improvement

We can further generalize SSPI by considering an update scheme in which the new policy
is generated using different convex combination coefficients for each state–action pair:

π′(a|s) = α(s, a)π(a|s) +
(
1− α(s, a)

)
π(a|s), (8)

where α(s, a) ∈ [0, 1], ∀s ∈ S, ∀a ∈ A. Note that, in order to ensure a valid probability
distribution we need to impose that, ∀s ∈ S,

∑
a∈A α(s, a) (π(a|s)− π(a|s)) = 0. As for

SSPI, the bound in Theorem 3 cannot be optimized easily, thus we consider again the
simplified bound in Corollary 4.

The novel idea of this improvement scheme called per–State–Action–parameter Safe Pol-
icy Improvement (SASPI), consists in the fact that, for each state, we can move probability
across the actions. For a given state s and action a, we define the probability increment in-
duced by coefficient α(s, a) as ∆(s, a) = π′(a|s)−π(a|s) = α(s, a) (π(a|s)− π(a|s)). Clearly,
we cannot change the probability arbitrarily, as we need to satisfy the following constraints:

∀s ∈ S,
∑

a∈A
∆(s, a) = 0, (9)

∀(s, a) ∈ S ×A,
{

0 ≤ ∆(s, a) ≤ π(a|s)− π(a|s) if π(a|s) ≥ π(a|s)
π(a|s)− π(a|s) ≤ ∆(s, a) ≤ 0 otherwise

. (10)

The constraint (9) ensures that the resulting policy π′(a|s) = π(a|s) + ∆(s, a) is a valid
probability distribution for all s ∈ S, while constraint (10) guarantees that the chosen
∆(s, a) realizes a convex combination of the entries of the current policy π and those of the
target policy π. As a consequence, for each state s ∈ S we can partition the actions into three
sets according to the sign of π(a|s)−π(a|s). A↑s = {a ∈ A : π(a|s) > π(a|s)} is the set of the

actions whose probability can only be increased, A↓s = {a ∈ A : π(a|s) < π(a|s)} is the set of
the actions whose probability can only be decreased, and if A=

s = {a ∈ A : π(a|s) = π(a|s)}
is the set of the actions whose probability cannot change whatever α(s, a) we pick.

To solve the problem of determining the optimal values of the ∆(s, a), we adopt an
approach similar to that of SSPI and we introduce a budget Υ = ‖π′ − π‖∞, with π′ as
defined in Equation (8). Notice that Υ can be spent independently in each state s, by
definition of L∞-norm. Suppose we are able to find the optimal budget value Υ ∗, our
optimization problem consists of maximizing the bound in Corollary 4 over the probability
increments ∆(s, a) having a fixed budget Υ and fulfilling the constraints (9) and (10).
Ideally, we would like to increase the probability of the actions with high Qπ and decrease
the probability of the actions with low Qπ. Notice that, in order to satisfy (9), for each state,
the amount of probability we add must coincide with the amount of probability we subtract
across all actions. Thus, given a budget Υ we can increase (resp. decrease) the probability
of the actions by Υ/2 at most. In order to define the update rule, let ρπs : A → {1, 2, . . . , |A|}
be an ordering of the actions for each state, such that if ρπs (a) < ρπs (a′) =⇒ Qπ(s, a) ≤
Qπ(s, a′). We define the following quantities:

G↑(s, a) =
∑

a′∈A↑s :
ρπs (a′)>ρπs (a)

(
π(a′|s)− π(a′|s)

)
,
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G↓(s, a) =
∑

a′∈A↓s :
ρπs (a′)<ρπs (a)

(
π(a′|s)− π(a′|s)

)
.

Given an action a ∈ A, G↑(s, a) represents the amount by which the total probability of
all the actions with Qπ larger than Qπ(s, a) can be increased. Symmetrically, for an action
a ∈ A, G↓(s, a) represents the amount by which the total probability of all the actions with
Qπ smaller than Qπ(s, a) can be decreased. Note that it is not always convenient to spend Υ
completely in every state. Indeed, it might be the case that in order to spend it all, we have
to increase the probability of actions with low Qπ and decrease the probability of actions
with high Qπ, which is clearly inconvenient. For this reason, we define the expendable budget
for an action a ∈ A in a state s ∈ S as:

Υ (s, a) =





max
{

0,min
{
π(a|s)− π(a|s), G↓(s, a)−G↑(s, a)

}}
if a ∈ A↑s

max
{

0,min
{
π(a|s)− π(a|s), G↑(s, a)−G↓(s, a)

}}
if a ∈ A↓s

0 otherwise

. (11)

To grasp the intuition behind the definition of expendable budget, consider an action a ∈ A↑s.
We have two conditions to satisfy in order to define the budget Υ (s, a). First, for a we can
increase its probability by at most π(a|s)− π(a|s). However, this might not be convenient
depending on how much the probability of actions with Qπ smaller than Qπ(s, a) can be
decreased, i.e., G↓(s, a). The best way of moving probability across actions consists of
increasing the probability of actions in decreasing order of Qπ and decreasing the probability
of actions in increasing order of Qπ. Thus, the second condition can be stated as follows.
Given an action a ∈ A↑s, recalling that we have increased the probability of all actions with
Qπ higher than Qπ(s, a) as much as possible, i.e., by G↑(s, a), the budget we have at our
disposal is at most G↓(s, a) − G↑(s, a). Therefore, to define Υ (s, a) we take the minimum
between the two cases, which leads to Equation (11). A similar rationale holds for actions

in A↓s. Clearly, for actions a ∈ A=
s we have Υ (s, a) = 0. We can also define the expendable

budget for a state s ∈ S as: Υ (s) =
∑

a∈A Υ (s, a). If Υ ≤ Υ (s) we can define the two

active actions, i.e., those of which we are currently increasing (a↑s) and decreasing (a↓s) the
probability:

a↑s = arg max
a∈A↑s :

G↑(s,a)≤Υ
2

{ρπs (a)} , a↓s = arg max
a∈A↓s :

G↓(s,a)≤Υ
2

{ρπs (a)} . (12)

We can now state the following optimality condition.

Corollary 13. Let Sππ = {s ∈ S : dπ(s) > 0} and Υ ∗ be the value that maximizes the
following function:

B(Υ ) =
1

1− γ
∑

s∈Sππ

dπ(s)
∑

a∈A
∆(s, a, Υ )Qπ(s, a)− γ

(1− γ)2
Υ 2 ‖qπ‖∞

2
,

where

∆(s, a, Υ ) =





max
{

0,min
{
Υ (s, a), Υ2 −G↑(s, a)

}}
if a ∈ A↑s

−max
{

0,min
{
Υ (s, a), Υ2 −G↓(s, a)

}}
if a ∈ A↓s

0 if a ∈ A=
s

.
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We set ∆(s, a, Υ ) = 0 when dπ(s) = 0. Then, the bound in Corollary 4 is optimized by
taking

α(s, a) =

{
0 if π(a|s) = π(a|s)

∆(s,a,Υ ∗)
π(a|s)−π(a|s) otherwise

Proof First note that if dπ(s) = 0, state s does not have any contribution in the bound
value, thus we can set ∆(s, a) = 0 and restrict our analysis to the states in Sππ . We now
evaluate the contribution of each action to the bound in Corollary 4:

Jπ
′ − Jπ ≥ 1

1− γd
πTaπ

′
π −

γ

(1− γ)2

∥∥π′ − π
∥∥2

∞
‖qπ‖∞

2

=
1

1− γ
∑

s∈Sππ

dπ(s)
∑

a∈A

[
π′(a|s)Qπ(s, a)− π(a|s)Qπ(s, a)

]
− γ

(1− γ)2

∥∥π′ − π
∥∥2

∞
‖qπ‖∞

2

=
1

1− γ
∑

s∈Sππ

dπ(s)
∑

a∈A
∆(s, a)Qπ(s, a)− γ

(1− γ)2
Υ 2 ‖qπ‖∞

2
,

where we denoted with ∆(s, a) = π′(a|s) − π(a|s) and Υ 2 = ‖π′ − π‖2∞. Consider a fixed
budget Υ . Since we can spend Υ independently in each state, we can reason for a generic
state s ∈ S. In particular, Υ/2 can be used to increase the probability of some actions in

A↑s and Υ/2 to decrease the probability of some actions in A↓s. The best we can do is to
start increasing the probabilities of actions starting from the one with the highest Qπ value
and, at the same time, decreasing the probabilities of actions starting from the one with
the lowest Qπ value, until we ran out of budget. Thus, for an action a ∈ A↑s we increase its
probability as much as possible, i.e., by Υ (s, a). But we need to limit the increment if we
do not have enough budget. Thus, if Υ (s, a) > Υ/2 − G↑(s, a) we need to set the increase
to zero. Summing up, we have:

∆(s, a) = max

{
0,min

{
Υ (s, a),

Υ

2
−G↑(s, a)

}}
, ∀s ∈ S,∀a ∈ A↑s. (P.10)

Analogously, for all actions a ∈ A↓s we decrease the probability as much as possible, provided
that we have enough budget:

∆(s, a) = −max

{
0,min

{
Υ (s, a),

Υ

2
−G↓(s, a)

}}
, ∀s ∈ S, ∀a ∈ A↓s. (P.11)

For the actions a ∈ A=
s we need to set ∆(s, a) = 0. Recalling that α(s, a) = ∆(s,a)

π(a|s)−π(a|s) we
get the result.

Algorithm 6 provides the pseudocode of SASPI. Similarly to SSPI, the termination
condition is Υ ∗ = 0, i.e., when no improvement can be obtained with the target policy π.

4.3.1 Computing Υ ∗

Like for SASPI, we face the problem of computing Υ ∗, which requires the maximization of
a function with linear discontinuous derivative. Note that, once again, the slope of each
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Algorithm 6 Exact SASPI.

input: MDP M, target policy space Π, policy chooser PC
Initialize π
π ← PC(M,Π, π)
Υ ∗ ← FBO(M, π, π) (see Alg. 4)
while Υ ∗ > 0 do

Compute Υ (s, a), ∀s ∈ S, ∀a ∈ A

∆(s, a)←





max
{

0,min
{
Υ (s, a), Υ2 −G↑(s, a)

}}
if a ∈ A↑s,

−max
{

0,min
{
Υ (s, a), Υ2 −G↓(s, a)

}}
if a ∈ A↓s,

0 if a ∈ A=
s ,

∀s ∈ S,∀a ∈ A

α(s, a)← ∆(s,a)
π(a|s)−π(a|s) ∀s ∈ S,∀a ∈ A

π(a|s)← α(s, a)π(a|s) + (1− α(s, a))π(a|s), ∀s ∈ S, ∀a ∈ A
π ← PC(M,Π, π)
Υ ∗ ← FBO(M, π, π)

end while

piece is the same and equal to m = −γ‖q‖∞
(1−γ)2

. For this reason, provided that we are able

to compute the coordinates of the discontinuity points (by using a properly defined FJP),
we can employ Algorithm 4 to find Υ ∗. Let us now write the explicit expression of the
derivative of the bound:

∂

∂Υ
B(Υ ) =

1

1− γ
∑

s∈SΥ

1

2
dπ(s)

(
Qπ(s, a↑s)−Qπ(s, a↓s)

)
− Υ γ ‖q

π‖∞
(1− γ)2

= g(Υ ) +mΥ, (13)

where SΥ = {s ∈ S : Υ (s) ≤ Υ} is the set of states for which we still have budget (non-
saturated) and thus their contribution in the summation is dependent on Υ . In such a case,

there exist two active actions, as defined in Equation (12): a↑s of which we are increasing the

probability and a↓s of which we are decreasing the probability. The probability of the other
actions are either saturated to the maximum value or kept unchanged and thus, independent
of Υ . Similarly to what happens in SSPI, the derivative is non negative at Υ = 0, and it
is monotonically decreasing since both Qπ(s, a↑s) and −Qπ(s, a↓s) are decreasing functions

of Υ . Therefore, B is guaranteed to have a unique maximum since actions a↑s and a↓s are
considered in decreasing and increasing order of Qπ, respectively. The discontinuity points
correspond to values of Υ for which either one state saturates, i.e., Υ reaches Υ (s), or a↑s
or a↓s change. In order to find these discontinuity points, we can adopt Algorithm 7. The
idea of the algorithm is to go through state–action pairs sorted according to the budget
at which they are going to saturate. This information is provided by G↑(s, a) for actions
candidate to increase their probability and by G↓(s, a) for actions candidate to decrease their
probability. Therefore we consider two orderings ρ↑ and ρ↓ in which the state–action pairs
are sorted according to G↑(s, a) and G↓(s, a), respectively. At each iteration t we consider
the pair (s, a) that will saturate sooner (the first if). For this pair, two situations might
happen: (i) it is convenient to perform the update, i.e., the action at whose probability
is going to be increased (resp. decreased) has higher Qπ than the action we have just

decreased (resp. increased) the probability a↓st ; (ii) the update is not convenient. In case
(ii), we need to declare the state st as saturated and remove it from the set Sππ . The
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Figure 2: SASPI policy update.

computational complexity of Algorithm 7 is dominated by the computation of the orderings
ρ↑ and ρ↓, which costs O (|S||A| log |A||S|), as the computation of G↑(s, a) and G↓(s, a) has
cost O (|S||A| log |A|) and the loop is executed at most |S||A| times and at each iteration
the cost is constant. In the following, we report a couple of examples of policy update using
SASPI.

Example 1. The initial policy (blue area with dotted mark), the updated policy (orange
area with square mark) and the target policy (green area with diamond mark) are depicted
in Figure 2. Actions are ordered according to ρπs , i.e., in ascending order according to their
Q–values. We fix a budget Υ = 0.4. At the top, we show a case in which we are able to
spend the whole budget in state s, i.e., Υ (s) = 0.4. We start from the best a5 and the worst
a1 actions. We try to increase the probability of a5 and decrease that of a1, but we cannot
as π(a1|s) > π(a1|s), so we move to action a2. We decrease the probability of a2 by 0.1 and
we increase the probability of a5 by the same amount. Now, we move to action a3 and we
decrease its probability by 0.1 as well while increasing that of a5 by the same amount. Since
we have no further budget, we stop. At the bottom, we show a case where the expendable
budget Υ (s) = 0.2 is less than Υ . Again we start with a1 and a5. Similar to the case on the
left, we have to move to a2. Now, we can increase the probability of a5 by 0.1 and meanwhile
reduce the probability of a2 by the same amount. We could now decrease the probability of
a3 but we have not enough probability on a4 to compensate. Thus, we stop. The updates
∆(s, a) are reported in the figure as dashed arrows. Coefficients α(s, ai) are drawn above
the bars.

Remark 8 (SASPI vs SSPI). It is worth noting that the more flexible update rule intro-
duced by SASPI shows an advantage over SSPI only when considering problems with more
than two actions. Indeed, when A = {a1, a2} we have that α(s, a1) = α(s, a2) since from
Constraint (9) we have:

0 = ∆(s, a1) + ∆(s, a2) = α(s, a1) (π(a1|s)− π(a1|s)) + α(s, a2) (π(a2|s)− π(a2|s))
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Algorithm 7 Computing of the jump points for SASPI (Find Jump Point - FJP)

input: MDP M, current policy π, target policy π
initialize: t← 0, Sππ ← {s ∈ S : dπ(s) > 0}, Υ0

2 ← 0, i↑ ← 0, i↓ ← 0
Compute G↑(s, a) and G↓(s, a), ∀s ∈ S, ∀a ∈ A
Compute the two orderings ρ↑ and ρ↓ such that s.t. i < j =⇒ G↑(sρ↑i

, aρ↑i
) ≤ G↑(sρ↑j

, aρ↑j
) and

i < j =⇒ G↓(sρ↓i
, aρ↓i

) ≤ G↑(sρ↓j , aρ↓j )

Compute a↑s = arg maxa∈A {Qπ(s, a)} and a↓s = arg mina∈A {Qπ(s, a)}, ∀s ∈ S
q0 ← 1

1−γ
∑
s∈Sππ

1
2d
π(s)

(
Qπ(s, a↑s)−Qπ(s, a↓s)

)

yield Υ0, q0

while Sππ 6= {} do
t← t+ 1
if st ∈ Sππ then

if G↑(sρ↑
,i↑
aρ↑

i↑
) ≤ G↓(sρ↓

i↓
, aρ↓

i↓
) then

st, at ← sρ↑
i↑
, aρ↑

i↑

if Qπ(st, at) > Qπ(st, a
↓
st) then

qt ← qt−1 − 1
2d
π(st)

(
Qπ(st, a

↑
sit)−Qπ(st, at)

)

a↑st ← at
else

qt ← qt−1 − 1
2d
π(st)

(
Qπ(st, a

↑
st)−Qπ(st, a

↓
st)
)

Sππ \ {st}
end if
Υt
2 ← G↑(st, at)
i↑ ← i↑ + 1

else
st, at ← sρ↓

i↓
, aρ↓

i↓

if Qπ(st, at) < Qπ(st, a
↓
st) then

qt ← qt−1 − 1
2d
π(st)

(
Qπ(st, at)−Qπ(st, a

↓
st)
)

a↓st ← at
else

qt ← qt−1 − 1
2d
π(st)

(
Qπ(st, a

↑
st)−Qπ(st, a

↓
st)
)

Sππ \ {st}
end if
Υt
2 ← G↓(st, at)
i↓ ← i↓ + 1

end if
end if
yield Υt, qt

end while
yield 2, −∞

= (α(s, a1)− α(s, a2)) (π(a1|s)− π(a1|s)) =⇒ α(s, a1) = α(s, a2).

As a consequence, the coefficient α depends on the state only, like in SSPI.

Remark 9 (Optimality of USPI, SSPI and SASPI). In general, selecting a greedy policy
π+ as target policy for USPI and SSPI is not optimal in terms of bound value, i.e., there
might exist a target policy π 6= π+ that allows reaching higher values of the bound. Indeed,
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as proved in Appendix B, the policy that maximizes globally the bound, as defined in
Corollary 29, might be outside the space of representable policies given the USPI and SSPI
update rule. On the contrary, this policy is always representable with the update rule of
SASPI provided that we select π+ as target policy. Thus, SASPI is optimal in terms of
bound value using the GPC (Greedy Policy Chooser, Algorithm 2).

Remark 10 (On the Convergence of SSPI and SASPI). We have not provided a specific re-
sult for the convergence of SSPI and SASPI. It is worth noting that these two algorithms con-
verge to the optimal policy under the same assumptions enforced for USPI (Section 4.1.1).
Indeed, the convergence proof (Theorem 8) employs the performance improvement pro-
duced by USPI as in Corollary 6, i.e., USPI with the simplified bound. SSPI and SASPI
yield a larger policy improvement compared to that of Corollary 6 and, consequently, the
schema of the proof applies straightforwardly.

5. Approximate Safe Policy Iteration

The exact algorithms proposed in the previous sections are impractical in applications where
the state space is very large (or even continuous) or when the state–transition model is
unknown. In this section, we move to the approximate setting in which the quantities
involved in the bounds need to be estimated from samples. We start introducing the
approximate versions of the policy choosers (Section 5.1), then we present the approximate
versions of the three algorithms we introduced in Section 4: aUSPI (Section 5.2), aSSPI
(Section 5.3), and aSASPI (Section 5.4). For each of them, we present the algorithm, a
sample complexity analysis and, when possible, we discuss the convergence properties.

Since accurate estimates of L∞–norms (sp(a) for USPI and ‖qπ‖∞ for SSPI, and SASPI)
need many samples, for approximate settings, we consider a further simplified bound ob-
tained from Corollary 4 by observing that ‖qπ‖∞ ≤ 1

1−γ :

Jπ
′ − Jπ ≥ 1

1− γA
π′
π −

γ

2(1− γ)3

∥∥π′ − π
∥∥2

∞ . (14)

In this way, the only value that needs to be estimated is Aπ′π . Following Kakade (2003),
the goal of this section is to provide an analysis of the SPI algorithms presented when
dealing with tabular domains.

In the following, we will denote with the “hat” the estimated/approximated quantities.
We will employ this notation for both the value functions (e.g., Q̂π, Âππ) and the policies
(e.g., π̂). Approximation involves essentially two parts of the SPI algorithms. First, the
policy chooser needs samples to select in an approximate manner a suitable target policy.
We will discuss in Section 5.1 how to extend the Greedy Policy Chooser (GPC) to account
for samples. Second, once a target policy is available, we need to perform the policy update
computing the convex combination coefficients α. This latter phase heavily depends on
the SPI algorithm and we will discuss how to perform it for a fixed target policy in the
Sections 5.2–5.4. The proofs of all the presented results are reported in Appendix A.3.
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Algorithm 8 Approximate Greedy Policy Chooser (ĜPC).

input: current policy π, target policy space Π

initialize: N ←
⌈

32|A|2
9ε2

(
log(2|Π|) + log 1

δ

) ⌉
, T ←

⌈
logγ

ε
24

⌉

Compute a biased sample set {(si, ai, q̂i)}Ni=1.
for each π† ∈ Π do

Construct the estimate Q̂
π†

π = |A|
N

∑N
i=1 q̂

π
i π
†(ai|si)

end for

return arg maxπ†∈Π

{
Q̂
π†

π

}

5.1 Approximate Policy Choosers

Since we are in model–free setting, we need a new policy chooser that, at each iteration,
given a policy π, returns the target policy π ∈ Π selected using samples. We will discuss in
this section how to adapt the Greedy Policy Chooser (GPC) to the approximate framework.

Let us first focus on the requirements for a generic approximate policy chooser P̂C, which
outputs a target policy π. Given an accuracy level ε > 0 and an (exact) policy chooser

PC, the goal of the corresponding approximate policy chooser P̂C consists in returning an
approximate target policy π̂ such that with probability at least 1 − δ, we have that the
difference between the expected advantage Aππ of the true target policy π and the expected

advantage Aπ̂π of the approximate target policy π̂ is bounded:
∣∣∣Aππ − Aπ̂π

∣∣∣ ≤ ε

1− γ , (15)

where π is the target policy returned by the exact policy chooser PC. Note that equivalently
we can write that

π̂ ∈ arg max
π†∈Π

Âπ
†
π ,

where Âππ is the estimated expected advantage function of a candidate target policy π†.
Considering the GPC, it is worth noting that the requirement at Equation (15) is not
dissimilar from the typical requirement employed in API, i.e., the fact that the improvement
step is made by using an approximately greedy policy (Scherrer, 2014). Indeed, we can

rewrite the difference of the expected advantages as Aππ − Aπ̂π = dπT
(
π − π̂

)
qπ. Similar

conditions on the approximate greedy policy can be found in some fundamental works on
API (e.g., Lagoudakis and Parr, 2003a; Lazaric et al., 2016). The pseudocode of approximate

GPC (ĜPC) is reported in Algorithm 8. The following lemma provides a sufficient condition
to meet the previous requirement.

Lemma 14. If with probability at least 1− δ, simultaneously for all π† ∈ Π it holds that:
∣∣∣Q̂π†

π −Qπ†
π

∣∣∣ ≤ ε

2(1− γ)
, (16)

where Qπ†
π = dπTπ†qπ, then with probability at least 1− δ it holds that:

∣∣∣Aππ − Aπ̂π
∣∣∣ ≤ ε

1− γ ,
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where π is the target policy returned by GPC and π̂ is the policy returned by ĜPC (Algo-
rithm 8).

Proof Let us denote with π the policy returned by GPC and with π̂ the policy returned
by ĜPC. We consider the following sequence of inequalities:

Aππ − Aπ̂π = Aππ − Aπ̂π + Âπ̂π − Âπ̂π
≤ Aππ − Âππ + Âπ̂π − Aπ̂π
≤ 2 max

π†∈Π

{∣∣∣Aπ†π − Âπ
†
π

∣∣∣
}
,

where we exploited the fact that Âππ ≤ Âπ̂π, as ĜPC returns the policy π̂ that maximizes

Âπ̂π. We now observe that for any π† ∈ Π, Aπ†π = Qπ†
π − Qπ

π. The result then follows from
the hypothesis.

Thus, the problem translates into computing an ε
2(1−γ)–accurate estimation of Qπ†

π for

all π† ∈ Π. To this purpose, we present the following sampling procedure.
GPC Sampling Procedure The policy chooser generates a dataset {(si, ai, q̂i)}Ni=1 that for

each state-action pair (si, ai) reports an estimation of the Q-function of policy π, denoted by
q̂i. The state si must be extracted according to the γ–discounted future state distribution
dπ. In order to generate a sample si from dπ, we draw a state s0 from µ and then we follow
the policy π. Since γ represents the probability of continuing the simulation, at each step,
the obtained state si is accepted with probability γ and with probability 1−γ the simulation
ends. In this way, the state si is extracted according to the distribution dπ (see Thomas,
2014). The simulation is constrained to terminate in at most T steps. This condition has
the effect of introducing a bias, but, in the meantime, it ensures a termination even when
γ approaches 1 (Algorithm 14). The sample si ∼ dπ is then used to build the single sample
(si, ai, q̂i). The associated action ai is drawn uniform in the action space A. In order to
compute the approximate Q–value q̂i for the state-action pair (si, ai) a unique run under
policy π is simulated. The estimation is obtained by executing action ai in state si and,
then, following policy π. Starting from time t = 0, the simulation is repeated T–steps and
the final value q̂i is obtained as: q̂i =

∑T−1
t=0 γtrt+1, where rt+1 is the immediate reward at

time step t (Algorithm 15).
Once we have computed the biased sample set {(si, ai, q̂i)}Ni=1 we can estimate the future

state-action value function Qπ†
π of a stationary target policy π† w.r.t. the current policy π

as the weighted average of all q̂i according to the policy π†:

Q̂
π†

π =
|A|
N

N∑

i=1

π†(ai|si) · q̂i.

For the approximate greedy policy chooser ĜPC it suffices to return the policy π† ∈ ΠSR

that maximizes the sample–based Q-function Q̂
π†

π . We can easily obtain an approximate
version of Âππ, recalling that the average advantage Aππ can be written as follows:

Âππ = Q̂
π

π − V̂
π

= Q̂
π

π − Q̂
π

π, .
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Indeed, if we consider as greedy policy the target policy π, previous equation permits the

computation of Âππ without additional costs, because the estimates Q̂
π

π and Q̂
π

π are computed
during maximization process.

The following lemma gives a theoretical guarantee to the estimation process and to the
quality of the estimated quantity. The result is obtained as a straightforward adaptation of
Lemma 7.3.4 in Kakade (2003). Note that, in order to get an ε

1−γ –accurate estimation of

the average advantage Aππ, we need to consider the contribution of Q̂
π†

π and Q̂
π

π that must
be ε

2(1−γ)–accurate.

Lemma 15. Let Π ⊆ ΠSR be a class of stationary policies for an infinite horizon MDP.
Let

T =

⌈
logγ

ε

24

⌉
and N =

⌈
32|A|2

9ε2

(
log(2

∣∣Π
∣∣) + log

1

δ

)⌉
.

Upon input of a policy π, GPC Sampling Procedure constructs a function Q̂
π†

π such that
with probability 1− δ, simultaneously for all π† ∈ Π

∣∣∣∣Q̂
π†

π −Qπ†
π

∣∣∣∣ ≤
ε

2(1− γ)
.

Proof GPC Sampling Procedure has a form of bias due to the finite horizon T employed
to generate samples from dπ and to estimate Qπ. For the sake of the analysis, let us define
the T -horizon γ-discounted stationary distribution as:

dπT (s) =
1− γ

1− γT
T−1∑

t=0

γt Pr (st = s|π,M) ,

and the T -horizon action-value function:

QπT (s, a) = E
st+1∼P(·|st,at)
at+1∼π(·|st+1)

[
T−1∑

t=0

γtR(st, at)|s0 = s, a0 = a

]
,

and finally, we define:

Qπ†
π,T = E

s∼dπT
a∼π(·|s)

[QπT (s, a)] .

Given the horizon truncation, our estimator is unbiased for Qπ†
π,T . Therefore, we decompose

the difference into two terms:
∣∣∣∣Q̂

π†

π −Qπ†
π

∣∣∣∣ ≤
∣∣∣∣Q̂

π†

π −Qπ†
π,T

∣∣∣∣
(E1)

+
∣∣∣Qπ†

π,T −Qπ†
π

∣∣∣
(E2)

.

We want to obtain that, with a probability of 1− δ, the largest deviation of the estimation
from the true value is at most E1+E2 = ε

2(1−γ) . This can be achieved by setting E1 = 3ε
8(1−γ)
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and E2 = ε
8(1−γ) .7 Let us start with E1 and fix any strategy π† ∈ Π. The crucial observation

is that, the value q̂i generated by different trajectories are independent. This independence
implies that we can apply Heöffding’s bound for the deviation of an estimate from its mean.

Note that the values |A|q̂i π†(ai|si) involved in the estimation of Q̂
π†

π are limited in the

interval
[
0, |A|1−γ

]
(see GPC Sampling Procedure). Hoeffding’s bound implies that:

Pr

(∣∣∣∣Q̂
π†

π −Qπ†
π,T

∣∣∣∣ ≥
3ε

8(1− γ)

)
≤ 2e

−
2

(
3ε

8(1−γ)

)2
N2∑N

i=1
(bi−ai)2

= 2e
− 18ε2N2(1−γ)2

64(1−γ)2N|A|2 = 2e
− 9ε2N

32|A|2 .

So far, we have restricted our attention to a fixed policy π†. Exploiting the union bound
we have that the probability that any π† ∈ Π deviates by more than 3ε

8(1−γ) from its mean

is bounded by 2|Π|e−
9ε2N
32|A|2 ≤ δ. Solving the equation for N , we obtain:

e
− 9ε2N

32|A|2 ≤ δ

2|Π| =⇒ 9ε2N

32|A|2 ≥ − log
δ

2|Π| =⇒ N ≥ 32|A|2
9ε2

(
log(2

∣∣Π
∣∣) + log

1

δ

)
.

We now focus on E2 and we further decompose it, highlighting the contribution of the
finite horizon T :

∣∣∣Qπ†
π,T −Qπ†

π

∣∣∣ =

∣∣∣∣∣∣∣
E

s∼dπT
a∼π(·|s)

[QπT (s, a)]− E
s∼dπ

a∼π(·|s)

[Qπ(s, a)]± E
s∼dπ

a∼π(·|s)

[QπT (s, a)]

∣∣∣∣∣∣∣

≤

∣∣∣∣∣∣∣
E

s∼dπT
a∼π(·|s)

[QπT (s, a)]− E
s∼dπ

a∼π(·|s)

[QπT (s, a)]

∣∣∣∣∣∣∣
−

∣∣∣∣∣∣∣
E

s∼dπ
a∼π(·|s)

[Qπ(s, a)−QπT (s, a)]

∣∣∣∣∣∣∣

≤ 1

1− γ ‖d
π − dπT ‖1 + ‖qπ − qπT ‖∞ ≤

3γT

1− γ .

where we exploited the fact that ‖qπT ‖∞ ≤ 1
1−γ and we used Lemma 26 and Lemma 27 to ob-

tain the last line from the last but one. The value of T is obtained by solving 3γT

1−γ = ε
8(1−γ) .

Hence, with a probability of 1− δ, the deviation from the true mean is ε
2(1−γ) .

The computation of the arg max in Algorithm 8 might yield multiple solutions, espe-
cially when there are states that are never visited in the collected trajectories. Since the
improvement ensured by the SPI algorithms is inversely proportional to the distance between
the current policy π and the target policy π† (Corollary 6), ties are broken by selecting

the policy minimizing
∥∥π − π†

∥∥
∞ among those maximizing Q̂π†

π,µ. This corresponds to set

π†(·|s) = π(·|s) in all states s that are never visited.

7. Other decompositions of the error are clearly possible.
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Aππ

0

ε
1−γ

Aππ

κ
1−γ Âππ,

Figure 3: Average advantage estimation. The graph shows the relationship between the
approximated and the real average advantage. At every iteration, the approx-
imate average advantage of policy π satisfies the condition Âππ > κ

1−γ , that is,

Aππ > κ−ε
1−γ . When the algorithm terminates (Âππ ≤ κ

1−γ ), the policy π returned

by the algorithm guarantees by construction that, for all π† ∈ ΠSR, Aπ†π < κ+ε
1−γ

because π is the best policy in Π.

5.2 approximate Unique–parameter Safe Policy Iteration (aUSPI)

In this section, we discuss how to deal with approximation when considering USPI. Let us
start with some considerations about the requirements we need to enforce on the estimates.
In the exact case, the USPI algorithm stops when the advantage function becomes zero.
When approximation is involved, we need to take into account also the accuracy level ε
in order to define a proper threshold. Suppose we are provided with an ε

1−γ –accurate

approximation of Aππ, which threshold should we use for the termination condition of the
SPI algorithms? If we use as threshold the value κ

1−γ , for some κ > 0, we have that: i) the

algorithm stops when: Aππ ≤ κ+ε
1−γ ; ii) the algorithm continues when Aππ ≥ κ−ε

1−γ (Figure 3).
For sure, we require that κ− ε ≥ 0 because we want to avoid following target policies with
a negative advantage. We select κ = ε.

With this assumption and using the bound in Equation (14), Corollary 5 can be restated
in approximate setting as follows.

Corollary 16. Assume to have an ε
1−γ -accurate Aππ, named Âππ. If Âππ ≥ ε

1−γ , then, using

α∗ =
(1− γ)2

(
Âππ − ε

1−γ

)

γ ‖π − π‖2∞
we set α = min(1, α∗), so that when α∗ ≤ 1 we can guarantee the following policy improve-
ment:
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Algorithm 9 Approximate USPI.

input: target policy space Π, approximate policy chooser P̂C, accuracy ε
Initialize π
π ← P̂C(Π, π)
while Âππ ≥ ε

1−γ do

α← min

{
1,

(1−γ)2
(
Âππ− ε

1−γ

)
γ‖π−π‖2∞

}

π ← απ + (1− α)π

π ← P̂C(Π, π)
end while
return π

Jπ
′ − Jπ ≥

(1− γ)
(
Âππ − ε

1−γ

)2

2γ ‖π − π‖2∞
,

and when α∗ > 1, we perform a full update towards the target policy π with a policy im-
provement equal to the one specified in Equation (14).

Proof Let us consider the single component derivations in the proof of Theorem 5. The
bound in Equation (14) can be rewritten as:

Jπ
′ − Jπ ≥ α

1− γA
π
π − α2 γ

2(1− γ)3
‖π − π‖2∞ . (P.12)

Suppose now to have access to an ε
1−γ -accurate estimation of Aππ, called Âππ. We can

exploit such assumption to derive the optimal α and the guaranteed policy performance
improvement. We set in the worst-case scenario by considering

Aππ = Âππ −
ε

1− γ , (P.13)

that is, we suppose to have an overestimate of Aππ with maximum error. By replacing (P.13)
in the bound (P.12) we obtain:

Jπ
′ − Jπ ≥ α

1− γ

(
Âππ −

ε

1− γ

)
− α2 γ

2(1− γ)3
‖π − π‖2∞ . (P.14)

The term α∗ is the value of α that maximizes this bound, i.e. the value that set the partial
derivative w.r.t. α to zero. By putting α∗ in place of α in the last bound, we derive the
guaranteed performance improvement.

The general algorithm for the approximated version of USPI, called Approximate USPI
(aUSPI), is described in Algorithm 9. The skeleton of the algorithm is very similar to the
exact one: starting with an initial policy π at random, iteratively select a target policy
π and compute a conservative update toward it. The trade-off coefficient α is the one
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that maximizes the lower bound in Equation 14, i.e., α =
(1−γ)2(Âππ− ε

1−γ )

γ‖π−π‖2∞
. The procedure

continues until the average advantage Âππ remains greater than the threshold ε
1−γ . What

changes with respect to the exact case is that the quantities involved in the algorithm
are approximated. For this reason, both the update rule and the terminal condition are
arranged to consider the worst case, i.e., the Âππ is decreased by the maximal estimation
error ε

1−γ . We can now show that using an adaptive accuracy and threshold, aUSPI, when

selecting the greedy policy as target (ĜPC), converges to the global optimum.

Theorem 17 (Finite Convergence). There exists a constant η > 0 depending on the MDP

and a value of accuracy ε, such that under Assumptions 1 and 2, aUSPI with ĜPC with

condition Âπ+

π > κ
1−γ for keeping updating the policy, with approximations

∣∣∣Aπ+

π − Âπ+

π

∣∣∣ <
ε

1−γ converges to the optimal policy π∗ in a finite number of steps when using as κ =

ε+ η ‖π+ − π‖∞.

Proof The idea of the proof is to show that, with a suitable choice of ε and η, the algorithm
does not stop until the optimal policy is reached. Since Âπ+

π is an ε
1−γ -accurate estimation

of Aπ+

π and the algorithm stops as soon as Âπ+

π ≤ κ
1−γ , we have that at each iteration the

performance improvement can be lower bounded by a finite quantity, unless π = π+, i.e.,
unless we have reached the optimal policy:

Jπ
′ − Jπ ≥

(1− γ)
(
Âπ+

π − ε
1−γ

)2

2γ
∥∥π+ − π

∥∥2

∞

≥
(1− γ)

(
κ−ε
1−γ

)2

2γ
∥∥π+ − π

∥∥2

∞

=
η2

2γ(1− γ)
> 0, (P.15)

where the first inequality comes from Corollary 16, the second inequality from the condition
Âπ+

π > κ
1−γ , and the third inequality from the definition of κ = ε+ η ‖π+ − π‖∞. Recalling

that Jπ = 1
1−γd

πTrπ and ‖rπ‖∞ ≤ 1 since R(s, a) ∈ [0, 1] for all s ∈ S and a ∈ A, we have:

Jπ
′ − Jπ ≤ 1

1− γ
(
dπ
′ − dπ

)T
rπ ≤ 1

1− γ
∥∥∥dπ′ − dπ

∥∥∥
1
≤ γ

(1− γ)2

∥∥π′ − π
∥∥
∞ . (P.16)

From the previous two inequalities, if π 6= π∗, we can immediately lower bound the distance
between the greedy policy π+ and the current policy π, i.e., the minimum distance between
two consecutive policies visited by the algorithm:

η2

2γ(1− γ)
≤ Jπ′ − Jπ ≤ γ

(1− γ)2

∥∥π′ − π
∥∥
∞ =⇒

∥∥π′ − π
∥∥
∞ ≥

(1− γ)η2

2
> 0. (P.17)

The immediate consequence is that we will always make finite jumps in the space of policies,
similarly to what happens with performance. At each iteration, the algorithm achieves a
finite performance improvement, it will stop in a finite number of iterations N .8

Let us recall that the algorithm terminates Aπ+

π ≤ Âπ+

π + ε
1−γ ≤ κ+ε

1−γ . Therefore, by
using Lemma 7 and recalling the definition of κ, we can state the following condition that
must hold at iteration N :

(1−γ)∆d (J∗ − JπN ) ≤ Aπ
+

πN
≤ 2ε+ η ‖π+ − πN‖∞

(1− γ)
=⇒ J∗−JπN ≤ 2(η + ε)

(1− γ)2∆d
, (P.18)

8. We are not interested, in this phase, in bounding the number of iterations N .
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having observed that ‖π+ − πN‖∞ ≤ 2. Up to now, we have proven that our algorithm
stops in a finite number of iterations with a performance gap w.r.t. the optimal performance
of at most 2(η+ε)

(1−γ)2∆d
. We will prove that, under certain conditions on η and ε we can also

achieve the finite convergence to the optimal policy. For this purpose, we need first to
guarantee that our algorithm will not stop before having exceeded the performance gap
between the optimal policy and the second-best policy ∆J (see Lemma 9):

2(η + ε)

(1− γ)2∆d
≤ ∆J =⇒ η ≤ 1

2
(1− γ)2∆d∆J − ε. (P.19)

It remains to prove is that the algorithm will not stop until it reaches the optimal policy.
Thus, it must happen that our threshold κ

1−γ is always larger than the minimum advantage

we can see during the path. As we know, from Lemma 10, that Aπ∗π ≥ ∆d∆+

2 ‖π∗ − π‖∞
we consider the condition:

∆d∆+

2
‖π∗ − π‖∞ ≥

1

1− γ (ε+ η ‖π∗ − π‖∞) =⇒ η ≤ 1

2
(1− γ)∆d∆+ −

ε

‖π∗ − π‖∞
.

By applying Equation (P.17), we enforce the stricter condition on η:

η ≤ 1

2
(1− γ)∆d∆+ −

2ε

(1− γ)η2
(P.20)

In order to complete the proof of the theorem we need to show that there exist η > 0 and
ε > 0 so that they satisfy the conditions at Equations (P.19) and (P.20). To this purpose,
we make the following choices of ε > 0 and η > 0:

η =
1

4
(1− γ)2∆d min{∆J ,∆+},

ε =
η3

2
.

It is immediate to prove that they fulfill both Equations (P.19) and (P.20). Concerning
Equation (P.19), we have:

η =
1

4
(1− γ)2∆d min{∆J ,∆+} ≤

1

2
(1− γ)2∆d∆J −

1

4
(1− γ)2∆d min{∆J ,∆+}

≤ 1

2
(1− γ)2∆d∆J −

1

2

(
1

4
(1− γ)2∆d min{∆J ,∆+}

)3

=
1

2
(1− γ)2∆d∆J −

η3

2
=

1

2
(1− γ)2∆d∆J − ε,

having observed that 1
4(1 − γ)2∆d min{∆J ,∆+} < 1. Regarding Equation (P.20), instead,

we have:

η =
1

4
(1− γ)2∆d min{∆J ,∆+} ≤

1

4
(1− γ)∆d min{∆J ,∆+}

≤ 1

2
(1− γ)∆d∆+ −

1

4
(1− γ)∆d min{∆J ,∆+}
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=
1

2
(1− γ)∆d∆+ −

η

1− γ
=

1

2
(1− γ)∆d∆+ −

2ε

(1− γ)η2
.

Theorem 17 proves that it is possible to set a non-zero value of ε and η such that
aUSPI converges to the optimal policy in a finite number of steps. Unfortunately, those
values depend on some unknown quantities (∆d, ∆J and ∆+) related, informally, to the
“difficulty” of the task.9 Previous literature (e.g., Kakade and Langford, 2002; Scherrer,
2014) typically analyzes the convergence to an approximately optimal policy in terms of
the error ε of the estimation of the relevant quantities (e.g., the advantage function). To
the best of our knowledge, this is the first analysis that proves a finite convergence to the
optimal policy, even admitting a positive error ε.

It is worth noting that when setting ε = 0, we reduce to the exact case. Therefore, this
convergence result, which exploits a termination condition different from Theorem 17, holds
also for the exact case, considering Aππ ≤ κ

1−γ as condition to keep updating the policy, with

κ = η ‖π+ − π‖∞.

aUSPI Sampling Procedure We now show how to obtain an ε
1−γ -accurate estimate of

Âππ. The sampling procedure is very similar to that presented for the approximate GPC
(GPC Sampling Procedure). We generate a sequence of N state-action pairs (si, ai), where
si ∼ dπ and ai ∼ π(·|si). For each of them, we generate a single rollout of length T , which is
used to estimate the Qπ(si, ai) (Algorithm 15). In the end, we get a dataset {(si, ai, q̂i)}Ni=1,
that can be used to estimate the expected advantage function as:

Âππ =
1

N

N∑

i=1

(π(ai|si)− π(ai|si)) q̂i. (17)

The following result provides the length T and the number of samples N to obtain an
ε

1−γ -accurate estimate.

Lemma 18. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

T =

⌈
logγ

ε

12

⌉
and N =

⌈
16

9ε2
log

2

δ

⌉
.

The aUSPI Sampling Procedure construct a function Âππ such that with probability 1− δ:
∣∣∣Âππ − Aππ

∣∣∣ ≤ ε

1− γ .

9. ∆d is the minimum (discounted) probability with which a state is visited under any policy and it is related
to the ergodicity properties of the MDP. ∆J is the minimum performance gap between an optimal policy
and any other deterministic suboptimal policy. Finally, ∆+ is defined in Lemma 25 and it is somehow
related to the action gap.
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Remark 11 (On the Sample Complexity). Let us make some considerations on these
results. Provided that a target policy π is given, aUSPI needs N = d 16

9ε2
log 2

δ e trajectories
each of length T = dlogγ

ε
12e to estimate Aππ with an ε

1−γ accuracy level. Therefore, the total
number of samples needed in a single iteration is NT . We call this quantity per–iteration
sample complexity. Instead, if the target policy has to be computed as well, we need to add
the samples needed by the approximate policy chooser. Clearly, this number of samples
provides a theoretical guarantee for the single iteration only. If the algorithm is run for I
iterations, then a straightforward way to make the guarantee hold for all iterations is to
rescale the confidence level by I, i.e., for all iterations i = 1, 2, ..., I we set δi = δ

I . Instead, if
we seek for asymptotic convergence, and thus I might be infinite, we select a non–uniform
schedule for δ. The classical approach consists in setting δi = 6δ

π2i2
, so that

∑+∞
i=1 δi = δ.

5.3 approximate per–State–parameter Safe Policy Iteration (aSSPI)

As we have seen in Section 4.2, the optimal learning steps α(s) for the SSPI cannot be
computed in closed form and an iterative procedure must be carried out. The iterative
procedure aims at maximizing the bound in Corollary 12. Nevertheless, differently from
aUSPI, we need to estimate two elements: the set of states with non-negative advantage Sππ
and the derivative of the bound as in Equation (6). In this section, we derive the number of
samples needed so that, in high probability, aSSPI performs a policy update that improves
the performance. First of all, we observe that any subset of Sππ is a conservative choice, as
we would avoid updating states with a positive advantage. Therefore, we seek an estimation
of a subset of Sππ . For this purpose, we need to have an estimation of the advantage Aππ(s)
in every state s ∈ S. If we are able to provide an ε

2(1−γ) -accurate10 estimation Âππ(s) of

Aππ(s), then we know that Âππ − ε
2(1−γ) is a lower bound of Aππ. If we require Âππ ≥ ε

2(1−γ)

we are guaranteed that Aππ is non-negative. Therefore, we define the approximate set as:

Ŝππ =

{
s ∈ S : Âππ(s) ≥ ε

2(1− γ)

}
.

In this way, we can guarantee that Ŝππ ⊆ Sππ . We now discuss how to obtain an ε
2(1−γ) -

accurate estimation of Aππ(s).
aSSPI Sampling Procedure For each state s ∈ S, we generate N trajectories of length

T for each action a ∈ A, getting a set of independent estimates of Qπ(s, a) for all a ∈ A,

i.e.,
{
{(a, q̂i(s, a))}a∈A

}N
i=1

(Algorithm 16). Then we estimate the advantage function as:

Âππ(s) =
1

N

N∑

i=1

∑

a∈A
(π(a|s)− π(a|s)) q̂i(s, a). (18)

We now provide the following PAC-bound on the number of samples N needed and provide
a value for T .

Lemma 19. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

T =

⌈
logγ

ε

8

⌉
and N =

⌈
128

9ε2
log

2|S|
δ

⌉
.

10. The choice of ε
2(1−γ) as accuracy threshold will be clarified later.
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The aSSPI Sampling Procedure constructs a function Aππ(s) such that with probability 1− δ,
simultaneously for all s ∈ S:

∣∣∣Âππ(s)−Aππ(s)
∣∣∣ ≤ ε

2(1− γ)
.

Once we have an estimation of Sππ we can use it to compute the derivative of the bound.
Note that in this case, we want to optimize a statistical lower bound of the derivative. To
avoid estimating also ‖qπ‖∞ from samples, we consider the slope equal to m = − γ

(1−γ)3
.

Since the derivative is a piece-wise linear decreasing function, a lower bound would intersect
the zero axes at a smaller value of Υ , allowing a smaller budget and being, therefore, more
conservative. Since we already estimated the advantage functions for each state Âππ(s), we
can reuse them for the derivative estimation. Suppose we have at our disposal a set of M
states {si}Mi=1 sampled independently from dπ, we can estimate the constant term in the
bound derivative as:

ĝ =
1

M(1− γ)

M∑

i=1

I
(
si ∈ Ŝππ

) Âππ(si)

‖π(·|si)− π(·|si)‖1
. (19)

We now provide a value for M to guarantee an ε
(1−γ)2

–accurate estimate.11

Lemma 20. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

M =

⌈
8

ε2
log

2

δ

⌉
.

Under the assumptions of Lemma 19, with probability 1− 2δ it holds that:

ĝ − g ≤ ε

(1− γ)2
.

The aSSPI Sampling Procedure and Lemma 20 allow us to compute the per–iteration
sample complexity. Indeed, we sample N trajectories for every state and action pair, each of
length T , in order to have an estimate of Aππ(s) for all s ∈ S. Then, we need M samples to
compute g, taking a sample mean under dπ. Thus, overall we need NT |A||S|+M samples.
Algorithm 10 reports the pseudocode of the FJP function for aSSPI.

5.4 approximate per–State–Action–parameter Safe Policy Iteration (aSASPI)

Similarly to the case of SSPI, it is necessary to carry out an iterative procedure in order
to optimize the bound in Corollary 13. In this section, we derive the number of samples
needed so that aSASPI moves the policy in a direction that improves the performance.
Differently from aSSPI, we have several elements we have to estimate: i) the Q-function

for every state–action pair; ii) the set of non–saturated states Sππ ; iii) the active actions a↑s
and a↓s for each non–saturated state; iv) the expectation under dπ to compute the bound
derivative. We are going to partition the ε

1−γ accuracy over these four sources of error.

11. In this case, we seek for an ε
(1−γ)2 –accurate estimate instead of an ε

1−γ –accurate because g ranges in the

interval
[
0, 1

(1−γ)2
]
.
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Algorithm 10 Computing of the jump points for aSSPI (Find Jump Point - F̂JP)

input: current policy π, target policy π, accuracy ε, confidence δ

initialize: t← 0, M ← d 8
ε2 log 4

δ e, N ← d 128
9ε2 log 4|S|

δ e, T ← dlogγ
ε
8e, Υ0 ← 0

Compute an estimation of Aππ(s) for all s ∈ S using N trajectories of length T

Ŝππ ← {s ∈ S : Âππ(s) > ε
2(1−γ)}

q0 ← 1
M(1−γ)

∑M
i=1 I

(
si ∈ Ŝππ

)
Âππ(si)

‖π(·|si)−π(·|si)‖1
− ε

(1−γ)2

Sort states in Ŝππ so that i < j =⇒ ‖π(·|si)− π(·|si)‖1 ≤ ‖π(·|sj)− π(·|sj)‖1
yield Υ0, q0

while Ŝππ 6= {} do
t← t+ 1
Υt ← ‖π(·|st)− π(·|st)‖1
qt ← qt−1 − 1

M(1−γ)

∑M
i=1 I (si = st)

Âππ(si)
‖π(·|si)−π(·|si)‖1

Sππ ← Sππ \ {st}
yield Υt, qt

end while
yield 2, −∞

We start by showing how to estimate the Q-function, by using the following sampling
procedure.

aSASPI Sampling Procedure For each state–action pair, we generate N trajectories
of length T by executing policy π and for each of them, we compute the cumulative sum

of the rewards. In this way we get a set of approximations
{(
s, a, {q̂i(s, a)}Ni=1

)}
s∈S,a∈A

(Algorithm 17). Then we can estimate Qπ as:

Q̂π(s, a) =
1

N

N∑

i=1

q̂i(s, a). (20)

The following result provides the number of samples N and the rollout length T to have
an ε

12(1−γ)–accurate estimate of Qπ.

Lemma 21. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

T =

⌈
logγ

ε

48

⌉
and N =

⌈
128

ε2
log

2|S||A|
δ

⌉
.

The sampling procedure constructs a function Q̂π(s, a) such that with probability 1 − δ,
simultaneously for all s ∈ S:

∣∣∣Q̂π(s, a)−Qπ(s, a)
∣∣∣ ≤ ε

12(1− γ)

Given the ε
12(1−γ)–accurate estimation of Q̂π we can state some consideration about the

other quantities we have to estimate. First, given a budget Υ , consider the active actions a↑s
and a↓s and the corresponding approximations â↑s and â↓s induced by Q̂(s, a). Let us focus

on a↑s. If a↑s 6= â↑s it means that we performed an incorrect ordering of the actions but this
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Qπ(s, a)

Qπ(s, â↑s)

Q̂π(s, â↑s)

Qπ(s, a↑s)

Q̂π(s, a↑s)

≤ ε

6(1 − γ)

Figure 4: Representation of the configuration of the confidence intervals for the estimated
Qπ. When a↑s 6= â↑s it must be that we have misestimated the value functions.
Precisely, we have Qπ(s, a↑s) > Qπ(s, â↑s) but Q̂π(s, a↑s) < Q̂π(s, â↑s). Thus, the
maximum error is given by the length of the interval, i.e., ε

6(1−γ) .

happens only when the confidence intervals of Q̂(s, a↑s) and Q̂(s, â↑s) overlap. Thanks to
Lemma 21, for every state s ∈ S and budget Υ we have:

∣∣∣Q̂π(s, a↑s)− Q̂π(s, â↑s)
∣∣∣ ≤ ε

6(1− γ)
, (21)

since two intervals cannot overlap for more than ε
6(1−γ) , i.e., the length of the confidence

interval (see Figure 4). The same holds for a↓s. We now define the set of active states as:

Ŝππ =

{
s ∈ S : Q̂π(s, â↑s)− Q̂π(s, â↓s) ≥

ε

2(1− γ)

}
.

Thus, in order to remove a state s from Ŝππ we require Q̂π(s, â↑s) − Q̂π(s, â↓s) ≤ ε
2(1−γ) .

Indeed, with this requirement, we can ensure that:

∣∣∣Q̂π(s, â↑s)− Q̂π(s, â↓s)
∣∣∣ ≤

∣∣∣Q̂π(s, a↑s)− Q̂π(s, a↓s)
∣∣∣+

ε

3(1− γ)

≤
∣∣∣Qπ(s, a↑s)−Qπ(s, a↓s)

∣∣∣+
ε

6(1− γ)
+

ε

3(1− γ)

=
∣∣∣Qπ(s, a↑s)−Qπ(s, a↓s)

∣∣∣+
ε

2(1− γ)
(22)

Once we have all these guarantees, all it takes is to estimate the constant term in the
derivative of the bound:

ĝ =
1

M(1− γ)

M∑

i=1

I
(
si ∈ Ŝππ

)(
Q̂π(si, â

↑
si)− Q̂π(si, â

↓
si)
)
. (23)
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Approach N M T Per–iteration sample complexity

aUSPI d 16
9ε2

log 2
δ e - dlogγ

ε
12e NT

aSSPI d128
9ε2

log 4|S|
δ e d 8

ε2
log 4

δ e dlogγ
ε
8e NT |S||A|+M

aSASPI d128
ε2

log 4|S||A|
δ e d 288

121ε2
log 4

δ e dlogγ
ε

48e NT |S||A|+M

Table 1: Per–iteration sample complexity for the presented approximate versions of the SPI
algorithms.

Lemma 22. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

M =

⌈
288

121ε2
log

2

δ

⌉
.

Under the assumptions of Lemma 19, the sampling procedure constructs a function ĝ such
that with probability 1− 2δ:

ĝ − g ≤ ε

(1− γ)2
.

Algorithm 11 reports the pseudocode of the FJP function for aSASPI. The sampling
procedure and Lemma 22 allow us to compute the per–iteration sample complexity. Indeed,
we sample N trajectories for every state and action pair, each of length T , in order to have an
estimate of Qπ(s, a) for all (s, a) ∈ S ×A. Then, we need M samples to compute g, taking
a sample mean under dπ. Thus, overall we need NT |A||S| + M samples. Table 1 reports
a comparison of the per–iteration sample complexity of the approximate SPI algorithms
presented so far.

Remark 12 (Theoretical Guarantees Comparison). The theoretical guarantees that we
provide in this section aim at bounding the number of samples needed to ensure that, at
each iteration, we perform a policy update that yields a performance improvement with high
probability. These guarantees can be extended to multiple iterations, as done in Kakade
(2003), to prove that the SPI algorithms stop with an expected average advantage that
satisfies Aπ+

π ≤ κ
1−γ , where κ > 0 is a threshold. This kind of requirements is quite

different compared to several employed in the literature (e.g., Azar et al., 2012, 2011; Sidford
et al., 2018; Wainwright, 2019a,b), where the goal is to provide the conditions for which
the learned policy is κ–optimal, leading to a bound on the difference of value functions
‖q∗ − q̂‖. The two conditions are clearly related (see for instance Lemma 7), but, we
believe, not directly comparable. Furthermore, while for aUSPI we have provided the
convergence to an optimal policy in a finite number of iterations (Theorem 17) under specific
choices of the hyperparameters, we cannot directly extend this result for aSSPI and aSASPI.
Unfortunately, without further specifications on the value of ε they could stop short of
reaching the optimal policy.

6. Applications of SPI techniques

This section is devoted to the analysis of the performances of the algorithms in a discrete
environment. The tests are mainly intended to give empirical supports to the theoretical
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Algorithm 11 Computing of the jump points for aSASPI (FJP)

input: MDP M, current policy π, target policy π, accuracy ε, confidence δ

initialize: t← 0, M ← d 288
121ε2 log 4

δ e, N ← d 128
ε2 log 4|S||A|

δ e, T ← dlogγ
ε

48e, Υ0

2 ← 0, i↑, i↓ ← 0

Compute G↑(s, a) and G↓(s, a), ∀s ∈ S, ∀a ∈ A
Compute the two orderings ρ↑ and ρ↓ such that s.t. i < j =⇒ G↑(sρ↑i

, aρ↑i
) ≤ G↑(sρ↑j

, aρ↑j
) and

i < j =⇒ G↓(sρ↓i
, aρ↓i

) ≤ G↑(sρ↓j , aρ↓j )

Compute a↑s = arg maxa∈A
{
Q̂π(s, a)

}
and a↓s = arg mina∈A

{
Q̂π(s, a)

}
, ∀s ∈ S

Ŝππ ← {s ∈ S : Q̂π(s, a↑s)− Q̂π(s, a↓s) >
ε

2(1−γ)}
q0 ← 1

1−γ
∑
s∈Sππ

1
2d
π(s)

(
Qπ(s, a↑s)−Qπ(s, a↓s)

)
− ε

1−γ
yield Υ0, q0

while Ŝππ 6= {} do
t← t+ 1
if st ∈ Ŝππ then

if G↑(sρ↑
,i↑
aρ↑

i↑
) ≤ G↓(sρ↓

i↓
, aρ↓

i↓
) then

st, at ← sρ↑
i↑
, aρ↑

i↑

if Q̂π(st, at) > Q̂π(st, a
↓
st) + ε

2(1−γ) then

qt ← qt−1 − 1
2d
π(st)

(
Q̂π(st, a

↑
sit)− Q̂π(st, at)

)

a↑st ← at
else

qt ← qt−1 − 1
2d
π(st)

(
Q̂π(st, a

↑
st)− Q̂π(st, a

↓
st)
)

Ŝππ \ {st}
end if
Υt
2 ← G↑(st, at)
i↑ ← i↑ + 1

else
st, at ← sρ↓

i↓
, aρ↓

i↓

if Q̂π(st, at) < Q̂π(st, a
↓
st)− ε

2(1−γ) then

qt ← qt−1 − 1
2d
π(st)

(
Q̂π(st, at)− Q̂π(st, a

↓
st)
)

a↓st ← at
else

qt ← qt−1 − 1
2d
π(st)

(
Q̂π(st, a

↑
st)− Q̂π(st, a

↓
st)
)

Ŝππ \ {st}
end if
Υt
2 ← G↓(st, at)
i↓ ← i↓ + 1

end if
end if
yield Υt, qt

end while
yield 2, −∞

results derived in the previous section, illustrating the peculiar properties of the proposed
algorithms. Moreover, the application offers some practical aspects of the implementation
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Figure 5: The problematic chain identified in Koller and Parr (2000). While states with
double circle have a reward equal to 1, other states have null reward. Edges
are decorated with the caption of the action (“left” or “right”) and with the
probability of success.

of the Safe Policy Iteration (SPI) methods and illustrates the competitiveness of the SPIs
relative to the CPI.

We start considering exact settings and then we move to the approximate scenario. In
the latter case, we consider two sources of approximation: 1) we assume to have access to a

biased estimation of the action–value function Q̂
π

obtained through samples that induces an
approximate estimation of the greedy target policy; 2) we assume to have access to a limited
policy space that does not contain the optimal policy. In both the settings, results show
the superiority of SPI approaches w.r.t. to CPI in terms of computational performances.

6.1 Chain-Walk Domain

We have chosen the chain walk problem (Lagoudakis and Parr, 2003a) for its simplicity that
makes the comparison with other approaches straightforward and particular instructional.
The chain walk domain is modeled as an N -state chain (numbered from 1 to N). The
chain is traversed performing two actions, “left” (L) and “right” (R). Each action induces
a transition into the associated direction and to the opposite one with probability p and
1 − p (in the following experiments, p is set to 0.9), respectively. Reward +1 is assigned
only when the agent enters one of the two states located at a distance of N/4 from the
boundaries, otherwise the reward is 0. The starting state distribution is assumed uniform
over state space. None of the states is final and, thus, the chain can be potentially covered
infinite times. The starting state distribution is unknown, but we consider having access
to a reset distribution µ, which is assumed uniform over state space in any configuration.
Figure 5 shows an interesting 4-states chain walk domain.

6.1.1 Experiments in the Exact Case

We start the analysis by considering the case in which no approximation is involved (so that
π = π+). To give an idea of how the SPI algorithms work, in Figure 6, we compare their
performance with the ones of policy iteration (PI) and conservative policy iteration (CPI)
on a single run using a chain with 50 states and γ = 0.9. All the algorithms have been
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initialized with the policy uniform over actions. The graph shows, for each algorithm, the
value of Jπ, the coefficient α (since SSPI and SASPI have several α coefficients, we plot the
average of α(s) and α(s, a) respectively), the expected advantage function Aππ and the policy
dissimilarity ‖π − π‖1,dπ as a function of the number of iterations. As expected (since no
approximation is involved), PI converges to the optimal policy in only one iteration. At the
opposite end, CPI (whose convergence to the optimal policy is asymptotic) has a very slow
performance improving rate when compared to the other algorithms. All SPI algorithms
converge to the optimal policy in a finite number of iterations. USPI reaches the optimal
policy in 44 iterations, while SSPI and SASPI take more than 100 iterations. It is worth
noting that, since the chain domain has only two actions, the behavior of SSPI and SASPI
is exactly the same, as mentioned in Section 4.3. The faster convergence of USPI w.r.t.
SSPI and SASPI, although not theoretically proved, has been empirically verified in many
different versions of the chain-walk domain obtained by varying the discount factor and
the number of states. We can explain this behavior by recalling that USPI exploits a
better bound w.r.t. the one of SSPI and SASPI, and, in the exact context, the advantage
of choosing different convex combination coefficients for each state is not enough for SSPI
and SASPI (at least in this domain) to attain the same improving rate of USPI. In order
to obtain a fair comparison with SSPI and SASPI we considered a simplified version of
USPI, USPI-simp, that exploits the same bound used by SSPI and SASPI. We can see that
USPI-simp converges to the optimal policy in almost 300 iterations. Figure 6 also displays
how the values of the convex combination coefficients change over the iterations for CPI,
USPI, SSPI, SASPI, and USPI-simp. As expected, the value of α for CPI is always very low
and decreases with iterations. On the other hand, the coefficients for the SPI algorithms
start to increase when the current policy approaches the greedy one. This is also justified
by the quick drop of the expected advantage and policy dissimilarity experimented by the
SPI algorithms.

We further analyze the performance of the considered algorithms for different state-
space dimensions (N) and for different values of the discount factor γ. The algorithms
are tested over multiple runs, in particular 10 runs are performed starting from random
policies. Figure 7 shows the behavior of the algorithms in terms of the distance between
the performance of the policy at each iteration and the optimal performance (Error). It
can be seen that CPI is always outperformed by the SPI algorithms. At the same time,
the USPI achieves a significantly higher learning behavior than SSPI,12 that leads to faster
convergence to the optimal performance.

6.1.2 Experiments in the Approximate Case

To give a complete overview of the performance of the algorithms, we have moved to an
approximate framework. We consider the error induced by the estimation of the value
function via a set of samples. The dataset is built according to the technique explained in
Section 5, using the theoretical values for the number of transitions to collect (i.e., N , T
and M). In the approximate scenario, the improvement rate of Approximate SSPI (aSSPI)
is always faster than the one of Approximate USPI (aUSPI). Figure 8 shows a comparison
between aCPI, aUSPI, and aSSPI the 4-states chain walk domain, with 0.5 discount factor.

12. SASPI is not represented as its behavior is equal to that of SSPI.
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Figure 6: Score Jπ, coefficient α, expected advantage Aππ and policy dissimilarity
‖π − π‖1,dπ as a function of iterations. The underline domain consists of a dis-
counted (0.9) chain with 50 states.

All the algorithms have been initialized with the same starting policy (LLRR), that is, the
complementary policy to the optimal one.

Each algorithm was run with two different values for the approximation error ε, i.e., 0.05
and 0.1, and with an estimate probability δ = 0.1. The higher is the accuracy required (small
values of ε), the larger is the number of iterations needed by the algorithms to converge.
However, notice that the rate of improvement is higher for smaller values of ε. The reason is
that low values of ε imply a more accurate estimate of the advantage function, thus allowing
the algorithms to take larger update steps. Moreover, ε has a direct impact on the quality
of the results (in terms of score Jπ) because it controls the terminal condition. A high value
of ε reflects in a wide terminal region, that is, few iterations and low performances. The
advantages of small ε comes at the price of significantly increasing of the number of samples
that at each iteration are used to obtain more accurate estimates of the Q-function. As
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Figure 7: Error trend of policy w.r.t. the optimal performance Jπ in different N -states chain
walk domains with different γ values. 10 runs, 95% confidence intervals.

expected, aCPI takes much longer to converge w.r.t. both the approximated SPI algorithms,
and aSSPI is faster than aUSPI.

These considerations are also supported by the results reported in Table 2, where for
each algorithm, the average number of iterations (Table 2a) and the number of collected
transitions (Table 2b) are reported for different values of ε in a 4-states domain, varying
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Figure 8: Score Jπ and average advantage Aππ as a function of iterations for different values
of the accuracy level ε. The underline domain consists of a discounted (0.5) chain
with 4 states with fixed initial policy LLRR.10 runs, 95% confidence intervals.

also the discount factor (0.5 and 0.65).13 Notice how quickly the number of iterations
increases for aCPI as ε decreases, while for the approximated SPI algorithms such growth is
significantly slower. Recall that, unlike the exact case, USPI and SSPI in the approximate
scenario optimize the same lower bound on the policy performance (Section 5.2). Finally,
it is worth noting that aSSPI is able to reach the optimal performance for all values of ε
tested.

6.1.3 Experiments with Linear Approximations

To complete the analysis in the approximate framework, we have considered the problematic
scenario obtained setting N = 4 (Koller and Parr, 2000). In this configuration, according to
the previous definition, reward +1 is assigned only to the two central states, other states get
0. The reward vector is represented by (0, +1, +1, 0). When the distribution is assumed
uniform over S, the optimal policy is RRLL. In Koller and Parr (2000) it was shown that
there exists a configuration where an approximate policy iteration, using an approximated
state-value function for evaluation and an exact improvement, oscillates between two non-
optimal policies. The mentioned configuration was obtained starting from the policy RRRR
and representing the state-value function as a linear combination of the following 3 basis
functions:

φ(s) =




1
s
s2


 , s ∈ {1, 2, 3, 4} (24)

13. When using the theoretical values for the number of samples, higher values of γ require to reduce ε,
making the number of transitions to collect for each iteration increase further.
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aCPI aUSPI aSSPI

N γ ε It Jπ It Jπ It Jπ

4 0.5 0.05 261.9 ± 20.32 1.593 ± 0.002 16.5 ± 0.5 1.601 ± 0.002 15.0 ± 0.0 1.8 ± 0.0
4 0.5 0.075 144.6 ± 19.845 1.482 ± 0.007 18.0 ± 1.183 1.497 ± 0.004 17.4 ± 0.49 1.8 ± 0.0
4 0.5 0.1 107.0 ± 9.37 1.378 ± 0.005 19.7 ± 1.1 1.399 ± 0.007 21.6 ± 0.49 1.8 ± 0.0
4 0.5 0.125 82.2 ± 10.458 1.271 ± 0.009 20.9 ± 1.64 1.293 ± 0.007 28.0 ± 0.0 1.8 ± 0.0
4 0.65 0.05 415.5 ± 27.156 2.142 ± 0.005 46.5 ± 2.291 2.156 ± 0.006 43.0 ± 0.0 2.571 ± 0.0
4 0.65 0.075 237.0 ± 22.996 1.915 ± 0.011 51.8 ± 4.423 1.945 ± 0.016 59.0 ± 0.0 2.571 ± 0.0
4 0.65 0.1 151.2 ± 17.503 1.679 ± 0.026 50.8 ± 3.124 1.72 ± 0.017 94.0 ± 0.0 2.571 ± 0.0
4 0.65 0.125 118.6 ± 16.62 1.466 ± 0.029 49.0 ± 2.408 1.491 ± 0.023 248.9 ± 0.7 2.571 ± 0.0

(a) Algorithm iterations and performances (sample mean ± standard deviation of the
mean estimation).

N γ ε aCPI aUSPI aSSPI

4 0.5 0.05 1936144 1936144 13266165
4 0.5 0.075 802175 802175 5427302
4 0.5 0.1 434812 434812 2863348
4 0.5 0.125 262550 262550 1742839
4 0.65 0.05 1936144 1936144 13266165
4 0.65 0.075 802175 802175 5427302
4 0.65 0.1 434812 434812 2863348
4 0.65 0.125 262550 262550 1742839

(b) Number of transitions collected per iteration.

Table 2: Results in approximate settings for the 4-states chain walk averaged over 10 runs
for all the algorithms. Initial policies were stochastic policies chosen at random.

Approximated state-value function was computed using weighted least square where
weights were represented by the stationary distribution. Starting from policy RRRR, policy
iteration oscillates between non-optimal policies RRRR and LLLL. The same problem was
addressed by Lagoudakis and Parr (2003a) where the same basis functions, repeated for
each action, were used to approximate the action-value function:

φ(s, a) =




I(a = L) · 1
I(a = L) · s
I(a = L) · s2

I(a = R) · 1
I(a = R) · s
I(a = R) · s2



, s ∈ {1, 2, 3, 4} , a ∈ {L,R} (25)

where I is the indicator function. They showed that Least-Square Policy Iteration (LSPI)
was able to find the optimal policy in a few iterations. In our experiments, we approach the
same problem using, where necessary, the set of features (25) to approximate the action-
value function. The main difference w.r.t. approach in Koller and Parr (2000) arises from the
fact that we use model-based least square method whereas they use (sample-based) Least-
Square Temporal Difference for Q-functions (LSTD-Q) approximator. For this setting, we
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Figure 9: Score Jπ and average advantage Aππ as a function of iterations when considering
linear approximators for the value function. The underline domain consists of
a discounted (0.9) chain with 4 states with fixed initial policy RRRR. A dotted
line is drawn in correspondence of the value of the optimal policy. 10 runs, 95%
confidence intervals.

considered additional baselines: Dynamic Policy Programming (DPP, Azar et al., 2012),
CPI with constant learning rate (aCPI-const, Scherrer, 2014), and Softened-LSPI (Soft-
LSPI, Pérolat et al., 2016). For aCPI-const we crossvalidated the learning rate α among
the values 0.01, 0.05, 0.1, and 0.5. Similarly, for DPP we consider the best value of the
inverse temperature parameter η among 0.1, 1, and 10.

The results of the experiment can be summarized as follows. Policy iteration algorithm
is confirmed to oscillate between policy LRRR and policy RLLL which both have the same
suboptimal performance. Similar behavior is displayed by Soft-LSPI, which tends to prefer
too large learning rates, importing the same problems of aPI. aCPI does not suffer from the
approximation and slowly converges (at infinity) to the optimal policy. On the other side,
the proposed algorithms aUSPI and aSSPI are able to reach the optimal policy in a finite
number of iterations without any loss of performance. aCPI-const with a learning rate set
to 0.5 is able to reach the optimal performance very quickly with no oscillation phenomena.
Instead, DPP, with an inverse temperature equal to 10, converges to a suboptimal policy.
Furthermore, it should be noted that aCPI-const and DPP require the specification of an
additional hyperparameter (the learning rate α and the inverse temperature η), whereas
the SPI algorithms are hyperparameter free. For all algorithms, we used N = 1000 samples
and a horizon of T = 20 for estimating the value function. For aSSPI, we used 1000 samples
with and horizon 20 for estimating the advantage function in each state and 100 samples
for estimating the derivative of the bound to be optimized. Figure 9 presents a general
overview of the trend of the tested algorithms.
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Figure 10: The prison domain. The reward is depicted for wall states (dark cells) because all
the actions receive the same signal. Arrows represent the transitions associated
to the “SOUTH” action with a noise level of 0.4.

6.2 The Prison

The domain is a particular implementation of the classical grid world domain (Sutton and
Barto, 2018). This variant (Azar et al., 2012) is a M–squared grid world surrounded by
absorbing states (wall states). Each state s is determined by the coordinate of the cell
cs = (x, y), for some x, y = 1, . . . ,M . The wall states that surround the grid have a reward
that grows proportionally to the distance from the bottom–right corner:

R(s, a) = − 1

‖cs‖2
, ∀a ∈ A.

There is an additional absorbing state located at the center of the grid that has a reward
of −1. All the remaining inner states have a zero reward signal. Four discrete actions
A = {NORTH,SOUTH,WEST,EAST} are available in each state s. Taking an action a in
an inner (non–absorbing) state s causes a transition in the direction corresponding to the
action with a probability p, and a random move in a state s′ 6= s with a probability inversely
proportional to the Euclidean distance 1

‖cs−cs′‖2
. Due to the presence of absorbing states

surrounding the grid, the optimal behavior is to survive in the grid, avoiding also the central
wall. This domain is interesting due to the presence of absorbing states with negative reward
and to the presence of noise that causes many transitions from inner states. Furthermore,
having more than two actions lends itself to appreciate the advantages of SASPI over SSPI.

6.2.1 Experiments in the Exact Case

We first consider a set of experiments on the prison domain with M = 5 and γ = 0.9, in
the exact case. In Figure 11 we can see a behavior that preserves the ordering, in learning
speed, of the considered algorithms, compared to the chain domain. Indeed, PI converges to
the optimal policy in a small number of iterations and among the SPI and CPI algorithms,
USPI performs best. Again, we have the confirmation that the tighter bound exploited by
USPI is enough to overcome the limitation of the unique coefficient α. Similarly, CPI is the
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Figure 11: Score Jπ, coefficient α, expected advantage Aππ and policy dissimilarity
‖π − π‖1,dπ as a function of iterations. The underline domain consists of a
discounted (0.9) prison environment in the exact setting.

worst performing algorithm. Between the latter two, we can now appreciate a difference in
the learning curve. Since the latter considers a more flexible update rule, it is able to reach
the optimal performance sooner.

6.2.2 Experiments in the Approximate Case

Compared to the Chain, the Prison domain poses significant challenges to the usage of the
approximate versions of the SPI algorithms with the theoretical values of the hyperparam-
eters. The reason of these limitations reside in the large number of deterministic policies
to test, i.e., |A||S| = 4M

2 ' 1.13 · 1015 for M = 5. Even if we disregard the terminal
states, as the action is those states has no effect, we reduce to 48 = 65536 policies. For this
reason, we decided to run the considered algorithms without the theoretical values of the
hyperparametes. More specifically, we employed 200 samples with horizon 50 for the policy
chooser, we used 50 with horizon 50 samples for estimating the state advantage function
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Figure 12: Score Jπ and expected advantage Aππ as a function of iterations. The underline
domain consists of a discounted (0.9) prison environment in the approximate
setting. 10 runs, 95% confidence intervals.

and the Q-function for aSSPI and aSASPI, respectively, and 50 samples for computing the
bound derivative. Therefore, the number of collected transitions for aPI, aCPI, and aUSPI
is 10000, while for aSSPI and aSASPI we need to collect 260050 transitions (refer to Table 1
for the computation). Figure 12 shows the behavior of the compared algorithms. First of
all, we easily notice that aPI displays a considerable oscillation phenomenon, this is due to
the fact that it is continuously switching the policy between the optimal and some subop-
timal policies. Instead, CPI and USPI converge slowly towards the optimal policy with a
small advantage of USPI in terms of learning speed, but they are both outperformed by
aSSPI. We can see that aSASPI is able to outperform all the other SPI algorithms and
reach the optimal behavior with remarkable stability. aCPI-const with α = 0.05, as well
as DPP with η = 1 reach very quickly a good performance, although aCPI-const displays
a little instability. However, both aCPI-const and DPP converge to a policy with slightly
lower performance compared to that reached by aSASPI.

6.3 BlackJack Card Game

The BlackJack is a card game where the player seeks to beat the dealer by obtaining a total
score greater than the dealer’s one without exceeding 21 (refer to Dutech et al. (2005) for
more details). Each card counts as its numerical value (2 through 10) except for aces and
figures. The Jack, Queen, and King are worth 10, whereas the ace may value as either 1
or 11. The value of the ace is hand such that it produces the highest value equal to or less
than 21. A hand is called soft when the ace is counted as 11. The set of cards is composed
by 6 decks each one is a standard 52–cards deck.

At the beginning of the game, the dealer deals two cards to each player, including
himself. One card is faced up and the other is faced down. The player checks his two cards
and chooses to receiver a new card (hit) or to stop (stand). The player may ask for more
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cards as long as he does not bust, i.e., the sum of the card values does not overcome 21.
When all the players go bust or stops, is the turn of the dealer. In the beginning, the player
can also decide to double the score, i.e., he does not ask for any card and let the dealer play.
In this case, any score achieved by the player is doubled.

In Pirotta et al. (2013b) a simplified version, made of 260 states, of the blackjack game
by removing advanced actions as “doubling”, “splitting”, etc was considered. We now
extend those results by allowing the usage of the double action. The game is composed of
a player and a dealer. The state of the game is defined by three components: the sum of
the cards of the player (2 to 20), the dealer’s faced-up card (1 to 10) and the soft hand
flag. The player is forced to play “stand” action on blackjack and on 21. Moreover, the
soft hand flag is irrelevant when player’s value is greater than 11. As a consequence, the
cardinality of the state space is 260. The action space is composed of the three actions:
hit (H), stand (S), and double (D). The rewards assigned to the player are +1 for winning
(+1.5 for blackjack), -1 for loosing and 0 for every hit. All rewards are doubled when the
double action is performed. Rewards have been scaled to fit the interval [0, 1].

To evaluate the performance of the algorithms, we have exploited the simplified Black-
Jack model with discount factor equal to 0.814 and “stands on soft 17” strategy for the
dealer. The evaluation measure is the estimated player edge, i.e., the average reward over
multiple runs. We have been able to define a configuration where an approximate policy
iteration, using a sample-based policy evaluation step and an exact improvement, oscillates
between two non-optimal policies. This configuration has been obtained by limiting the
policy space to three policies. Two of them are the same employed in Pirotta et al. (2013b):
they select the best action (S) when player’s value is equal to 20 and opposite actions for
the other states (πS selects S and πH selects H). States with dealer’s value is at least 9 are
treated in an opposite way: policy πS selects H and policy πH chooses S. We introduce a
new policy πD, which performs the double (D) action when the player’s value is 9 and the
dealer’s value is between 3 and 6 or the player’s value is 10 and the dealer’s value is between
2 and 9. In all other cases, πD behaves like πH . To summarize, the policies are defined
according to the following rules:

πS =





H, if dealer’s value is greater or equal to 9

H, if player’s value is less than 1

S, otherwise

πH =





S, if dealer’s value is greater or equal to 9

S, if player’s value is greater than 19

H, otherwise

πD =





D, if player’s value is 9 and dealer’s value between 3 and 6

D, if player’s value is 10 and dealer’s value between 2 and 9

S, if player’s value is greater than 19

H, otherwise

14. We employed this value of the discount factor to mitigate the over-conservative behavior of the dissimi-
larity penalization.
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Figure 13: Estimated score Ĵπ and estimated expected advantage Âππ as a function of iter-
ations. The underline domain consists of a discounted (0.8) blackjack environ-
ment. 5 runs, 95% confidence intervals.

Policy πH has been chosen as initial policy. The goal of this experiment is to show
the advantages of aSSPI and aSASPI when having access to a very limited target policy
space. Indeed, by leveraging on the freedom granted by per–state and per–state–action
combination coefficients, the effective set of policies representable by aSSPI and aSASPI is
larger compared to that of aCPI and aUSPI.

Figure 13 reports the performance of the policies obtained by aPI, aCPI, aUSPI, aSSPI,
and aSASPI algorithms using 1000 samples with horizon 100 for the policy chooser, we
used 100 with horizon 100 samples for estimating the state advantage function and the
Q-function for aSSPI and aSASPI respectively and 100 samples for computing the bound
derivative. While aPI oscillates among the three policies, other algorithms do not get stuck
and converge towards better policies. In particular, aCPI and aUSPI converge to a mixture
of the three policies. It is worth underlining that, in this highly stochastic domain, the aSSPI
and aSASPI are able to exploit the flexibility given by the multiple convex coefficients and
to converge faster than aUSPI and aCPI, getting to policies that are not representable by
aCPI and aUSPI. In principle, we could exploit the transformation presented in Remark 6
to allow aCPI and aUSPI to have access to the same set of policies as aSSPI and aSASPI.
However, in this specific case, the number of target policies needed would be ' 1.43e+ 73,
which is clearly prohibitive.15

7. Discussion and Conclusions

In this section, we discuss the contributions of this paper and we present some future
research directions to overcome the limitations of the proposed approaches.

15. Notice that |A||S| ' 1.13e+ 124.
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This paper builds upon (Pirotta et al., 2013b) and extends the work on the theoretical,
algorithmic, and empirical sides. The main theoretical achievement, which was identified as
a crucial point in Pirotta et al. (2013b), is the proof of the convergence of the SPI algorithms
in a finite number of iterations in the exact setting (Section 4.1), opposed to the (only)
asymptotic convergence of CPI. We have shown that the finite convergence also extends
to the approximate setting, as long as the stopping threshold is chosen in an adaptive
way (Section 5.2). From the algorithmic point of view, we introduce a novel and more
general update rule based on per–state–action convex combination coefficients (SASPI,
Section 4.3), that we presented in a unified framework together with SSPI (Section 4.2),
which was already provided in Pirotta et al. (2013b). Moreover, we presented a complete
PAC analysis of the single iteration of the considered algorithms (Section 5) that extends
the one of Pirotta et al. (2013b) and Kakade and Langford (2002), allowing for the analysis
of the newly presented approaches. Finally, the empirical validation extends the results
of Pirotta et al. (2013b) by presenting the behavior of the new algorithms in the previous
domains and the introduction of a new domain, the prison, in which the advantage of SASPI
is clearly visible.

Although proved to be effective in terms of learning speed, aSSPI and aSASPI pose
significant challenges in their application to domains with a large number of states and
actions. Indeed, they require to approximate the advantage function and the Q-function
(possibly using independent samples) for each state and each state–action pair. To alleviate
this issue, it is possible to consider a slightly modified version of the algorithms, where the
state–action space is split into subregions (using state–action aggregation) and all the state–
action pairs in a region share the advantage function or Q-function. By changing the size of
these subregions, we can generate several different situations that range from the original
aSSPI and aSASPI approach (no aggregation) to the aUSPI one (where all the state and
actions are associated with the same coefficient).

A research direction, already mentioned in Pirotta et al. (2013b), but not investigated in
this paper, is to exploit the proposed bounds to perform approximate policy iteration in the
off–policy case, i.e., when the samples have been initially collected (once for all) following
some exploration strategy. In this case, we can use the bound in Theorem 3 where πb is the
exploration strategy.
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Appendix A. Additional Proofs and Derivations

In this appendix, we report the proofs of the results we omitted in the main paper.

A.1 Proofs of Section 3

Corollary 4. For any stationary policies π and π′ and any starting state distribution µ, the
difference between the performance of π′ and the one of π can be lower bounded as follows:

Jπ
′ − Jπ ≥ 1

1− γA
π′
π −

γ

(1− γ)2

∥∥π′ − π
∥∥2

∞
‖qπ‖∞

2
.

Proof The proof comes from a lower bound to the bound in Theorem 3 when πb = π.
Such lower bound involves two upper bounds. First, we perform the upper bound:

∥∥π′ − π
∥∥

1,dπ
≤
∥∥π′ − π

∥∥
∞ .

Second, upper bound the quantity
sp
(
aπ
′
π

)
2 :

sp
(
aπ
′
π

)

2
≤
∥∥∥aπ′π

∥∥∥
∞

=
∥∥(π′ − π

)
qπ
∥∥
∞

= max
s∈S

{∣∣∣∣∣
∑

a∈A

(
π′(a|s)− π(a|s)

)
Qπ(s, a)

∣∣∣∣∣

}

≤ max
s∈S

{∥∥π′(·|s)− π(·|s)
∥∥

1

sp(Qπ(s, ·))
2

}

≤ max
s∈S

{∥∥π′(·|s)− π(·|s)
∥∥

1

}
max
s∈S

{
sp(Qπ(s, ·))

2

}

≤
∥∥π′ − π

∥∥
∞
‖qπ‖∞

2
,

where the last inequality follows from the positiveness of Qπ and from norm properties.

The Corollary is proven by introducing this bound in place of
sp
(
aπ
′
π

)
2 in Theorem 3 and

replacing πb with a generic π.

A.2 Proofs of Section 4

Lemma 2. (Kakade and Langford, 2002) For any stationary policies π and π′ and any
starting state distribution µ:
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Jπ
′ − Jπ =

1

1− γd
π′Taπ

′
π .

Proof The reader may refer to (Neu et al., 2017) and the references therein. We report
the proof for completeness:

(1− γ)Jπ
′

= (1− γ)µTvπ
′

= (1− γ)µT (I− γPπ)−1 rπ = dπ
′T
rπ
′

= dπ
′T
rπ
′
+
(

(1− γ)µT + γdπ
′T
Pπ′
)
vπ − dπ

′T
vπ

= dπ
′T
(
rπ
′
+ γPπ′vπ − vπ

)
+ (1− γ)µTvπ

= dπ
′T
(
qπ
′
π − vπ

)
+ (1− γ)µTvπ = dπ

′T
aπ
′
π + (1− γ)Jπ.

We now present a general result for vectors that we will employ for the proof of Theo-
rem 3.

Lemma 23. (Haviv and Van der Heyden, 1984, Corollary 2.4) For any vector d and any
vector c such that cTe = 0,

∣∣cTd
∣∣ ≤ 1

2
‖c‖1 sp(d).

Lemma 7. Let π, π′ ∈ ΠSR be two arbitrary policies and π+ be a greedy policy induced by
Qπ. Then, the expected advantage Aπ+

π can be lower bounded as:

Aπ+

π

1− γ ≥
∥∥∥∥∥
dπ
′

dπ

∥∥∥∥∥

−1

∞

(
Jπ
′ − Jπ

)
, (3)

where dπ
′

dπ is the vector obtained by the element–wise division between dπ
′

and dπ.

Proof The lemma follows from the following decomposition:

Aπ
+

π = dπTAπ+

π

=
∑

s∈S
dπ(s)Aπ

+

π (s)

=
∑

s∈S
dπ(s) max

a∈A
Aπ(s, a)

=
∑

s∈S

dπ(s)

dπ′(s)
dπ
′
(s) max

a∈A
Aπ(s, a)

≥
(

min
s∈S

dπ(s)

dπ′(s)

)(∑

s∈S
dπ
′
(s) max

a∈A
Aπ(s, a)

)
(P.21)

≥
(

min
s∈S

dπ(s)

dπ′(s)

)(∑

s∈S
dπ
′
(s)
∑

a∈A
π′(a|s)Aπ(s, a)

)
(P.22)
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=

(
max
s∈S

dπ
′
(s)

dπ(s)

)−1∑

s∈S
dπ
′
(s)
∑

a∈A
π′(a|s)Aπ(s, a) (P.23)

=

∥∥∥∥∥
dπ
′

dπ

∥∥∥∥∥

−1

∞

dπ
′T
Aπ′
π

≥
∥∥∥∥∥
dπ
′

dπ

∥∥∥∥∥

−1

∞

(1− γ)
(
Jπ
′ − Jπ

)
, (P.24)

where (P.21) follows by observing that
∑

i x(i)y(i) ≥ mini x(i)
∑

i y(i), for x and y vec-
tors with non negative components. (P.22) follows from the fact that maxa∈AA

π(s, a) ≥∑
a∈A π

′(a|s)Aπ(s, a) for any policy π′. (P.23) derives from simply observing that mini x(i) =

(maxi{1/x(i)})−1. Finally, (P.24) is an application of Lemma 2.

Lemma 9. Assume the same setting as Theorem 8. Let ∆J = J∗ −maxπ∈ΠSD\Π∗{Jπ} be
the performance gap between the optimal policies and the second-best deterministic policy,
where Π∗ = {π ∈ ΠSD : Jπ = J∗}. Then, USPI (and CPI) with GPC selects an optimal
policy as target policy after a finite number of iterations.

Proof The result is a straightforward application of Theorem 8:

J∗ − JπN ≤ 8γ

N∆2
d(1− γ)3

≤ ∆J =⇒ N ≥ 8γ

∆J∆2
d(1− γ)3

.

In the following lemma, we prove that Qπ is Lipschitz continuous w.r.t. to π across all
state-action pairs. We will employ this property in the proof of Lemma 25.

Lemma 24. The Q-function Qπ(s, a) is Lipschitz continuous over the space of Markovian
stationary randomized policies ΠSR in L∞-norm, for all s ∈ S and a ∈ A. For all π, π′ ∈
ΠSR and for all s ∈ S and a ∈ A, it holds that:

∣∣∣Qπ′(s, a)−Qπ(s, a)
∣∣∣ ≤ γ

(1− γ)2

∥∥π′ − π
∥∥
∞ .

Proof As for the γ-stationary distribution we look at Qπ as a function Q•(s, a) : Π → R
for all s ∈ S and a ∈ A. Therefore, we have:

∣∣∣Qπ′(s, a)−Qπ(s, a)
∣∣∣ ≤

∥∥∥qπ′ − qπ
∥∥∥
∞
.

We now provide a bound for
∥∥∥qπ′ − qπ

∥∥∥
∞

. By exploiting the Bellman equation we can

write:

qπ
′ − qπ = r + γPπ′qπ

′ − r− γPπqπ
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= γPπ′qπ
′ − γPπ′qπ

′ ± γPπqπ

= γPπ′
(
qπ
′ − qπ

)
+ γ

(
Pπ′ −Pπ

)
qπ.

Now, we can take the L∞–norm and we obtain:

∥∥∥qπ′ − qπ
′
∥∥∥ ≤ γ

∥∥∥Pπ′
∥∥∥
∞

∥∥∥qπ′ − qπ
∥∥∥
∞

+ γ
∥∥∥Pπ′ −Pπ

∥∥∥
∞
‖qπ‖∞

≤ γ
∥∥∥qπ′ − qπ

∥∥∥
∞

+
γ

1− γ
∥∥∥Pπ′ −Pπ

∥∥∥
∞

≤ γ

(1− γ)2

∥∥∥Pπ′ −Pπ
∥∥∥
∞

≤ γ

(1− γ)2
‖P‖∞

∥∥π′ − π
∥∥
∞

=
γ

(1− γ)2

∥∥π′ − π
∥∥
∞ .

The following technical result is employed in the proof of Lemma 10, i.e., to prove that
the expected advantage can be lower–bounded by a function of the distance between the
current policy π and the greedy policy π+.

Lemma 25. Assume the same setting as Lemma 9. Let π∗ be an optimal policy and π0 ∈ Π
a suboptimal policy such that J∗ −∆J ≤ Jπ0 ≤ J∗. Let η ∈ [0, 1] and π = ηπ∗ + (1− η)π0.
Then, there exists a state s ∈ S and a constant ∆+ > 0 independent of η, such that the
function:

gs(π) =
∑

a∈A\{a+s }

π0(a|s)
(
Qπ(s, a+

s )−Qπ(s, a)
)
≥ ∆+, (26)

where a+
s ∈ arg maxa∈A {Qπ(s, a)} is a greedy action w.r.t. Qπ(s, a).

Proof The proof is divided in two parts. We first prove that for any s ∈ S, gs is continuous
over the set of policies Π̃ = {ηπ∗+ (1− η)π0 : η ∈ [0, 1]} and then we show that there exists
a state s− in which gs− it is strictly positive for any η ∈ [0, 1]. Being Π̃ a compact set, from
Weierstrass theorem, it follows that gs− admits a positive minimum.

Continuity of gs. Since the dependence on η is only in the term Qπ(s, a+
s ) − Qπ(s, a),

all it takes is to prove that it is a continuous function over Π̃. By recalling that the greedy
action a+

s is the one that maximizes Qπ(s, ·) we have:

Qπ(s, a+
s )−Qπ(s, a) = max

a∈A
{Qπ(s, a)} −Qπ(s, a).

Since Qπ(s, a) is continuous for Lemma 24 and the maximum of a continuous function is
continuous we have that Qπ(s, a+

s )−Qπ(s, a) is continuous. gs(π) is obtained by applying
transformations that preserve continuity.

Positivity gs. By definition gs(π) ≥ 0. Suppose by contradiction that gs(π) = 0 for
all s ∈ S. Thus, in all states s ∈ S and for all actions a ∈ A \ {a+

s } we have that either
π0(a|s) = 0 or Qπ(s, a+

s ) = Qπ(s, a). If in all states s ∈ S and for all actions a ∈ A \ {a+
s }
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we have that π0(a|s) = 0, then π0 gives probability one to greedy actions, i.e., π0 = π+.
Note that π+ is optimal, since we are in the setting of Lemma 9, and thus π0 is optimal,
which is a contradiction. Thus, there must exist a state at least one state s− and at least
one action a−s such that π0(a−s |s−) > 0. Now, suppose that for all those states s− and for
all those actions a−s , we had Qπ(s, a+

s ) = Qπ(s−, a−s ). It means that a−s is greedy and thus
optimal. Therefore, π0 is optimal, which is a contradiction.

Lemma 10. Assume the same setting as Lemma 9. It π∗ is a deterministic optimal policy,
then, there exists a constant ∆+ > 0 such that:

Aπ
∗
π ≥

∆d∆+

2
‖π∗ − π‖∞ . (4)

Proof The Lemma follows from the following decomposition:

Aπ
∗
π = dπTAπ∗

π

= dπT (π∗ − π)qπ

= (1− η)dπT (π∗ − π0)qπ (P.25)

= (1− η)
∑

s∈S
dπ(s)

∑

a∈A
(π∗(a|s)− π0(a|s))Qπ(s, a)

= (1− η)
∑

s∈S
dπ(s)


(1− π0(a∗s|s))Qπ(s, a∗s)−

∑

a∈A\{a∗s}

π0(a|s)Qπ(s, a)


 (P.26)

= (1− η)
∑

s∈S
dπ(s)

∑

a∈A\{a∗s}

π0(a|s) (Qπ(s, a∗s)−Qπ(s, a)) (P.27)

≥ (1− η) min
s∈S
{dπ(s)}

∑

s∈S

∑

a∈A\{a∗s}

π0(a|s) (Qπ(s, a∗s)−Qπ(s, a)) (P.28)

≥ (1− η) min
s∈S
{dπ(s)}max

s∈S





∑

a∈A\{a∗s}

π0(a|s) (Qπ(s, a∗s)−Qπ(s, a))



 (P.29)

≥ (1− η) min
s∈S
{dπ(s)}max

s∈S
{gs(π)} (P.30)

≥ (1− η)∆d∆+ (P.31)

= ∆d∆+
‖π∗ − π‖∞
‖π∗ − π0‖∞

(P.32)

≥ ∆d∆+

2
‖π∗ − π‖∞ , (P.33)

We now explain the steps of the derivation. (P.25) follows from observing that π =
ηπ∗ + (1 − η)π0 and so π∗ − π = (1 − η) (π∗ − π0). (P.26) is obtained by observing that
the optimal policy is unique and deterministic; whereas (P.27) derives from observing that
1− π0(a∗s|s) =

∑
a∈A\{a∗s} π0(a|s). (P.28) is obtained from

∑
i x(i)y(i) ≥ mini x(i)

∑
i y(i),

for x and y vectors with non negative components; while (P.29) exploits the trivial re-
lation

∑
i y(i) ≥ maxi y(i). (P.30) simply exploits the definition of gs(π) as defined in
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Lemma 25 and (P.31) applies Lemma 25. (P.32) derives from the fact that ‖π∗ − π‖∞ =
(1− η)‖π∗ − π0‖∞ and (P.33) by bounding ‖π∗ − π0‖∞ ≤ 2.

A.3 Proofs of Section 5

The following result upper–bounds the error, in L1-norm, when approximating the infinite-
horizon γ-discounted stationary distribution with a finite horizon T .

Lemma 26. Let dπ be the infinite-horizon γ-discounted stationary distribution and dπT be
the T -horizon γ-discounted stationary distribution, then it holds that:

‖dπ − dπT ‖1 ≤ 2γT .

Proof We use the definition of dπ and dπT :

‖dπ − dπT ‖1 =
∑

s∈S

∣∣∣∣(1− γ)

+∞∑

t=0

γt Pr (st = s|π,M)− 1− γ
1− γT

H−1∑

t=0

γt Pr (st = s|π,M)

∣∣∣∣

≤ (1− γ)
∑

s∈S

∣∣∣∣∣
+∞∑

t=T

γt Pr (st = s|π,M)

∣∣∣∣∣+
1− γ

1− γT γ
T
∑

s∈S

∣∣∣∣∣
T−1∑

t=0

γt Pr (st = s|π,M)

∣∣∣∣∣

≤ (1− γ)

+∞∑

t=T

γt
∑

s∈S
Pr (st = s|π,M) +

1− γ
1− γT γ

T
T−1∑

t=0

γt
∑

s∈S
Pr (st = s|π,M)

= (1− γ)
+∞∑

t=T

γt +
1− γ

1− γT γ
T
T−1∑

t=0

γt

= (1− γ)
γT

1− γ +
1− γ

1− γT γ
T 1− γT

1− γ = 2γT ,

where we exploited the fact that
∑

s∈S Pr (st = s|π,M) = 1 for every t and we used the
properties of the geometric series.

We now bound the error introduced when considering finite trajectories of horizon T in
the estimation of the action-value function.

Lemma 27. Let qπ be the infinite-horizon action-value function and qπT be the T -horizon
action-value function, then it holds that:

‖qπ − qπT ‖∞ ≤
γT

1− γ .

Proof We exploit the definition of the involved quantities. For any state s and action a it
holds that:

Qπ(s, a)−QπT (s, a) = E
st+1∼P(·|st,at)
at+1∼π(·|st+1)

[ ∞∑

t=0

γtR(st, at)|s0 = s, a0 = a

]
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− E
st+1∼P(·|st,at)
at+1∼π(·|st+1)

[
T−1∑

t=0

γtR(st, at)|s0 = s, a0 = a

]

= E
st+1∼P(·|st,at)
at+1∼π(·|st+1)

[ ∞∑

t=T

γtR(st, at)|s0 = s, a0 = a

]

≤ ‖r‖∞
∞∑

t=T

γt ≤ γT

1− γ ,

where we exploited the fact that ‖r‖∞ ≤ 1.

Lemma 18. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

T =

⌈
logγ

ε

12

⌉
and N =

⌈
16

9ε2
log

2

δ

⌉
.

The aUSPI Sampling Procedure construct a function Âππ such that with probability 1− δ:
∣∣∣Âππ − Aππ

∣∣∣ ≤ ε

1− γ .

Proof The proof is analogous to that of Lemma 15. First, we define the expected advantage
function computed with horizon T :

Aππ,T = Qπ
π,T −Qπ

π,T .

Also in this case our estimation Âππ is unbiased for Aππ,T . We now partition the error
highlighting the bias terms:

∣∣∣Âππ − Aππ
∣∣∣ ≤

∣∣∣Âππ − Aππ,T
∣∣∣

(E1)

+
∣∣Aππ,T − Aππ

∣∣
(E2)

.

We now require that E1 = 3ε
4(1−γ) and E2 = ε

4(1−γ) , so that E1 = E2 = ε
1−γ . Then,

we apply Hoeffding’s inequality to bound the deviation E1, by observing that the terms

(π(a|s)− π(a|s)) q̂i in the estimation Âππ are all independent and belong to
[
− 1

1−γ ,
1

1−γ

]
.

Therefore, we have:

Pr

(∣∣∣Âππ − Aππ,T
∣∣∣ ≥ 3ε

4(1− γ)

)
≤ 2e

−
2

(
3ε

4(1−γ)

)2
N2∑N

i=1
(bi−ai)2

= 2e
− 18ε2N2(1−γ)2

32(1−γ)2N = 2e−
9ε2N
16 .

From which we get:

e−
9ε2N
16 ≤ δ

2
=⇒ 9ε2N

16
≤ − log

δ

2
=⇒ N ≥ 16

9ε2
log

2

δ
.
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For E2 we observe that:

∣∣Aππ,T − Aππ
∣∣ =

∣∣∣∣ E
s∼dπT

[
Aππ,T (s)

]
− E
s∼dπ

[
Aππ(s)

]
± E
s∼dπ

[
Aππ,T (s)

]∣∣∣∣

≤
∣∣∣∣ E
s∼dπT

[
Aππ,T (s)

]
− E
s∼dπ

[
Aππ,T (s)

]∣∣∣∣+

∣∣∣∣ E
s∼dπ

[
Aππ(s)−Aππ,T (s)

]∣∣∣∣

≤ 1

1− γ ‖d
π − dπT ‖1 +

∣∣∣∣∣ E
s∼dπ

[∑

a∈A
(π(a|s)− π(a|s)) (Qπ(s, a)−QπT (s, a))

]∣∣∣∣∣

≤ 2γT

1− γ +
1

2
E

s∼dπ
[‖π(·|s)− π(·|s)‖1 sp(Qπ(s, ·)−QπT (s, ·))]

≤ 2γT

1− γ +
γT

1− γ =
3γT

1− γ ,

where we exploited Lemma 23 in the last but one line and Lemma 27 in the last line. Thus,
by selecting T = dlogγ

ε
12e we have that the bias E2 is bounded by ε

4(1−γ) .

Lemma 19. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

T =

⌈
logγ

ε

8

⌉
and N =

⌈
128

9ε2
log

2|S|
δ

⌉
.

The aSSPI Sampling Procedure constructs a function Aππ(s) such that with probability 1− δ,
simultaneously for all s ∈ S:

∣∣∣Âππ(s)−Aππ(s)
∣∣∣ ≤ ε

2(1− γ)
.

Proof Similarly to the proof of Lemma 15, we define the expected advantage function
computed with horizon T :

Aππ,T (s) =
∑

a∈A
(π(a|s)− π(a|s))QπT (s, a),

where QπT is the action-value function cut at horizon T . Once again, our estimator Âππ is
unbiased for Aππ,T . Therefore, we partition the error into:

∣∣∣Âππ(s)−Aππ(s)
∣∣∣ ≤

∣∣∣Âππ(s)−Aππ,T (s)
∣∣∣

(E1)

+
∣∣Aππ,T (s)−Aππ(s)

∣∣
(E2)

.

We set E1 = 3ε
8(1−γ) and E2 = ε

8(1−γ) so that E1 +E2 = ε
2(1−γ) . Then, we apply Hoeffding’s

inequality to bound the deviation E1, by observing that
∑

a∈A (π(a|s)− π(a|s)) q̂i(s, a)

involved in the estimation Âππ(s) are all independent and belong to
[
− 1

1−γ ,
1

1−γ

]
. Therefore,

we have:

Pr

(∣∣∣Âππ(s)−Aππ,T (s)
∣∣∣ ≥ 3ε

8(1− γ)

)
≤ 2e

−
2

(
3ε

8(1−γ)

)2
N2∑N

i=1
(bi−ai)2

= 2e
− 18ε2N2(1−γ)2

256(1−γ)2N = 2e−
9ε2N
128 .
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Taking the union bound over the state space S we have to solve for N

2|S|e− 9ε2N
128 ≤ δ =⇒ N ≥ 128

9ε2
log

2|S|
δ
.

We now manage the bias E2 due to the finite horizon:

∣∣Aππ,T (s)−Aππ(s)
∣∣ =

∣∣∣∣∣
∑

a∈A
(π(a|s)− π(a|s)) (QπT (s, a)−Qπ(s, a))

∣∣∣∣∣

≤ 1

2
‖π(·|s)− π(·|s)‖1 sp(QπT (s, ·)−Qπ(s, ·))

≤ ‖qπ − qπT ‖∞ ≤
γT

1− γ ,

where we exploited Lemma 23 in the second line and Lemma 27 in the last line. Thus, by
selecting T = dlogγ

ε
8e we have that the bias E2 is bounded by ε

8(1−γ) .

The following is an intermediate result that is employed for the proof of Lemma 20.

Lemma 28. Let π, π ∈ Π be two Markovian stationary policies for the same MDP M. Let

T =

⌈
logγ

ε

8

⌉
and N =

⌈
128

9ε2
log

2|S|
δ

⌉
.

The sampling procedure constructs a function Aππ(s) such that with probability 1− δ, simul-
taneously for all s ∈ S: ∣∣∣Âππ(s)−Aππ(s)

∣∣∣
‖π(·|s)− π(·|s)‖1

≤ ε

2(1− γ)
.

Proof The proof is not dissimilar from that of Lemma 18. We partition the error into:
∣∣∣Âππ(s)−Aππ(s)

∣∣∣
‖π(·|s)− π(·|s)‖1

≤

∣∣∣Âππ(s)−Aππ,T (s)
∣∣∣

‖π(·|s)− π(·|s)‖1
(E1)

+

∣∣∣Aππ,T (s)−Aππ(s)
∣∣∣

‖π(·|s)− π(·|s)‖1
(E2)

.

We set E1 = 3ε
8(1−γ) and E2 = ε

8(1−γ) so that E1 +E2 = ε
2(1−γ) . Then, we apply Hoeffding’s

inequality to bound the deviation E1. We first bound uniformly the terms involved in the
sample mean: ∣∣∑

a∈A (π(a|s)− π(a|s)) q̂i(s, a)
∣∣

‖π(·|s)− π(·|s)‖1
≤ 1

1− γ . (P.34)

Therefore, we can apply Hoeffding’s inequality with ranges
[
− 1

1−γ ,
1

1−γ

]
:

Pr




∣∣∣Âππ(s)−Aππ,T (s)
∣∣∣

‖π(·|s)− π(·|s)‖1
≥ 3ε

8(1− γ)


 ≤ 2e

−
2

(
3ε

8(1−γ)

)2
N2∑N

i=1
(bi−ai)2

= 2e
− 18ε2N2(1−γ)2

256(1−γ)2N = 2e−
9ε2N
128 .
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Performing a union bound over the state space S and solving for N , we get the first result.
Now we manage E2:

∣∣∣Aππ,T (s)−Aππ(s)
∣∣∣

‖π(·|s)− π(·|s)‖1
=

∣∣∑
a∈A (π(a|s)− π(a|s)) (QπT (s, a)−Qπ(s, a))

∣∣
‖π(·|s)− π(·|s)‖1

≤ 1

2
sp(QπT (s, ·)−Qπ(s, ·))

≤ 1

2
‖qπ − qπT ‖∞ ≤

γT

2(1− γ)
,

where we exploited Lemma 23 in the second line and Lemma 27 in the last line. Thus, by
selecting T = dlogγ

ε
4e we have that the bias E2 is bounded by ε

8(1−γ) . Even more so for

T = dlogγ
ε
8e as required by the statement.

Lemma 20. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

M =

⌈
8

ε2
log

2

δ

⌉
.

Under the assumptions of Lemma 19, with probability 1− 2δ it holds that:

ĝ − g ≤ ε

(1− γ)2
.

Proof First, we rephrase g to highlight the presence of expectations:

g =
1

1− γ E
s∼dπ

[
I
(
s ∈ Sππ

) Aππ(s)

‖π(·|s)− π(·|s)‖1

]
. (P.35)

Second, we consider another quantity g̃ defined as the expected value under dπ of the
approximate advantage function and indicator function, estimated as in Lemma 19:

g̃ =
1

1− γ E
s∼dπ

[
I
(
s ∈ Ŝππ

) Âππ(s)

‖π(·|s)− π(·|s)‖1

]
. (P.36)

Third, we define the expected value under dπT of the approximate advantage function and
indicator function:

g̃T =
1

1− γ E
s∼dπT

[
I
(
s ∈ Ŝππ

) Âππ(s)

‖π(·|s)− π(·|s)‖1

]
. (P.37)

Now, we consider the following decomposition: ĝ − g = ĝ − g̃T
(E1)

+ g̃T − g̃
(E2)

+ g̃ − g
(E3)

. We parti-

tion the error in the following way:

E1 =
ε

4(1− γ)2
, E2 =

ε

4(1− γ)2
, E3 =

ε

2(1− γ)2
.

67



Metelli, Pirotta, Calandriello, and Restelli

Let us start with E1, by observing that ĝ is an unbiased estimator for g̃T :

ĝ − g̃T =
1

M(1− γ)

M∑

i=1

I
(
si ∈ Ŝππ

) Âππ(si)

‖π(·|si)− π(·|si)‖1

− 1

1− γ E
s∼dπT

[
I
(
s ∈ Ŝππ

) Âππ(s)

‖π(·|s)− π(·|s)‖1

]
.

If we rename f(s) = 1
1−γ I

(
s ∈ Ŝππ

)
Âππ(s)

‖π(·|s)−π(·|s)‖1
, we are comparing a sample mean ĝ and

the corresponding expectation g̃. Notice that, although f(s) are random variables as well
they are independent of the samples si ∼ dπT . First, we provide a uniform bound of f(si)

and then we apply Hoeffding’s inequality. When s /∈ Ŝππ , we have f(si) = 0. Otherwise,
by definition of Ŝππ , we have Âππ(si) ≥ ε

2(1−γ) and, in particular, f(si) ≥ 0. We now upper

bound f(si):

f(si) ≤
1

1− γ
Âππ(si)

‖π(·|si)− π(·|si)‖1

=
1

1− γ

∣∣∑
a∈A (π(a|si)− π(a|si)) qi(s, a)

∣∣
∑

a∈A |π(a|si)− π(a|si)|

≤ 1

(1− γ)2

∑
a∈A |π(a|si)− π(a|si)|∑
a∈A |π(a|si)− π(a|si)|

=
1

(1− γ)2
.

Thus for all si we have that f(si) ranges in
[
0, 1

(1−γ)2

]
. Therefore, we can apply Hoeffding’s

bound:

Pr

(
|ĝ − g̃T | ≥

ε

4(1− γ)2

)
≤ 2 exp


−

2
(

ε
4(1−γ)2

)2
M

1
(1−γ)4


 ≤ 2 exp

(
−ε

2M

8

)
,

from which we get the value of M . Let us now consider E2:

g̃T − g̃ =
1

1− γ E
s∼dπT

[
I
(
s ∈ Ŝππ

) Âππ(s)

‖π(·|s)− π(·|s)‖1

]

− 1

1− γ E
s∼dπ

[
I
(
s ∈ Ŝππ

) Âππ(s)

‖π(·|s)− π(·|s)‖1

]
.

We can bound the absolute value of the difference by recalling that |f(si)| ≤ 1
(1−γ)2

and
using Lemma 26:

|g̃T − g̃| ≤
1

(1− γ)2
‖dπ − dπT ‖1 ≤

2γT

(1− γ)2
.

Then, by selecting T = dlogγ
ε
8e, we are guaranteed that |ĝT − g̃| ≤ ε

4(1−γ)2
Let us now

consider E3. First observe that with probability at least 1 − δ, Ŝππ is a subset of Sππ and
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thus I
(
s ∈ Ŝππ

)
≤ I

(
s ∈ Sππ

)
. Therefore, we have:

g̃ − g =
1

1− γ E
s∼dπ

[
I
(
s ∈ Ŝππ

) Âππ(s)

‖π(·|s)− π(·|s)‖1

]
− E
s∼dπ

[
I
(
s ∈ Sππ

) Aππ(s)

‖π(·|s)− π(·|s)‖1

]

≤ 1

1− γ E
s∼dπ

[
I
(
s ∈ Ŝππ

) Âππ(s)

‖π(·|s)− π(·|s)‖1

]
− E
s∼dπ

[
I
(
s ∈ Ŝππ

) Aππ(s)

‖π(·|s)− π(·|s)‖1

]

=
1

1− γ E
s∼dπ




I
(
s ∈ Ŝππ

)

‖π(·|s)− π(·|s)‖1

(
Âππ(s)−Aππ(s)

)



≤ 1

1− γ E
s∼dπ




∣∣∣Âππ(s)−Aππ(s)
∣∣∣

‖π(·|s)− π(·|s)‖1


 .

This term can be treated in way similar to what done in Lemma 19. Lemma 28 proofs
that, with probability at least 1 − δ and estimating Âππ(s) with N samples and horizon T
as defined in Lemma 19 we have that, simultaneously for all states s ∈ S:

∣∣∣Âππ(s)−Aππ(s)
∣∣∣

‖π(·|s)− π(·|s)‖1
≤ 5ε

12(1− γ)
=⇒ g̃ − g ≤ ε

2(1− γ)2
.

Observing that we combined two results that hold with probability at least 1− δ, the state-
ment holds with probability at least 1− 2δ.

Lemma 21. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

T =

⌈
logγ

ε

48

⌉
and N =

⌈
128

ε2
log

2|S||A|
δ

⌉
.

The sampling procedure constructs a function Q̂π(s, a) such that with probability 1 − δ,
simultaneously for all s ∈ S:

∣∣∣Q̂π(s, a)−Qπ(s, a)
∣∣∣ ≤ ε

12(1− γ)

Proof Similarly to the proof of Lemma 15, we partition the error into E1 = ε
16(1−γ) and

E2 = ε
48(1−γ) , so that E1 = E2 = ε

12(1−γ) . Then, we apply Hoeffding’s inequality to bound

the deviation, by observing that the terms q̂i(s, a) involved in the estimation Âππ(s) are all

independent and belong to
[
0, 1

1−γ

]
. Therefore, we have:

Pr

(∣∣∣Q̂π(s, a)−QπT (s, a)
∣∣∣ ≥ ε

16(1− γ)

)
≤ 2e

−
2

(
ε

(1−γ)

)2
N2∑N

i=1
(bi−ai)2

= 2e
− 2ε2N2(1−γ)2

256(1−γ)2N = 2e−
ε2N
128 .
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Taking the union bound over the state–action space S ×A and solving for N , we get:

2|S||A|e− ε
2N
128 ≤ δ =⇒ N ≥ 128

ε2
log

2|S||A|
δ

.

We now manage the bias introduced by the truncation on length T :

|QπT (s, a)−Qπ(s, a)| ≤ γT

1− γ .

By selecting T = dlogγ
ε

48e we have that the bias E2 is bounded by ε
48(1−γ) .

Lemma 22. Let π, π ∈ ΠSR be two Markovian stationary policies for the same MDP M.
Let

M =

⌈
288

121ε2
log

2

δ

⌉
.

Under the assumptions of Lemma 19, the sampling procedure constructs a function ĝ such
that with probability 1− 2δ:

ĝ − g ≤ ε

(1− γ)2
.

Proof The proof is analogous to that of Lemma 20. Let us first rephrase g:

g =
1

1− γ E
s∼dπ

[
I
(
s ∈ Sππ

) (
Qπ(s, a↑s)−Qπ(s, a↓s

)]
.

We now define g̃ and g̃T in a way analogous to Lemma 20:

g̃ =
1

1− γ E
s∼dπ

[
I
(
s ∈ Ŝππ

)(
Q̂π(s, â↑s)− Q̂π(s, â↓s

)]
,

g̃ =
1

1− γ E
s∼dπT

[
I
(
s ∈ Ŝππ

)(
Q̂π(s, â↑s)− Q̂π(s, â↓s

)]
.

Again we decompose the error into: ĝ − g = ĝ − g̃T
(E1)

+ g̃T − g̃
(E2)

+ g̃ − g
(E3)

and we partition the

error in the following way:

E1 =
11ε

24(1− γ)2
, E2 =

ε

24(1− γ)2
, E3 =

1ε

2(1− γ)2
.

Concerning E1, having observed that I
(
s ∈ Ŝππ

)(
Q̂π(s, â↑s)− Q̂π(s, â↓s

)
∈
[
0, 1

1−γ

]
, we can

apply Hoeffding’s inequality, as in Lemma 20:

Pr

(
|ĝ − g̃T | ≥

11ε

24(1− γ)2

)
≤ 2 exp


−

2
(

11ε
24(1−γ)2

)2
M

1
(1−γ)4




≤ 2 exp

(
−242ε2M

576

)
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= 2 exp

(
−121ε2M

288

)
,

from which, we get the same value of M . For E2, similarly to Lemma 20, we have:

|g̃T − g̃| ≤
1

(1− γ)2
‖dπ − dπT ‖1 ≤

2γT

(1− γ)2
,

obtaining the horizon value T = dlogγ
ε

48e. Finally, for E3 we have:

g̃ − g =
1

1− γ E
s∼dπ

[
I
(
s ∈ Ŝππ

)(
Q̂π(s, â↑s)− Q̂π(s, â↓s

)]

− 1

1− γ E
s∼dπ

[
I
(
s ∈ Sππ

) (
Qπ(s, a↑s)−Qπ(s, a↓s

)]

≤ 1

1− γ E
s∼dπ

[
I
(
s ∈ Ŝππ

)(
Q̂π(s, â↑s)− Q̂π(s, â↓s

)]

− 1

1− γ E
s∼dπ

[
I
(
s ∈ Ŝππ

)(
Qπ(s, a↑s)−Qπ(s, a↓s

)]

≤ 1

1− γ E
s∼dπ

[
I
(
s ∈ Ŝππ

) ∣∣∣
(
Q̂π(s, â↑s)− Q̂π(s, â↓s

)
−
(
Qπ(s, a↑s)−Qπ(s, a↓s

)∣∣∣
]

≤ 1

1− γ E
s∼dπ

[∣∣∣
(
Q̂π(s, â↑s)− Q̂π(s, â↓s

)
−
(
Qπ(s, a↑s)−Qπ(s, a↓s

)∣∣∣
]
≤ ε

2(1− γ)2
,

where we used Equation (22) in the last line. Putting all together and recalling that we
used two events that hold with probability at least 1− δ we get the result.

Appendix B. Global Safe Policy Improvement

In this appendix, we further investigate the optimization of the lower bound of Corollary 4,
without constraining the choice of a target policy. We name this approach Global Safe
Policy Iteration (GSPI) and will show that SASPI when selecting a greedy policy π+ as
target policy allows obtaining the global optimum of the bound.

The maximization of the bound in Corollary 4 can be formulated as a Quadratic Pro-
gramming (QP) problem over the policy space Π:

max
π′∈Π

dπT
(
π′ − π

)
qπ − γ

2(1− γ)2
‖qπ‖∞ z2

s.t. π′ij ≥ 0, ∀i, j
∑

j

π′ij = 1, ∀i
∑

j

∣∣π′ij − πij
∣∣ ≤ z, ∀i

However, previous formulation is not suited for a QP solver, it is necessary to introduce
additional auxiliary variables in order to remove absolute values. After this manipulation we
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obtain a QP problem with 2|S||A| variables. While QP problems can be solved using interior
point approaches (Boyd and Vandenberghe, 2004), we are going to present an iterative
algorithm that is able to attain the optimal solution and presents lower computational
complexity.

We adopt an approach analogous to that of SSPI and SASPI. If we were able to compute
the optimal budget Υ ∗, then we can move probability across actions provided that we satisfy
‖π′ − π‖∞ ≤ Υ ∗. The natural choice consists in trying to move as much probability as
possible on the action with highest Qπ, i.e., to one of the greedy actions a+

s , while taking
away probability from the suboptimal actions, starting from the worst action and following
an increasing order. The amount of probability we can move around is bounded by Y/2,
that we assume fixed. Let us start by stating the following optimality condition.

Corollary 29. Let Sππ be the subset of states dπ(s) is positive: Sππ = {s ∈ S : dπ(s) > 0}.
Let A+

s = {a ∈ A : Qπ(s, a) = maxa′∈AQ
π(s, a′)} be the set of greedy actions in state s ∈ S

and let a+
s ∈ A+

s . The bound in Corollary 4 is optimized any of the policies π′ defined as:

π′(a|s) =

{
min

{
Υ ∗
2 , 1− π (a|s)

}
if a = a+

s

max
{

0,min
{
π(a|s), Υ2 −G↓ (s, a)

}}
otherwise

,

where Υ ∗ is the value that maximizes the following function:

B(Υ ) =
1

1− γ
∑

s∈Sππ

dπ(s) min

{
Υ

2
, 1− π

(
a+
s | s
)}

Qπ(s, a+
s )

− 1

1− γ
∑

s∈Sππ

dπ(s)
∑

a∈A\{a+s }
max

{
0,min

{
π (a| s) , Υ

2
−G↑(s, a)

}}
Qπ(s, a)

− γ

(1− γ)2
Υ 2 ‖qπ‖∞

2
.

Proof First of all we observe that if dπ(s) = 0, state s has no contribution to the bound,
thus we restrict our attention to the states in Sππ . Fix a budget Υ , as for SASPI, for every
state we can use Υ/2 to increase the probability of some actions in A↑s and Υ/2 to decrease

the probability of some actions in A↓s. As already mentioned, the best we can do is to move
as much probability as possible to the action with highest Qπ, i.e., to one of the greedy
actions a+

s ∈ A+
s .16 We need to compensate this operation by removing probability from

actions in A↓s in increasing order of Qπ. Therefore, we can rewrite Corollary 4 as:

Jπ
′ − Jπ ≥ 1

1− γd
πTaπ

′
π −

γ

(1− γ)2

∥∥π′ − π
∥∥2

∞
‖qπ‖∞

2

=
1

1− γ
∑

s∈S
dπ(s)

∑

a∈A

[
π′(a|s)Qπ(s, a)− π(a|s)Qπ(s, a)

]
− γ

(1− γ)2

∥∥π′ − π
∥∥2

∞ ‖q
π‖∞

=
1

1− γ
∑

s∈S
dπ(s)


∆(s, a+

s )Qπ(s, a+
s ) +

∑

a∈A\{a+s }
∆(s, a)Qπ(s, a)


− γ

(1− γ)2
Υ 2 ‖qπ‖∞

2
,

16. For simplicity, we consider only deterministic greedy policies. Clearly, any mixture of them maximizes
the bound too.
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Algorithm 12 Exact GSPI.

input: MDP M
Initialize π
π+ ← GPC(M,ΠSD, π)
Υ ∗ ← FBO(M, π+, π)
while Υ ∗ > 0 do

Compute G↓s(a), ∀s ∈ S, ∀a ∈ A

π′(a|s)←
{

min
{
Υ∗

2 , 1− π (a|s)
}

if a = a+
s

max
{

0,min
{
π(a|s), Υ2 −G↓ (s, a)

}}
otherwise

, ∀s ∈ S, ∀a ∈ A

Υ ∗ ← FBO(M, π+, π)
end while

where we denoted with ∆(s, a) = π′(a|s)− π(a|s) and Υ 2 = ‖π′ − π‖2∞. In order to assign
as much probability as possible to one greedy action we need to set:

∆(s, a+
s ) = min

{
Υ

2
, 1− π

(
a+
s |s
)}

, ∀s ∈ S. (P.38)

As explained before, an equivalent decrement must be partitioned over the non–greedy
actions according to the ordering in ρπs . The operation is summarized by the following
equation:

∆(s, a) = −max

{
0,min

{
π(a|s), Υ

2
−G↓ (s, a)

}}
, ∀s ∈ S,∀a 6= a+

s .

The pseudocode of GSPI is reported in Algorithm 12. Therefore, the only real problem
is now to find the optimal budget Υ ∗. This search formulates, once again, the trade-off
between further increasing the budget Υ , and incur in a larger penalty, while obtaining a
gain by exploiting the gap between Qπ(s, a+

s ) and the smallest Qπ(s, a) that still has proba-
bilities to reduce. As the worst actions have their probability reduced to zero and saturates,
this gap becomes smaller. It is straightforward to see that GSPI is equivalent to SASPI
when selecting as target policy a greedy policy π+. For this reason, the computation of the
optimal budget Υ ∗ can be performed by employing the same FBO (Algorithm 4) and FJP
(Algorithm 7) functions. However, we are able to provide for this specific scenario a simpli-
fied algorithm, as reported in Algorithm 13. The computational complexity of Algorithm 13
is dominated by the sorting of state-action pairs and thus it is O(|S||A| log |S||A|).

Figure 14 reports an example of policy update.

Remark 13 (Global Optimality of GSPI). The optimality of the Υ ∗ computed with Algo-
rithm 4 is clearly guaranteed by the derivative. For a fixed Υ ∗ computing the best policy
π′ is also straightforward. The only detail left to guarantee that π′ is indeed the policy
that maximizes the bound in Corollary 4 is to note that all possible Υ ∈ [0, 2] are con-
sidered by the algorithm, and that for every fixed Υ the updates are carried out on the
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Algorithm 13 Computing of the jump points for GSPI (Find Jump Point - FJP)

input: MDP M, current policy π
Initialize t← 0, Υ0

2 ← 0
Compute G↓(s, a), ∀s ∈ S, ∀a ∈ A
Sort the state-action pairs in increasing order of G↓s(a), i.e., i < j =⇒ G↓si(ai) ≤ G↓sj (aj)
Compute a↑s = arg maxa∈A {Qπ(s, a)} and a↓s = arg mina∈A {Qπ(s, a)}, ∀s ∈ S
q0 ← 1

1−γ
∑
s∈Sππ d

π(s)
(
Qπ(s, a↑s)−Qπ(s, a↓s)

)

yield Υ0, q0

while Sππ 6= {} do
yield Υt, qt
t← t+ 1
if st ∈ then

if Qπ(st, at) < Qπ(st, a
↓
st) then

qt ← qt−1 − dπ(st)
(
Qπ(st, a

↓
st)−Qπ(st, at)

)

a↓st ← at
else

qt ← qt−1 − dπ(st)
(
Qπ(st, a

↓
st)−Qπ(st, at)

)

Sππ ← Sππ \ {st}
end if
Υt
2 ← G↓(st, at)

end if
yield Υt, qt

end while
yield 2,−∞

single state-action level. This implies that all possible stochastic policies, and therefore all
policies, are candidates for GSPI, and that the one selected is truly the one that maximizes
the improvement. As an example, USPI tunes only a single α parameter, and cannot fully
optimize the bound by using single state-actions update to always find the best gain when
choosing a larger ‖π′ − π‖∞.

Example 2. The initial policy (blue area with dotted mark) and the updated policy (orange
striked area with square mark) are depicted in Figure 14. Actions are ordered according
to ρπs , i.e., in ascending order according to their Q–values. Suppose that ∆(s, a+

s ) = 0.6 ≤
1−π+(a+

s |s). Starting from the worse action (a1), we have to compensate for the increment.
Neither action a1 nor action a2 are able to consume the budget (∆(s, a1) = −0.1, ∆(s, a2) =
−0.3). When action a3 is faced the available budget is ∆(s, a+

s ) − Gπ(s, a3) = ∆(s, a+
s ) −

(π(a1|s) + π(a2|s)) = 0.2. Since the probability of action a3, the decrement ∆(s, a3) is
equal to the remaining budget (−0.2). The updates ∆(s, a) are reported in figure as dashed
arrows. The relationship between the value ∆(s, a) and the coefficient α(s, a) of the convex
combination between π and π+ is a factor (π+(a|s)− π(a|s))−1

. Coefficients α(s, ai) are
drawn above the bars.

Appendix C. Sampling Procedures

In this appendix, we report the pseudocodes of the sampling procedures employed in Sec-
tion 5.
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Figure 14: GSPI policy update.

Algorithm 14 dπ Sampling Procedure (dπ-sample).

input: policy π, number of samples N
Initialize D ← {}
while |D| < N do

s0 ∼ µ
for j = 0, . . . , T − 1 do

X ∼ Ber(γ)
if X = 0 then
D ← D ∪ {sj}
break

end if
aj ∼ π(·|sj)
sj+1 ∼ P(·|sj , aj)

end for
end while
return D
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Algorithm 15 GPC and aUSPI Sampling Procedure (aUSPI-sample).

input: policy π, number of samples N
Initialize D ← {}
for i = 1, . . . , N do

si ∼ dπ-sample() . Sample the state
ai ∼ π(·|si) . Sample the action
q̂i ← 0
si,0 ← si
ai,0 ← ai
for j = 0, . . . , T − 1 do . Generate the rollout

q̂i ← q̂i + γjR(si,j , ai,j)
si,j+1 ∼ P(·|si,j , ai,j)
ai,j+1 ← π(·|si,j+1)

end for
D ← D ∪ {(si, ai, q̂i)}

end for
return D

Algorithm 16 aSSPI Sampling Procedure (aSSPI-sample).

input: policy π, number of samples N
Initialize D ← {}
for s ∈ S do
D(s)← {}
for i = 1, . . . , N do
Di(s)← {}
for a ∈ A do

q̂i(s, a)← 0
si,0 ← s
ai,0 ← a
for j = 0, . . . , T − 1 do

q̂i(s, a)← q̂i(s, a) + γjR(si,j , ai,j)
si,j+1 ∼ P(·|si,j , ai,j)
ai,j+1 ← π(·|si,j+1)

end for
Di(s)← {(a, q̂i(s, a))}

end for
D(s)← D(s) ∪ {Di(s)}

end for
D ← D ∪ {(s,D(s))}

end for
return D
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Algorithm 17 aSASPI Sampling Procedure (aSASPI-sample).

input: policy π, number of samples N
Initialize D ← {}
for s ∈ S do

for a ∈ A do
D(s, a)← {}
for i = 1, . . . , N do

q̂i(s, a)← 0
si,0 ← s
ai,0 ← a
for j = 0, . . . , T − 1 do

q̂i(s, a)← q̂i(s, a) + γjR(si,j , ai,j)
si,j+1 ∼ P(·|si,j , ai,j)
ai,j+1 ← π(·|si,j+1)

end for
D(s, a)← D(s, a) ∪ {q̂i(s, a)}

end for
D ← D ∪ {(s, a,D(s, a))}

end for
end for
return D
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