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Abstract

Higher-order motif structures and multi-vertex interactions are becoming increasingly im-
portant in studies of functionalities and evolution patterns of complex networks. To eluci-
date the role of higher-order structures in community detection over networks, we introduce
a Superimposed Stochastic Block Model (SupSBM). The model is based on a random graph
framework in which certain higher-order structures or subgraphs are generated through an
independent hyperedge generation process and then replaced with graphs superimposed
with edges generated by an inhomogeneous random graph model. Consequently, the model
introduces dependencies between edges which allow for capturing more realistic network
phenomena, namely strong local clustering in a sparse network, short average path length,
and community structure. We then proceed to rigorously analyze the performance of a
recently proposed higher-order spectral clustering method on the SupSBM. In particular,
we prove non-asymptotic upper bounds on the misclustering error of higher-order spectral
community detection for a SupSBM setting in which triangles are superimposed with undi-
rected edges. We assess the model fit of the proposed model and compare it with existing
random graph models in terms of observed properties of real network data obtained from
diverse domains by sampling networks from the fitted models and a nonparametric network
cross-validation approach.

Keywords: Higher-order structures, Hypergraphs, Network data, Spectral community
detection, Superimposed random graph model

1. Introduction

Network data science has traditionally focused on studies capturing two-way interactions or
connections between pairs of vertices or agents in networks. It has by now become apparent
that many aspects of the relational organization, functionality, and the evolving structure of
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a complex network can only be understood through higher-order subgraph (motif) interac-
tions involving more than two vertices (Milo et al., 2002; Shen-Orr et al., 2002; Mangan and
Alon, 2003; Honey et al., 2007; Alon, 2007; Porter et al., 2009; Benson et al., 2016; Yaveroglu
et al., 2014; Chen and Chen, 2018). Certain subgraphs in networks function as fundamental
units of control and regulation of network communities and dynamics: for example, network
motifs are crucial regulators in brain networks (Sporns and Kotter, 2004; Park and Fris-
ton, 2013; Battiston et al., 2017), transcriptional regulatory networks (Mangan and Alon,
2003), food webs (Paulau et al., 2015; Li and Milenkovic, 2017), social networks (Girvan
and Newman, 2002; Snijders, 2001) and air traffic networks (Rosvall et al., 2014; Benson
et al., 2016). Traditionally, statistical and algorithmic work on network motifs has been
concerned with discovering and counting the frequency of over-expressed subgraphs (which
are usually determined in comparison with some statistical null model) in various real-
world networks (Alon, 2007; Klusowski and Wu, 2018). Indeed, frequency distributions or
spectra of motifs have been shown to provide useful information about the regulatory and
dynamic organization of networks obtained from disparate sources. Network motifs have
also recently been used to perform learning tasks such as community detection (Benson
et al., 2016; Li and Milenkovic, 2017; Tsourakakis et al., 2017). A parallel line of work has
focused on identifying communities in hypergraphs and was reported in Zhou et al. (2006),
Angelini et al. (2015), Kim et al. (2017), Ghoshdastidar and Dukkipati (2017), and Chien
et al. (2018).

Simultaneously, over the last three decades of research on applications involving net-
works, it has been observed that many real-world networks display certain properties. These
properties include low average path length, strong local clustering, highly heterogeneous ver-
tex degree distribution, core-periphery or hub structure, and modular organization (New-
man, 2003; Barabési and Albert, 1999; Watts and Strogatz, 1998). Local clustering refers
to an overabundance of triangles and other relevant higher-order structures in an otherwise
sparse network. The hub structure implies most of the communication among entities in
the network is passed through a number of hubs or influential entities, while the modular
organization means that the network is divided into a number of clusters of communities.
Unfortunately, existing random graph models with community structures based on Erdos-
Rényi (ER) random graphs (Erdés and Rényi, 1960), such as the Stochastic Block Models
(SBMs) (Holland et al., 1983; Snijders and Nowicki, 1997; Bickel and Chen, 2009; Choi
et al., 2012; Rohe et al., 2012; Celisse et al., 2012; Rohe et al., 2011; Qin and Rohe, 2013;
Jin, 2015; Lei and Rinaldo, 2015; Decelle et al., 2011; Hajek et al., 2016; Abbe and Sandon,
2015; Gao et al., 2017), their degree-corrected versions (Karrer and Newman, 2011; Zhao
et al., 2012), and other extensions fail to produce graphs with strong local clustering, i.e.,
with over-abundant triangles and other relevant higher-order structures. As Bollobas et al.
(2011) pointed out, many real-world networks contain the number of edges and triangles
roughly of the same asymptotic order in the number of nodes. A model with conditional
independence in the edges cannot model such networks because it cannot produce the same
density of higher-order structures as that of edges.

To address the aforementioned problem, a number of more realistic network models with
some of the desired motif structures have been proposed in the literature. However, most
such models are not mathematically tractable in general or in the context of community
detection due to dependencies among the edges (Bollobas et al., 2011). Notable exceptions
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include the mathematically tractable random graph model with local clustering and depen-
dences among edges proposed in Bollobds et al. (2011). There, the authors constructed
random graphs by superimposing small subgraphs and edges, thereby introducing depen-
dencies among subsets of vertices. More specifically, they constructed an inhomogeneous
random hypergraph with conditionally independent hyperedges and then replaced each hy-
peredge with a complete graph over the same set of vertices. A similar model, termed the
Subgraph Generation Model (SUGM), was proposed in Chandrasekhar and Jackson (2014,
2016).

More recently, Hajek and Sankagiri (2018) analyzed a variation of the preferential at-
tachment model with community structure and proposed a message-passing algorithm to
recover the communities. In parallel, a geometric block model that uses Euclidean latent
space geometric graphs instead of the usual Erdos-Renyi graphs for the mixture compo-
nents was introduced in Galhotra et al. (2017, 2018). Although all these models capture
some aspects of real-life networks and introduce controlled dependencies among the edges
in the graphs, they fail to provide a general approach for combining dependent motif struc-
tures and analytical techniques that highlight if communities should be identified through
pairwise or higher-order interactions.

Our contributions are two-fold. First, we propose a new Superimposed Stochastic Block
Model (SupSBM), a random graph model for networks with community structure obtained
by generalizing the framework of Chandrasekhar and Jackson (2014) and Bollobés et al.
(2011) to account for communities akin to the classical SBM. SupSBM captures the most
relevant aspects of the higher-order organization of the network, e.g., it incorporates trian-
gles and other motifs, but couples them through edges that may be viewed as noise in the
motif-based graphs. The community structure of interest may be present either at a higher-
order structural level only or both at the level of higher-order structures and edges. Drawing
parallels with the classical SBM, which is a mixture of Erdés-Rényi graphs, SupSBM may
be viewed as a mixture of superimposed inhomogeneous random graphs generated according
to the process described in Chandrasekhar and Jackson (2014) and Bollobés et al. (2011).
We develop an estimation strategy where the communities are first estimated using a spec-
tral clustering algorithm. The model parameters are later estimated using an approximate
generalized method of moments. We show the proposed SupSBM fits the various aspects of
real network data obtained from disparate application domains very well. For this purpose,
we sample a large number of networks from the fitted SupSBM and three other competing
models, and create bootstrap distributions of a number of network properties which are
then compared with the observed value of the network property in question. Further, we
also implement the network cross-validation approach in Li et al. (2020b) to select between
the two low rank models, namely, SBM and SupSBM, in terms of performance in the task
of predicting presence of edges and triangles for the datasets we consider.

Second, we derive theoretical performance guarantees for higher-order spectral cluster-
ing methods (Benson et al., 2016; Tsourakakis et al., 2017) applied to the SupSBM. The
main difference between our analysis and previous lines of work on spectral algorithms for
the SBM (Rohe et al., 2011; Lei and Rinaldo, 2015; Gao et al., 2017; Chin et al., 2015;
Vu and Lei, 2013), and hypergraph SBM (Ghoshdastidar and Dukkipati, 2017; Kim et al.,
2017; Chien et al., 2018) is that the elements of the analogs of adjacency matrices in our
analysis are dependent and cannot be rewritten as sums of independent random variables.
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We derive several non-asymptotic upper bounds of the spectral norms of such generalized
adjacency matrices, and these results are of independent interest in other areas of network
analysis. For this purpose, we notice that even though the terms in the sums are depen-
dent, any given term is dependent only on a small fraction of other terms. We exploit this
behavior to carefully control the effects of such dependence on the functions of interest.
We use Chernoff-style concentration inequalities under limited dependence (Warnke, 2017)
to complete our analysis. In addition, we derive corollaries implying performance guaran-
tees for the non-uniform hypergraph SBM. The analysis of the non-uniform hypergraph
SBM reveals interesting insights regarding the benefit of using ordinary versus higher-order
spectral clustering methods on non-uniform hypergraphs.

Since the first online posting of the work, several new and related directions on the
subject of clustering and community detection based on motifs and hypergraph partitioning
were reported in Li et al. (2019b), Li et al. (2020a), Chien et al. (2020), Li et al. (2019a), and
Underwood et al. (2020). These deal both with spectral clustering and correlation clustering
models and adapt the methods to account for motifs such as triangles and special geometric
structures. Nevertheless, none of the works use the concept of superimposed random graphs,
nor do they perform a statistical analysis of the ultimate performance limits of community
detection on superimposed random graph and motif models.

The remainder of the article is organized as follows. Section 2 defines superimposed
random graph models and then develops the SupSBM. Section 3 describes the higher-
order spectral clustering method, while Section 4 presents a non-asymptotic analysis of the
misclustering rate of the method under the SupSBM. Section 5 presents methods for the
estimation of model parameters and assessing model fit. Some real-world network examples
are discussed in Section 6. The Appendix contains proofs of all the theorems and many
auxiliary lemmas used in the derivations.

2. Superimposed random graph and block models

We start our analysis by defining what we refer to as an inhomogeneous superimposed ran-
dom graph model, which is based on the random graph models described in Bollobés et al.
(2011) and Chandrasekhar and Jackson (2014). We then proceed to introduce a natural ex-
tension of the SBM in which the community components are superimposed random graphs.
Our main focus is on models that superimpose edges and triangles, as these are preva-
lent motifs in real social and biological networks (Alon, 2007; Benson et al., 2016; Li and
Milenkovic, 2017; Laniado et al., 2016). However, as discussed in subsequent sections, the
superimposed SBM can be easily extended to include other superimposed graph structures.

Formally, the proposed random graph model, denoted by G(n, P¢,P!), is a superimposi-
tion of a classical dyadic (edge-based) random graph G.(n, P¢) and a triadic (triangle-based)
random graph Gy(n,P!). In this setting, n denotes the number of vertices in the graph, P¢
denotes an n x n matrix whose (i, j)th entry equals the probability of an edge in G, between
the vertices i and j, and P! denotes a 3-way (3rd order) m x n x n tensor whose (i, j, k)th
element equals the probability of a triangle involving the vertices (i, 7, k) in Gj.

A random graph from the model G(n, P¢,P!) is generated as follows. One starts with n
unconnected vertices. The Gy¢(n, P!) graph is generated by creating triangles (3—hyperedges)
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for each of the (Z) 3-tuples of vertices (i, 7, k) according to the outcome of independent

Bernoulli random variables Tjjx with parameter p;; = (P');jx. The hyperedges are conse-
quently viewed as triangles in a graph, which results in a loss of their generative identity.
Note that this process may lead to multi-edges between pairs of vertices ¢ and j if these are
involved in more than one triangle. The multi-edges in the graph G} are collapsed into single
edges such that there are no multi-edges in the graph. However, all pairs of vertices (i, j)
still remain within all their constituent triangles as before the merging procedure. Next,

the graph Ge(n, P¢) is generated by placing edges between the Z pairs of vertices (i, 7)

according to the outcomes of independent Bernoulli random variables F;; with parameter
P = (P€)i;. Note this is simply the usual inhomogeneous random graph model (Bollobds
et al., 2007) that may be viewed as a generalization of the Erdos-Rényi model in which
the probabilities of individual edges are allowed to be unequal. The two independently
generated graphs are then superimposed to arrive at G(n, P¢,P!).

The graph generation process is depicted by an example in Figure 1. Observe that the
superimposed graph is allowed to contain multi-edges (or, more precisely, exactly two edges)
between two vertices if and only if those vertices are involved in both at least one triangle
in Gy and an edge in G.. A practical justification for this choice of a multi-edge model
comes from the fact that pair-wise and triple-wise affinities often provide complementary
information. For example, Laniado et al. (2016) studied gender patterns in dyadic and
triadic ties in an online social network and found different degrees of gender homophily
in different types of ties. Hence instead of duplicating evidence from the same source, we
retain two parallel edges in the graph only if they reinforce the information provided by each
other. This way, we capture the diversity of interactions two nodes are involved in, but not
the number of interactions of each type, which could be modeled as weights. Clearly, the
resulting graph G5 has dependencies among its edges and strong local clustering properties
for properly chosen matrices P! due to the increased presence of triangles.

Furthermore, we would like to point out that this inhomogeneous superimposed ran-
dom graph model differs in a number of important ways from non-uniform random hy-
pergraph models on which the non-uniform hypergraph SBM, analyzed by Ghoshdastidar
and Dukkipati (2017), Chien et al. (2018) and others, is based. First, our model captures
networks in which we cannot differentiate between an “ordinary” edge and a hyperedge, as
hyperedges simply appear as higher-order structures in the graph. In contrast, the non-
uniform hypergraph SBM is a model for networks in which different types of hyperedges
are distinguishable during the observation process and labeled. Hence, a major technical
difficulty of analyzing methods under the SupSBM is dealing with edge dependencies that
are not present in the non-uniform hypergraph SBM. Second, we collapse all multi-edges
generated in the hyperedge generation process into single edges which are more realistic as
observable network interaction models. We do, however, allow for double edges if there is
complementary evidence of both dyadic and triadic ties.

In the simplest incarnation of the model, one may choose (P¢);; = p¢ for all 4,j and
(P = p* for all 4,j,k. In this case, the graph G is a classical Erdés-Rényi dyadic
random graph, while G; before multi-edges collapsing may be thought of as a generalization
of Erdos-Rényi graphs to the triadic setting. We refer to this model as Superimposed Erdos-
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Figure 1: (a) A realization of the graph G with n = 7 vertices, before multi-edge collapsing;
(b) the collapsed graph Gy; (c¢) the dyadic graph G., and (d) the superimposed graph Gs.

Rényi (SupER) model. Note this model is identical to the model in Chandrasekhar and
Jackson (2014) except for the collapsing of multi-edges in the graph G;. The collapsing
of multi-edges step leads to significantly fewer multi-edges in our model, making it more
suitable for modeling network data. We describe next the SupSBM based on G graphs.

2.1 Superimposed stochastic block models

Our superimposed stochastic block model (SupSBM) is based on the inhomogeneous su-
perimposed random graph framework defined in the previous section. We consider two
types of SupSBMs. In the first case, “community signals” are present both in the higher-
order structures and the dyadic edges, while in the second case, the “community signals”
are present only in the higher-order structures but not in the dyadic edges. Drawing a
parallel with the classical SBM, where intra- and inter-community edges are generated via
FErdos-Rényi graphs, both the intra- and inter-community edges in SupSBM are generated
by superimposed random graph models (Gg) as defined in the previous section.

We formally define a graph with n vertices and k communities generated from a SupSBM
as follows. Each vertex of the graph is assigned a community label vector of length %, which
takes the value of 1 at the position corresponding to its community and 0 at all other
positions. To organize the labels, we define an n x k community assignment matrix C
whose ith row C}; is the community label vector for the ith vertex. Given the community
assignments for all the vertices in the graph, the triangle hyperedge indicators T;;;, involving
three distinct vertices i, j, k are (conditionally) independent, and they follow a Bernoulli
distribution with a parameter that depends only on the community assignments, i.e.,

P(Tijr =1Cip =1,Cjq =1,Cly = 1) = mhy, prg,l€{1,... k},

where 7t

is a 3-way k x k x k tensor of parameters. The triangle hyperedges naturally reduce
to a triangle, and as before, multi-edges are collapsed to form the graph G;.

An edge between two vertices ¢ and j is generated independently of other edges and
hyperedges following a Bernoulli distribution with a parameter that also depends on the

community assignments so that the edge indicator variable E;; satisfies
P(Eij:1|Cip:170jq:1):77-;q7 p,qe{l,...,k},

where 7€ is a k X k matrix of model parameters. For the case that the community structure
is present only in the higher-order structures and not at the level of dyadic edges, this
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parameter equals p® irrespective of the communities that the vertices ¢ and j belong to.
The desired graph is obtained by superimposing G; and G, following the process described
in the previous section.

3. Estimation of community structure

The community assignments can be obtained using variants of the spectral clustering pro-
cedure. In particular, we can use the usual spectral clustering of the edge-based adjacency
matrix (McSherry, 2001; Ng et al., 2002; Von Luxburg, 2007; Rohe et al., 2011; Lei and
Rinaldo, 2015), the recently proposed higher order spectral clustering with triangle motif-
adjacency matrix (Benson et al., 2016; Tsourakakis et al., 2017; Li and Milenkovic, 2017)
or a spectral clustering on edge-triangle weighted adjacency matrix.

Spectral clustering methods that use network motifs or hyperedges, also known as
higher-order spectral clustering methods, have been studied in a number of recent pa-
pers (Zhou et al., 2006; Benson et al., 2016; Tsourakakis et al., 2017; Li and Milenkovic,
2017). In particular, Benson et al. (2016) introduced a method that creates a “motif adja-
cency matrix” for each motif structure of interest. In a motif adjacency matrix, the (i, j)th
element represents the number of motifs that include vertices 7 and j. Spectral clustering
is applied to the motif adjacency matrix in a standard form in order to find communities of
motifs.

Given an observed network, we obtain two motif adjacency matrices involving edges
(Ag) and triangles (A7), such that (Ag);; represents the number of observed edges between
vertices ¢ and j, while (Ar);; represents the number of observed triangles including both ¢
and j as vertices. The ordinary spectral clustering proceeds using the edge-based adjacency
matrix Ag, while the higher-order spectral clustering uses the triangle motif adjacency
matrix Ap. In both cases, the algorithm computes the k eigenvectors corresponding to
the k largest (in absolute value) eigenvalues of the corresponding motif adjacency matrix.
The algorithm subsequently performs the greedy clustering algorithm in Gao et al. (2017,
Algorithm 2) on the rows of the n x k matrix of eigenvectors, which runs in polynomial
time.

3.1 Motif adjacency matrices and superimposed random graphs

Let G ~ Gg(n, P¢,P') be a graph generated from the inhomogeneous superimposed edge-
triangle random graph model. We define the edge and triangle adjacency matrices Ag and
Ar respectively, as explained in the previous section. Note these matrices are not the motif
adjacency matrices of G, and Gy, since there are edges in Gy that contribute to Ag and
triangles from G, that contribute to Ap. In addition, many “incidentally generated” or
imposed triangles (Chandrasekhar and Jackson, 2014) may arise due to superimposition,
which also contributes to Ap. The different scenarios are depicted in Figure 2. Accordingly,
for our analysis, we introduce the following six matrices.

(a) Apge: the adjacency matrix of edges in Ge; here, (Agz2)i; = Eyj.

(b) Ap2: the adjacency matrix of triangle motifs in Gy; here, (Ar2)i; = > Tijk-
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Figure 2: Imposed triangles generated through the superimposition of edges and triangles:
(a) E3, (b) T3, (¢) T?E, and (d) TE?.
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Apgs: the motif adjacency matrix of all triangles formed by random edges from Ge.
The generative indicator random variable for a triangle of this class reads as:

E}y, = EijEjiEi,

7,
and (AE3)ij = Zk EngjkEzk

Ars: the motif adjacency matrix of all triangles formed by three intersecting triangles
from G;. The generative indicator random variable for a triangle of this class reads

as:
T =1( 32 T > 1 3 Toio > 0)1( X T >0)
k1k ko k3#j

and (Ags)ij = Zk;é(i,j) Tz?;k

Ar2p: the motif adjacency matrix of all triangles formed by two triangles from G
and one edge from G.. The generative indicator random variable for a triangle of this
class reads as:

(T?E)ijn =1< > Tijiy > 0) 1( > Tjkks > 0> Ly

k1#k ko#i

1 Tige > 0)1( Y- T > 0) B

k1 #k ka2

+ 1( > Tiww, > 0)1( > Tiwk, > O)Eij’

ki ko#j

and (Ar2g)ij = Zk(T2E)ijk-
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(f) Appe: the motif adjacency matrix of all triangles formed by one triangle from G; and
two edges from G.. The generative indicator random variable for a triangle of this
class reads as:

(TEQ)z’jk :1( Z Tijk1 > 0>EjkEik + 1( Z Tjkk1 > 0>Ez‘jEik
k1#k k1#k
+ 1( Z Tikk, > 0) EjpEij,
K1k

and (ATEQ)ij = Zk(TEz)le

We call the first two types of structures model-generated, while the last four types
of motifs as incidentally generated. Note that except for case (c), an incidental triangle
involving vertices (i, j, k) arises only if there is no model-generated triangle involving (4, j, k)
already present. Hence, we multiply each of the random variables T3, T?E, and TE? by
the factor (1 — Tjj;) that indicates this dependence. For case (c), since we allow a multi-
edge between two vertices that are both involved in a triangle hyperedge and an edge, it
is possible to have an incidental triangle in addition to a model-generated triangle on the
same triple of vertices.

With these definitions, we have the number of triangles on the vertex triple (i, j, k) as

Tijk + By + (1= Tygi) Ty, + (1 — Ty (1 — By ) (1 = T3y max((T?E) i, (TE?) i)
= Tiji + Wijk.

The above implies we may observe a maximum of two triangles among the (i, j, k) tuple. If
(4,4, k) does not have a triangle of type 7', then we may observe an incidentally generated
triangle of type Tf}k If (4,7, k) does not have a triangle of either 7" or E® type, then an
additional (only one) incidentally generated triangle is possible if any of the two indicators,
T QEijk and T Eizjk, is 1. The triangle adjacency matrix reads as
(Ar)ig = Y (Tiji + Wign),
k

capturing both model-based and incidental triangles. Obviously, we only observe the matri-
ces A and Ap and not their specific constituents, as in real networks, we do not have labels
describing how an interaction is formed. Hence, even though the community structure is
most explicitly described by Apz2, we need to analyze how this matrix reflects on Ap and
what the properties of the latter matrix are based on Ap2.

4. Analysis of higher-order spectral clustering

We analyze the higher-order spectral clustering method under the triangle-edge supSBM
model. The primary goal of our analysis is to provide a theoretical guarantee of the accu-
racy of detecting the community structure of a graph generated from the SupSBM using
the higher-order spectral clustering method. We will consider both versions of SupSBM,
namely, one with community structure present only at the triangle level and the other with
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community structure present both at the triangle and edge levels. In what follows, we
first prove a number of concentration results on the spectral norm for certain motif adja-
cency matrices under the more general inhomogeneous superimposed random graph model.
Subsequently, we specialize our analysis to the SupSBMs.

We start with some notation. Let

(& — ( t _ t
Pimax = Waxp;; - and - Prax = Maxpijy
2. Z7.]9

denote the maximum probability of edge inclusion in G, and triangle hyperedge inclusion
in Gy, respectively. It is well-known for the usual edge-based adjacency matrix Ag2 that
the spectral norm ||Ag2 — E[Agz2]||2 is bounded by ¢1y/A, with probability at least 1 —n~"
(Lei and Rinaldo, 2015; Gao et al., 2017; Chin et al., 2015), where A, = npS . and pS .. >
cologn where cg,c1, 7 are some constants. The quantity A, can be interpreted as the
maximum expected degree of a vertex in the graph. The following five results, summarized
in Lemmas 1 to 5, provide non-asymptotic error bounds that hold in general settings, as
described in the statements of the respective lemmas. Note that we make repeated use of
the symbols c or r to represent different generic constants as needed in the proofs in order to
avoid notational clutter. The proofs of all theoretical results are delegated to the Appendix.

4.0.1 BOUNDS FOR COMPONENT MATRICES

Lemma 1 Let Gi(n,P!) be a 3-uniform hypergraph in which each possible 3-hyperedge is
generated according to a Bernoulli random wvariable T}, with parameter pgjk, independent
of all other 3-hyperedges. Let Arz2, as before, stand for the triangle-motif adjacency matrix.
Furthermore, let Ay = n?pl,. and assume pt . > cl(fz" for some constant ¢ > 0. Then,
for some constant r > 0, there exists a constant c1(c,7) > 0 such that with probability at

least 1 —n~", one has

|Ap2 — E[Ar2]||2 < c1v/ As.

Note that in the above bound, A; may be interpreted as the maximum expected “triangle
degree” of vertices in G;. Drawing a parallel with adjacency matrices of graphs, one may
define the “degree” of a row of an arbitrary matrix as the sum of the elements in that row.
Then, A; is an upper bound on the degree of a row in the matrix E[A72], much like A, is
an upper bound for the degrees of the rows in E[Ag2]. The above result for triangle-motif
adjacency matrix is hence an analogue of a similar result for standard adjacency matrices
described in Lei and Rinaldo (2015), Gao et al. (2017), and Chin et al. (2015). The
arguments used to prove the result in the cited papers are based on an e—net analysis of
random regular graphs laid out in Friedman et al. (1989) and Feige and Ofek (2005). We
extend these arguments to the case of triangle hyperedges; due to the independence of the
random variables corresponding to the hyperedges involved in all sums of interest, we do
not require new concentration inequalities to establish the claim. This is not the case for
the results to follow.

For bounding the spectral norm of the other four relevant matrices, namely, Ags, Aps,
Aq2p, Arge, we use the following property of the spectral norm of a square symmetric
matrix. For any m X n square symmetric matrix X, define the spectral norm of X as

10
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| X|l2 = omax(X), the largest singular value of X, the 1-norm as || X|; = max; ), | X,
and the co—norm as || X|[oc = max; }; |Xi;[. Now assume X is an n x n symmetric matrix
whose elements are non-negative random variables. Let the entries of its expectation, F[X],
also be non-negative. Then,

IX = E[X]ll2 < VIX — EIX][1]1X — BlX]]l
= [IX = E[X]]1

= mzaxz ‘X” — E[X]U‘
J

< mZaXZ Xij + mzaxz E[X]i;, (4.1)
J J

where the first inequality is Corollary 2.3.2 in Golub and Van Loan (2012), and the second
equality follows since X — E[X] is a symmetric matrix by assumption. Note the first term
in the final sum is the degree of row i of the matrix X. Hence, a high-probability bound on
the maximum degree will allow us to upper bound this quantity. The second term equals
the maximum expected degree of X, which is a deterministic quantity. Importantly, in
Lemmas 2-5 that follow, we show that max; 3, |X;;| is bounded by a constant multiple of
max; ) ; E[X];; with high probability and for all four matrices. While these bounds are
not the strongest possible concentration inequalities, they suffice to prove our subsequent
theorems as we only need to bound the spectral norms of the matrices instead of the norms
of the deviations. This is the case since under the allowed range of growth rates for p ..
and pp,, the expected maximum degrees max; ) ; E[X];; are generally of moderate size
(i.e., the bounds are adequate for sparse but loose for dense graphs).

Let Tmax = max{n(p%..)?%, logn}, Ags = max{n?(pS..)°, (logn)?} and assume np ., >
logn. Then we have the following result.

Lemma 2 Let G.(n, P¢) be an inhomogeneous edge-based random graph in which each edge

is independently generated by a Bernoulli random variable E;; with parameter pf;, 4,7 =

3

1,...,n. Let Ags = max{n?(pS..)°> (logn)?} and assume npt,,, > logn. Then, with

probability at least 1 —n~ 1 — n_ﬁ,

max Z(AE3)ij < 9Apgs.
J

For the next three lemmas in this section, we additionally assume n?p’ . > (logn)2.

Lemma 3 Let G ~ Gg(n, P¢,P') be a graph generated by the superimposed random graph
model. Let

Aps = maX{nE)(pfnax)?)? (10g n)4}7

and assume n?p’ . > (logn)2. Then with probability at least 1 — N~ —pTi - n_%, one
has
max Z(ATs)ij < 25 Arps.
J
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Figure 3: Dependence among the random variables of incidental triangles that include
vertex 4, (a) E3, (b) T3, (c) T?E of type 1, (d) T?FE of type 2, (e) TE? of type 1, and (f)
TE? of type 2.

Lemma 4 Let G ~ Gg(n, P¢,P') be a graph generated by the superimposed random graph
model. Let

AT2E = max{n4(p;1ax)2p§1ax7 (log n)4}
Asslume n2]1)fnax > (logn)? and npf,,, > logn. Then with probability at least 1 — n"700 —
n~41—2n"7, one has

HllaX Z(ATQE)U S 28 ATQE.
J

Lemma 5 Let G ~ Gg(n, P¢,P') be a graph generated by the superimposed random graph
model. Let

ATE2 = max{n:gpfnax(pfnax)27 (log n)3}

12
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Assume n?pl,. > (logn)? and npS,.,. > logn. Then, with probability at least 1 — n-s —

_1 _
2n~7 —n~L, one has

max Z(ATEQ)Z] < 10 ATEQ .
J

As we noted earlier, the usual e-net approach cannot be applied directly to prove upper
bounds on the spectral norm of the motif adjacency matrices: Ags, Aps, Apep, Arge.
This is because the elements of these adjacency matrices are dependent, and consequently,
the sums of the random variables used in the e—net approach include dependent variables.
Instead, we take a different strategy. The proofs of all the above results follow a similar
outline. In each case, the degree of a row ¢ is a sum of dependent triangle-indicator random
variables for triples that include vertex ¢. However, in each case, we carefully characterize
the events that lead to two such indicator random wvariables to be dependent. We then
show that the number of realized triangle indicators that any indicator is dependent on
is limited with high probability. This allows us to apply Theorem 9 of Warnke (2017),
reproduced below as a proposition, in an iterative manner to obtain concentration results
on the respective sums.

Proposition 1 (Theorem 9 of Warnke (2017)) Let (Y;), i € Z be a collection of non-
negative random variables with ) ;7 E(Y;) < p. Assume that ~ is a symmetric relation on
T such that each Y; with i € T is independent of {Y; : j € I, j = i}. Let Zo = max ) ;. ; Vi,
where the mazimum is taken over all sets J C I such that maxjey > Y; < C. Then
for all C)t > 0 we have

P(Zc>p+t) < min{exp (-M) : <1 + ;M)_WC }

i€J invj

While we relegate technically involved rigorous proofs to the Appendix, we graphically
illustrate all the events leading to the dependencies (the relations ~ in the proposition above)
among the indicators within the various collections of indicators in Figure 3. For the result
on triangle-indicators of type E3, let I; = {Ef’],C = EijEj Eqy, (5, k) =1{1,... )2 (4, k) #
i}, denote the collection of indicator random variables for the presence of triangles of type
E? attached to vertex i. The key observation is that two indicators Ef’]k and Ef’jk, are
dependent if and only if they share an edge indicator E;; (see Figure 3(a)). In the notation
of the proposition, we have E?]k ~ Efj,k for all j° # (i,k), since Ef’]k and Efj,k share an
edge indicator random variable F;, while E%k ~ E?jk, for all ' # (i,7), since Efjk and
E‘Sjk/ share an edge indicator random variable F;;. Then we define a “good event” I', under

)

which

3
o 2. Eligrwoy
h (4,5' K€L, (i,5,k)~(3,5" k')

i.e., the number of indicators of type E? that are realized (i.e., Ef’j,k, = 1) and dependent
on Ef’jk, is bounded by 8Tyax. Finally, we show the event I', which states that for a vertex

13
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pair (i,7), there are at most 4mmax vertices k' such that the vertex pairs (i, k') and (j, k)
are connected by edges from G, occurs with high probability.

The proofs for the other lemmas follow a similar strategy. For the family of random
variables I; = {(T®)jx, j = {1,...,n}, k={1,...,n}}, two indicators (1), and (T°);;s’
are dependent if and only if one of the triangle indicators from G} responsible for the ik
or ij “sides” of (T®)jk, i.e, the set {Tixk,, k3 # j} or {Tijk,, k1 # k} includes j’ or k' as
a vertex and is consequently part of the indicator (17%);;4 (see Figure 3(b)). Next, let
I = {(T?E)ijk, 7 = {1,...,n}, k = {1,...,n}} denote the set of all indicator variables
for incidentally generated triangles of type T2?FE that includes the vertex i. Two random
variables in the family may be dependent on two scenarios. One possibility is that the
edge indicator Ej is common between (T2E); ; x) and (T2E);; for some j' (see Figure 3
(c)). The other possibility is that one of the triangle indicators in the sets {7Tjx,, k1 # k}
or {Tjkk,, k2 # i} is also involved in creating (T2E);; for some j' and k' (see Figure 3
(d)). Finally, let I; = {(TE?®)ijx, j = {1,...,n}, k = {1,...,n}} denote the set of all
indicator variables for incidentally generated triangles of type TE? including the vertex i.
Let (T E?);ji, be a representative indicator random variable from this set. Consider another
element (T'E?);js in I;. This element is dependent on (T'E?);j), in two ways. First, one
of the indicators from Ge, say Ejk, in TE?jk,, may also be a side in the incidental triangle
characterized by (T E?);j for some j' (see Figure 3(e)). Second, one of the sides ij may
have been created by a triangle indicator from Gy, with the same triangle indicator being
involved in creating the incidental triangle characterized by (TEQ)Z-]'/ i for some j" and k&’ (see
Figure 3(f)). For each case, we define suitable good events that hold with high probability
and show that under those events, the number of realized indicator variables in the family
that one indicator variable depends on is bounded as required by the proposition.

4.0.2 CONCENTRATION BOUND FOR Ar

As noted by Chandrasekhar and Jackson (2014), in the superimposed random graph frame-
work, the generative probabilities summarized in P! and P¢ must satisfy certain conditions
in order to ensure that the imposed triangles do not significantly outnumber the generative
triangles. Accordingly, we impose the following asymptotic growth conditions on p! . and

Praax:
logn n2/5-n
C1 s < pilax < e n (42)
IOg’)’L 8 n2/576
Cg( 2 ) < Pl < C4 poa (4.3)

for some € > 0,7 > 0 and constants ¢y, ¢, c3, ¢4 independent of n. In the second part of the
following theorem we will impose an additional assumption to further simplify the result:

Phiax > €517 (Poax)® (4.4)

Note that assumptions (4.3) and (4.4) together imply the upper bound on pt . in (4.2).
We can see this by noting the upper bounds in (4.3) and (4.4) imply n%(p,...)¢ < i—‘}nlz/‘r’_e,
and consequently, npf .. < (%)1/6n2/5_6/6.
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We want to remind the reader that A, = np¢,. and A; = n?pl . are the maximum
expected degrees of a node in the dyadic and triadic components of the superimposed graph
respectively. Therefore if A, and A; are asymptotically comparable, the superimposed
graph will have an asymptotically comparable density of edges coming from the dyadic
and the triadic components. Typical examples are th(j following two s;ats of growth rates:

1/4 1/4

log n)® log n)®
Pax = O(WEE), plo = O(FEE) and Pl = O(™57), Phaay = O(5).
In the next theorem we combine the previous results to arrive at a concentration bound

for the matrix A7 under the assumptions made on p¢, . and p! .. in (4.2) and (4.3).

Theorem 1 Let A denote the triangle-motif adjacency matriz of a random graph G gen-
erated by the inhomogeneous superimposed random graph model Gs(n, P¢,P'). Let Ay =
n2pl s and Ags = max{n?(pS,.)%, (logn)?}, and assumptions (4.2) and 4.3) on p... and
Plax hold, then with probability at least 1 — o(1), one has

A7 — E[A7]|l2 < &(V At + Aps),

where ¢ is a constant independent of n. If in addition, the assumption (4.4) holds, then
with probability at least 1 — o(1), one has

|Ar — E[A7]|l2 < é1vV Ay

Note in the above theorem, we can also make the definition of Ags to be just n2(pS,..)°,

and drop the (logn)? term, since by the assumptions on p¢,.. and p! ., the (logn)? term
can be absorbed in /A;.

We also note the similarity of the upper bound of this concentration inequality with that
obtained for Ar2 in Lemma 1. The above result tells us that under the assumed conditions,
the effect of the incidental triangles on the concentration of Ap is limited, and the rate
in the upper bound is predominantly determined by the rate for Ap2. This suggests that
while the superimposition process induces dependencies between the edges in G4 through
the presence of triangles from Gy, the model, under suitable sparsity conditions, is still
mathematically tractable. The influence of the incidental triangles can be analyzed and
controlled.

In the SBM literature, trimmed adjacency matrices are often used for sparse graphs with
bounded maximum expected degrees to remove the O(logn) minimum degree requirements
since trimmed adjacency matrices have better concentration properties. Such analysis tech-
niques cannot be directly applied in our model settings. While the bound in Lemma 1 can
be improved by removing nodes with triangle degrees greater than cA; for some constant
¢, we run into difficulty attempting to do so with the bound on A7 in Theorem 1. Typi-
cally A; would be much larger than the expected maximum triangle degrees of the other
motif-adjacency matrices of the incidental triangles. For Lemmas 2-5, we have used a more
loose technique that bounds the operator norm of the adjacency-type matrices with the
maximum expected degree instead of the square root of the maximum expected degree.
This loose bound suffices for graphs with denser triangle densities since all the maximum
expected degrees Ags, Aps, Ap2g, Appe are smaller than /A;. However, we were not able
to remove the poly-log terms in the upper bounds by using the trimmed versions of those
adjacency matrices. This will be an important future research direction.

15



PaAuL, MILENKOVIC AND CHEN

4.1 Higher-order spectral clustering under the SupSBM

Next, we turn our attention to analyzing random graphs generated by SupSBMs, and focus
in particular on quantifying the misclustering error rate under the higher-order spectral
clustering algorithm. Let C denote the n x k matrix of eigenvectors corresponding to the
k largest absolute-value eigenvalues of the triangle motif adjacency matrix Ar. To obtain
the community assignments for the vertices, we use the greedy clustering algorithm in Gao
et al. (2017, Algorithm 2) on the rows of C, which runs in polynomial time. As noted in
Gao et al. (2017), the more commonly used (14 €)-approximate k-means clustering (Kumar
et al., 2004; Lei and Rinaldo, 2015) provided an inferior approximation for growing k since
the factor € is proportional to k. Let ;1 > 0 be a small constant such that the critical radius
r = py/k/n in Algorithm 2 of Gao et al. (2017). We define the misclustering error rate R
as follows. Let e and é denote the vectors containing the true and estimated community
labels of all the vertices in V. Then we define

R = inf
I

S

n
> (e £ T0(é)),
i=1
where the infimum is taken over all permutations II(-) of the community labels.

Theorem 2 Let G ~ G4(C, ¢, 7t) be a graph generated from the n-vertex k-block SupSBM
with parameters C, ¢ 7wt as defined in Section 2.1. Let Ar be the triangle motif adjacency
matriz as defined earlier and Amin(E[AT]) denote the minimum in absolute value non-zero
eigenvalue of the matriz E[Ap]. If assumptions (4.2) and 4.3) hold, then with probability at
least 1 —o(1), the misclustering rate of community detection using the higher-order spectral
clustering method satisfies

128¢%(A; + ALy)

12 (Amin (E[AT])? '

T <

While the above result holds for general SupSBMs, we can evaluate the quantity Amin (E[A7])
under a special case to gain further insight on the result. For the special case, we first define
the generation of the triangle hyperedges in the following manner:

@ Q= O = C,
P(Ti, = 1|C;,C4,C) = {ﬁf ! g

L, otherwise,
n

so that the probability of a triangle hyperedge equals a;/n? if the three vertices involved
are in the same community, and b;/n? if at least one of the vertices is in a different com-
munity than the other two. The dyadic edges are generated according to the following
rule: the probability of an edge is a./n if both the end points belong to the same com-
munity and b./n if they belong to different communities. We further assume that all
communities are of the same size, leading to balanced n-vertex k-block SupSBMs, denoted
by Gs(C,n,k,ae,be,as,b), in which all the £ communities have n/k vertices. We use the
notations =< and < to mean asymptotically of the same order and asymptotically less,
respectively.
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Theorem 3 Let G ~ G4(C,n,k,ac,be,at,bt) be a graph generated from the balanced n-
vertez k-block SupSBM. If assumptions (4.2) and (4.3) hold, then with probability at least 1—
o(1), the misclustering rate of community detection using the higher-order spectral clustering
method satisfies

6
a
at+ -5

)
a—by | (KB2taZtacb—263)(ac—be) )
k2 k2n

Rr S

as n — oo. If we further assume ae < b, and a; < by, then the above simplifies to

6
a
at+ -5

R
at—bt b2((le—be)
( k2 + = kn

Rr

N

4.1.1 EXAMPLES OF CONSISTENT COMMUNITY DETECTION

Now we consider a few example growth rates to understand what conditions in the upper
bound lead to consistent community detection. Note in the balanced n-vertex k-block
SupSBM, the number of triangles is O(na;) while the number of edges is O(na.). Since
in real networks often the number of edges and the number of triangles are of the same
order (Bollobds et al., 2011), it is natural to assume the asymptotic setup that a; < a..
Let us assume a; = mD, by = s¢D, ae = meD, b, = s.D for constants my, S, me, Se, and
D is a function of n. We consider three scenarios with D being O((logn)8), O(n'/4), and
O(n?/5=¢). Then, ignoring the constants the above result becomes

DG

Br < D+W
T S D2 D6
Pz kZn?2

In each of the three scenarios, the numerator is O(D) and the denominator is greater than

O(lk)—f). In the first scenario, we have, Ry < ﬁ,

is possible as long as k = O(logn)2. In the second scenario, Ry < nlf—jél, and consistent

and consistent community detection

community detection is possible as long as k = O(n!'/1%). Finally, in the third growth

scenario, Ry < n’;—is, and consistent community detection is possible as long as k = O(nl/ 10y,
We consider another scenario where a. = b, and therefore the community structure in

SupSBM is expressed purely through the triadic graph. In this case the upper bound in

Theorem 3 boils down to .

a+ o5

<t n?

Consistent community detection is still possible in this scenario with the same set of con-

ditions on the growth rate of k£ as in the previous paragraph.

4.2 Uniform and non-uniform hypergraph SBMs

In what follows, we analyze the performance of the higher-order spectral clustering under
the uniform and non-uniform hypergraph SBMs (Ghoshdastidar and Dukkipati, 2017; Chien
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et al., 2018; Ahn et al., 2018). The balanced n-vertex k-block 3-uniform hypergraph SBM
G¢(C,n,k,as,by) is defined in the following way. All the k communities have an equal
number of vertices s = n/k, and the probability of forming a triangle hyperedge equals
at/n? if all three vertices belong to the same community, while the probability of forming a
triangle hyperedge equals b; /n? if one of the vertices belongs to a different community than
the other two.

Non-uniform hypergraphs involve hyperedges connecting varying number of vertices.
We consider a model for non-uniform hypergraphs with two types of hyperedges: edges and
triangles. As mentioned earlier, the supSBM is a model for graphs and is distinct from such
non-uniform hypergraph SBMs. The observations are labeled as two-way and three-way
interactions between entities in the later case. Hence, in non-unifrom hypergraph, we have
a way to differentiate between an edge and a triangle hyperedge. The n-vertex k-block
balanced non-uniform hypergraph SBM Gy (C,n, k, ae, be, at, by) is defined in the same way
as a SupSBM, except that we do not replace the generated triangle hyperedges with three
ordinary edges and we do not collapse multiedges.

If we assume a hypergraph is generated from a uniform hypergraph SBM on triangle
hyperedges, then spectral clustering of the motif adjacency matrix is equivalent to spectral
clustering based on Ap2 only. Let C(T*) be the matrix of eigenvectors corresponding to
the k largest absolute eigenvalues of the matrix Az2. Then, using the bound for Ap2 in
Lemma 1, we arrive at the following result.

Corollary 1 Let Gy be a triangle hypergraph generated from the k-block uniform triangle
hypergraph SBM with parameters C,n,k,as,bs. Then, with probability at least 1 — n™¢,
the misclustering rate of the community assignments Rpe obtained using the higher-order
spectral clustering algorithm applied to the triangle motif adjacency matrix equals

Rys < cl|Ap2 — E[Ap]|

’ k4CLt
~ 12 (Amin (E[A72]))

2
2 Sj )
2 (at _ bt)Q

The above corollary has important implication for non-uniform hypergraph SBMs. As-
sume that we are given a non-uniform hypergraph generated from the n-vertex k-block
balanced non-uniform hypergraph SBM Gg(C,n,k, ac, be, at, b;). The question of interest
is: Given ae, be, ag, by, with a. =< b, and a; < by, should one use the edge-based adjacency
matrix, the triangle-based adjacency matrix, or a combination thereof? Let

—p
at—bt:mae(s e =be, (4.5)

so that asymptotically, the probabilities a./n and b./n are nd times the probabilities a;/n?
and b;/n?, while the difference between the probabilities (a. — be)/n is né/m times that
of the difference (a; — bs)/n?. Clearly, & captures the asymptotic difference between the
densities of triangle hyperedges and dyadic edges, while m captures the difference in the
“communal” qualities between these two types of hyperedges. Note that the notation for
asymptotic equivalence ignores all constants.

Remark 1 Let G ~ Gy (C,k, ae,be,ar,by) be a graph generated from the non-uniform hy-
pergraph SBM. Assume the relationships between the probabilities ae, be, ar, by are as in (4.5).
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Then, spectral clustering based on a triangle adjacency matrix has a lower error rate than
2

spectral clustering based on an edge adjacency matriz if % <1, and a higher error rate if

k%5 ~ 1

m2 ~

The above results also allow us to bound the error rate of spectral clustering of a weighted
motif adjacency matrix under the non-uniform hypergraph SBM. Let Ay = Ag2 + wAqpe
be the weighted sum of adjacency matrices of edges and triangle hyperedges with known
relative weight w > 0. Clearly, E[Aw]| = E[Ag2] + wE[A72] and the smallest non-zero
eigenvalue of E(Aw) is Amin(E[Aw]) = +{(ac — be) + %(a; — by)}. Then, with probability
at least 1 — o(1) we have

| Aw — E[Aw]lz < | Apz — ElA]llz + w|[ A — ElAr]lls S VA + w /A,
and the error rate is upper bounded according to

K (Vae +wy/a)?
BW S e~ b0) + 2(ar— b))

When the asymptotic relationships of (4.5) hold, we can further simplify this expression to

O+ 75" a

W T Y2 (g, — b)?

(4.6)

While Remark 1 suggests that depending upon the values of § and m, either the edge-
based or triangle-based adjacency matrix has a lower error rate, in practice it might be
beneficial for numerical stability to use a weighted average of both of them. The result in
(4.6) provides a bound for any weighted sum of these two hyperedge adjacency matrices.

5. Estimation of model parameters and model fit

In this section, we discuss an estimation method for the parameters of the SupSBM once the
community assignments have been obtained. We also present two strategies for model as-
sessment and comparison, one through parametric bootstrap and the other through network
cross-validation.

5.1 Estimating the model parameters

Once we have obtained the community assignments, the parameters can be estimated using
an approximate generalized method of moments approach similar to Chandrasekhar and
Jackson (2014). We work with the following set of (k% + k3) sample moments

S;q = Z (AE)ij7 S]éql = Z \I’ijk-

Cip=1,Cjq=1 Cip=1,Cjq=1,Cr1=1

Let S¢ and S denote the vectors of the sample moments defined above. Next we need
to write down the corresponding population moments, i.e., E[S¢] and E[S?], under the
SupSBM. However, in the general k-block supSBM, it is quite difficult to exactly compute
the population moments. This is because the incidental triangles on a vertex triple can be
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generated by triangles involving vertices that are in communities different from the original
three vertices, making it difficult to enumerate probabilities of such triangles. Therefore to
make an approximation, we first define the following quantities.

e e t t
7€ — Zp,q "pgTpq a2t — Zp,q,l Mgt Tpql

G G

where ng, and n;ql denote the total number of possible edges and the total number of

possible triangles between communities p and ¢. Then we approximate the k% edge-based
population moments as follows:

E[St) =nt, +1—(1—7")n=2),

and the k3 triangle-based population moments as follows:

E[Sh =mha + (7 + (1 —nby) <<n ; 3) (7)? + <n ; 3> (7?7 + <n I 3) ﬁt(ﬁe)2> .

Next, we estimate the parameters by minimizing the following constrained optimization
problem:

[, 7] = argmin  {(S° — E[S])T(5° — E[S]) + (S* — E[S'])"(S" — E[S'])}.

0<me<1, 0<nt<1

5.2 Model fit through parametric bootstrap

We formulate the following parametric bootstrap scheme to assess model fit and compare
it with other random graph models. We repeatedly sample networks from the fitted models
and form bootstrap distributions of key network properties. The network properties we
consider are the average path length (L), the clustering coefficient or transitivity (C), the
maximized modularity score (M), and the distribution of vertex degrees (Newman, 2018;
Bullmore and Sporns, 2009). The average path length is defined as the average of the
shortest paths between pairs of vertices in the whole network. A short average path length
indicates that a vertex in the network can be reached from another vertex in relatively
few hops. The clustering coefficient or transitivity is defined as three times the ratio of
the number of triangles (i.e., closed triples) with the number of connected triples in the
network. The modularity score for a given community assignment is a quality function that
measures the difference between the observed number of intra-community edges and what
would be expected from a null model with the same degree distribution. The maximum of
this modularity score indicates how modular or partitioned into communities a network is
for an optimal (in the sense of maximizing this modularity score) community assignment
(Girvan and Newman, 2002). Many real networks are known to exhibit a small average
path length and yet a high clustering coefficient, a property known as the “small-world”
property Watts and Strogatz (1998). In each case, the fit of a model to a dataset is assessed
by comparing the observed value of the property with that of a bootstrap distribution of
the property formed through repeatedly sampling networks from the fitted models. If the
observed value of the property is within the histogram of the property in sampled graphs,
then we determine the model to be able to generate graphs with that property well. We
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use this procedure to assess the fit of SupSBM in comparison to the ER, the SBM, and the
SupER models. For the SBM and the SupSBM models, we use the ordinary edge-based
spectral clustering method to estimate the communities for a fairer comparison. We use
the constrained optimization approach described in the previous section to estimate the
parameters of the SupER and the SupSBM models.

5.3 Model selection through network cross-validation

We also develop a model validation and selection strategy between the two low-rank models,
the SBM and the SupSBM, using the recently proposed network cross-validation through
edge sampling method (Li et al., 2020b). While we can easily obtain in-sample model
fit using various metrics on the whole network data, obtaining an estimate of the test or
generalization error is a more challenging problem for any metric. The s-fold network cross-
validation approach of Li et al. (2020b) randomly splits the pairs of vertices in the network
into s groups. The training data is formed with s — 1 sets, and the remaining set is used
as test data. A matrix completion method is used to complete the unobserved entries and
form a full adjacency matrix. It was shown in Li et al. (2020b) that this approach is valid
as long as a low-rank assumption on the probability matrix can be made. This assumption
is valid for the SBM and the SupSBM that we compare. One additional issue is that the
method Li et al. (2020b) used for matrix completion yields an estimated adjacency matrix
with continuous values. Since our models require the actual binary graph and cannot be
fitted on a matrix with continuous values, we obtained a binary graph by thresholding the
elements of the estimated adjacency matrix at a threshold. The thresholding operation is
such that if an element of the adjacency matrix is above the threshold, then we replace the
element with 1, and we replace it with 0 otherwise. The threshold we chose is the average
value of the elements of the estimated adjacency matriz for the subset of pairs of vertices
that have a link in the original graph. The metric we use for model comparison is the
average squared error in predicting the existence of an edge and the number of triangles
between a pair of vertices. We could have also used the area under the ROC curve (AUC)
for the comparison in terms of edge existence, but it cannot be used for comparison in terms
of the number of triangles. While AUC can be used as an accuracy metric for predicting
the existence of a triangle in vertex triples, the network cross-validation method splits a
network into training and test datasets on the basis of pairs of vertices, and not triples
of vertices, making it difficult to adopt the metric for out of sample accuracy. Therefore,
We use the average squared error metric in both the edge and triangle prediction cases to
remain consistent. Further the paper Li et al. (2020b), where the method was proposed,
also recommended the use of the mean squared error as metric. We estimate the two models
using the training data and predict the expected values of observing an edge and the number
of triangles between a pair of vertices.

Finally, we also propose to choose the number of communities K in the SupSBM using
a modification of the cross-validation method described above from Li et al. (2020b).
The problem of estimating the number of communities in general SBMs has been studied
extensively in the literature (Bickel and Sarkar, 2016; Chen and Lei, 2018; Cerqueira and
Leonardi, 2020; Yan et al., 2018; Le and Levina, 2022; Li et al., 2020b). Both the methods
in Chen and Lei (2018) and Li et al. (2020b) are based on cross-validation techniques. We
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choose the method in Li et al. (2020b) for estimating K in our model setting since it is easy
to implement and naturally fits with our method of selecting between SBMs and SupSBMs.
The method was shown to be consistent for selecting the number of communities in networks
generated from SBMs (Li et al., 2020b). We fit the SupSBM for a set of candidate K values
and compute the cross-validation error via the mean squared error in predicting the number
of edges and triangles. We choose K as the value that minimizes the cross-validation error.

6. Real Data analysis

This section analyzes four well-known and widely-studied network datasets using the model
developed here. We study the fit of the SupSBM to these datasets and compare with three
other random graph models: the ER, the SBM, and the SupER, through the parametric
bootstrap technique outlined in Section 5. We also use the cross-validation approach to
select a model among the two competing models.

6.1 Model fit on data from diverse domains

The four datasets we analyze come from disparate application areas and are described below:
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Figure 4: The observed degree distribution in karate club network along with histograms
of degrees in simulated networks from various models fitted to the network.

Friendship network: karate club data. The karate club data (Zachary, 1977) is a
frequently used benchmark dataset for network community detection (Newman and Girvan,
2004; Bickel and Chen, 2009; Jin, 2015). The network describes friendship patterns of 34
members of a karate club.

Animal social network: dolphin data. This dataset describes an undirected social
network involving 62 dolphins in Doubtful Sound, New Zealand, curated by Lusseau et al.
(2003). Over the course of the study, the group split into two due to departure of a “well
connected” dolphin.

Biological network: neuronal network of C. Elegans. This dataset contains the
entire connectome or “wiring diagram” of the nervous system of a small nematode called
Caenorhabditis Elegans (Chen et al., 2006; White et al., 1986; Sohn et al., 2011; Vershynin,
2010). The vertices of the network are the neurons and the edges are synaptic connections
among the neurons. We convert the network into an undirected network by assigning an
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Figure 5: Model fit in karate club data: densities of the various metrics in graphs generated
from the fitted models, namely, (a) Average path length, (b) Clustering coefficient, (c)
Modularity score. The vertical line represents the observed value of the property in the
graph.

edge between two vertices if there is an edge between them in either direction. The resulting
network contains 297 nodes and 2151 connections.

Web hyperlink network: political blogs data. The political blogs dataset (Adamic
and Glance, 2005), collected during the 2004 US presidential election, comprise 1490 political
blogs with hyperlinks between them, giving rise to directed edges. This benchmark dataset
has been analyzed by a number of authors (Karrer and Newman, 2011; Amini et al., 2013;
Qin and Rohe, 2013; Joseph and Yu, 2016; Jin, 2015; Gao et al., 2017; Paul and Chen, 2016)
in order to test community detection algorithms. Following previous approaches, we first
convert directed edges into undirected edges using the same method described above for C.
Elegans data, and consider the largest connected component of the resultant graph, which
contains 1222 vertices.

In the karate club dataset, all models do equally well in correctly predicting the skewed
degree distribution, with SupER also correctly predicting a heavier tail stretching beyond
15. (Figure 4). All models predict the average path length adequately. In terms of cluster-
ing coefficients, the ER and SBM generate graphs with lower clustering coefficients, while
SupSBM and SupER generate graphs with comparable or higher clustering coefficients.
Comparing the densities of the clustering coefficient for graphs generated from various
models, the SupSBM appears most appropriate. Finally, in terms of modularity, both ER
and SupER models generate graphs with significantly lower modularity than observed, while
the SBM and the SupSBM appear to be matching the observed data (Figure 5). The be-
haviors in terms of the clustering coefficient and modularity are along expected lines since
the superimposed models can generate networks with a higher number of triangles, while
the models with community structure can generate networks with higher modularity scores.

Next, we investigate the ability of the models to fit the dolphin data in terms of the
average path length, clustering coefficient, and modularity in Figure 6. An additional figure
containing the degree distributions can be found in the Appendix. Only the SupSBM with
k = 3 is able to produce graphs with clustering coefficients comparable to the observed
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Figure 6: Model fit in dolphin social network data: densities of the various metrics in
graphs generated from the fitted models, namely, (a) Average path length, (b) Clustering
coefficient, (c) Modularity score. The vertical line represents the observed value of the
property in the graph. The first row presents results with £ = 2 and the second row with
k = 3 for SBM and SupSBM.

clustering coefficient. The clustering coefficients of graphs from the SupER model are gen-
erally closer (even though still lower) to the observed clustering coefficient compared to
those from ER and SBM. This observation validates the fact that SupER and SupSBM can
account for local motif structures and local clustering better due to the superimposition
process. The observed modularity value is predicted very well by the SupSBM with k& = 2,
while the SupSBM with k& = 3 predicts slightly lower than the observed value. The SupER
model produces graphs with modularities that are lower than the observed modularity, as
would be expected due to not modeling the community structure. Overall we notice that the
SupSBM fits the clustering coefficient and modularity better than other models. We further
note that the SupSBM is able to do so without increasing the average path length signifi-
cantly, which is important for the widely observed network small-world property described
earlier.

For the C. Elegans neuronal network in Figure 7, we note that SupSBM generates graphs
with modularity comparable to observed modularity. The SupSBM also generates graphs
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Figure 8: Model fit in political blogs data: densities of the various metrics in graphs gen-
erated from the fitted models, namely, (a) Average path length, (b) Clustering coefficient,
(¢) Modularity score. The vertical line represents the observed value of the property in the
graph. The SBM and SupSBM are fitted with & = 2.

with both clustering coefficient and average path length closer to the observed values than
the SBM. This once again shows the SupSBM is able to model small-world property in
networks very well. An additional figure containing the degree distributions can be found
in the Appendix.

The political blogs data is perhaps the most challenging dataset for all four models. This
is because it is known to have highly skewed and heterogeneous degree distribution that
none of the competing models can fit well. We notice this in the degree distribution plots
given in the Appendix. We note in Figure 8 that while none of the models fit clustering
coefficient well, the SupSBM generates networks with modularity very close to the observed
modularity. The SupSBM is also close to a good fit in terms of average path length.
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6.1.1 CROSS-VALIDATION

For each of our datasets, we compare the SBM and SupSBM with a 10-fold cross-validation
error. We compute the error with the average of the squared error in predicting the existence
of edges and the number of triangles between pairs of vertices. For the purpose of the
comparison, we set the number of communities K = 2 for both SBM and SupSBM. The
results are presented in Table 1. Overall from the table it appears that both SBM and
SupSBM are reasonably close in the edge prediction task, but SBM consistently fails in
the task of predicting triangles. In particular, while for the task of edge prediction, the
error from SupSBM is within 10% to 20% of the error from SBM, for the task of triangle
prediction, the error from SBM is often 300% to 2000% higher than the error from SupSBM.

Table 1: 10-fold cross validation mean squared error in predicting existence of edge and
number of triangles between an unobserved vertex pair for SBM and SupSBM using low
rank network CV method of Li et al. (2020Db).

Model Karate club Dolphin C. Elegans Political blogs

Edge
SBM 0.1400  0.1490 0.1163 0.0690
SupSBM 0.1545 0.1715 0.1463 0.0773
Triangle
SBM 0.9463 1.8591 46.8680 129.8989
SupSBM 0.7377  0.4642 1.8014 14.6117

6.1.2 CHOOSING THE NUMBER OF COMMUNITIES

Next, we show how one can choose the number of communities K by using the previously
described cross-validation method on real datasets. In Figure 9 we plot the cross-validation
error for the edge and triangle prediction metrics for different values of K in the karate
club, dolphin and C. Elegans datasets. We note that our metrics have the smallest cross-
validation error for K = 3 (karate club), K = 2 (dolphin) and K = 2 (C. Elegans).

6.1.3 PERFORMANCE OF VARIOUS SPECTRAL CLUSTERING ALGORITHMS

We test the effectiveness of spectral clustering using a weighted sum of adjacency and
Laplacian matrices for higher-order structures on three benchmark network datasets. In
particular, we choose to work with a uniformly weighted edge-triangle adjacency matrix,
Aw = Agp+Ar, where Ag and A7 are the observed edge and triangle adjacency matrices de-
fined earlier. The normalized Laplacian matrix is obtained as L,, = D;l/ 2AWD;VI/ 2, where
Dy is a diagonal matrix such that (Dw )i = >_;(Aw)i;. We compare the performance of
various known forms of spectral clustering methods based on edge-based matrices, namely
those using adjacency matrices (spA), normalized Laplacian matrices (spL), and regularized
normalized Laplacian matrices (rspL) (Sarkar and Bickel, 2015; Chin et al., 2015; Qin and
Rohe, 2013) with their weighted higher-order structure counterparts, hospA, hospL and
horspL, respectively. In all six instances of the spectral clustering, the eigenvectors are row-
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Figure 9: Selecting the number of communities K: cross-validation of edge and triangle
errors for different values of K for three datasets. Based on these results, we selected K = 3
for karate club data, K = 2 for the dolphin data and K = 2 for the C. Elegans data.

normalized before applying the k-means algorithm. Table 2 summarizes the performance
of the methods with respect to known community structures on three of network datasets
described earlier.

Table 2: The number of misclustered vertices for various spectral community detection algo-
rithms that use different forms of weighted higher-order matrices. Performance is evaluated
based on a known ground truth model.

Dataset spA  hospA spL hospL rspL horspL
Political blogs 63 71 588 59 64 64
Karate club 0 0 1 0 0 0
Dolphin 2 2 2 1 2 1

In the political blogs data, we note the hospA and horspL are competitive with the cor-
responding edge based methods spA and rspL, respectively. However, for spectral clustering
based on the normalized Laplacian matrix, the edge-based method spL completely fails to
detect the community structure due to well-documented reasons described in Qin and Rohe
(2013), Jin (2015), Joseph and Yu (2016), and Gao et al. (2017). On the other hand, hospL
succeeds in splitting the graph into two communities with only 59 misclustered vertices. In
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the karate club dataset, the method spL misclusters one vertex, while all other methods
manage to recover the communities in an error-free manner. In the dolphin dataset, only
hospL: and horspL: miscluster one dolphin, while all the remaining methods miscluster two
dolphins.

7. Conclusion and future directions

We proposed and analyzed a superimposed stochastic block model, which is a random
graph model that produces networks with properties similar to that observed in real net-
works. In particular, it can generate sparse networks with short average path lengths, high
clustering coefficient, and community structure. Therefore the model produces graphs with
the small-world property. To produce the strong clustering property, the model allows for
dependencies among the edges yet remains mathematically suitable for the analysis of al-
gorithms. We have extensively tested the fit of the model and compared it to a number
of existing random graph models on four datasets from diverse application domains. The
model performs better than ER and SBM with respect to several metrics for most of the
datasets. However, further extensive simulation and testing on real data is needed to com-
pare the utility of the model when compared to other more sophisticated and potentially
harder-to-analyze models for network data, including specialized preferential attachment
and latent space models. Our model should be viewed as a step towards creating a more
realistic network model while maintaining the relative ease of theoretical analysis of edge
random graph models. While not pursued here, a degree correction to the model, similar
to that of degree-corrected SBM, may be expected to produce more realistic networks with
highly heterogeneous degree distribution and hub nodes, while retaining the aforementioned
properties. We hope to extend the model in this direction in our future work.

We have also analyzed the performance of the higher-order spectral clustering algorithm
under the proposed SupSBM. This analysis showed that the method is consistent for esti-
mating the community structure in a graph generated from the SupSBM. The consistency
property continues to hold even when the community structure is expressed only through
the triadic component of the model and not through the dyadic component.
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Appendix
Proor or LEMMA 1

Proof We follow and extend the arguments in the proof of a similar result for standard
adjacency matrices in Lei and Rinaldo (2015); Gao et al. (2017), and Chin et al. (2015) to
the case of triangle-motif adjacency matrices. The arguments in all of the above mentioned
papers rely on the use of e—nets on random regular graphs (Friedman et al., 1989; Feige
and Ofek, 2005).

Let S denote the unit sphere in the n dimensional Euclidean space. An e—net of the
sphere is defined as follows:

N={z=(z1,...,2n) € S: Vi, ex/nz; € Z},

where Z denotes the set of integers. Hence, N is a set of grid points of size ﬁ spanning

all directions within the unit sphere. For our analysis we only use ¢ = 1/2—nets of spheres
and henceforth use N to denote such nets.

Next, we recall Lemma 2.1 of Lei and Rinaldo (2015) which established that for any
W € R™ " one has [|[W]|l2 < 4sup, ,ep |zTWy|. Hence, a constant-approximation upper
bound for || Ap2 — E[A2]||2 may be found by optimizing |27 (A2 — E[Az2])y| over all possible
pairs (z,y) € N. In addition, note that

o (Age — E[Ap2))y = wiy; (A2 — B[Age))ij = > > @iy (Tyk — E[Tip)).  (T.1)
i,J i,j k#i,j
We now divide the pairs (x;,y;) into two sets, the set of light pairs L and the set of heavy
pairs H, according to

L={(i,j) : ziy;| <

\/At}
n )

VA }
n )

where A\; is as defined in the statement of the theorem.

We bound the term z” (A2 — E[Ag2])y separately for the light and heavy pairs, as
summarized in the following two lemmas.

H = {(i,j) : [wiy;| >

Lemma 6 (Light pairs) For some constant r1 > 0, there exists a constant ca(r1) > 0, such
that with probability at least 1 — exp(—rin),

sup | Y > iy (T — BlTil)| < ca(r2) VA

zyel (i,5)el k

Whenever clear from the context, we suppress the dependence of the constants on other
terms (e.g., ca(r2) = c2.)
To obtain a similar bound for heavy pairs, we first note that

sup | Z ley]wmﬂ < Sup | Z szy]azjk|+ Sup | Z Z$1y]p13k| 72)

Y€l (e k (i,j)eH k (i.)eH k
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The second term can be easily bounded as follows:

SO wypil < 0 D th pwk— Zmax Pijk Zx nAit

(i.j)eH k (G.))eH k |23y

How to bound the first term is described in the next Lemma 7.

Lemma 7 For some constant ro > 0, there exists a constant cz(r2) > 0 such that with
probability at least 1 —n~"2, Z(i,j)eH Yok ZiyiTije < cav/ A

Combining the results for the light and heavy pairs, we find that with probability at

least 1 —n™",

|Ar2 — E[A72]||2 < 4 supT\:UT(ATz — E[Ar])y| < aivV Ay
x,ye

This completes the proof of Lemma 1. |

PrRoOOF OF LEMMA 2

Proof The proof of this result and those of Lemmas 3, 4 and 5 will repeatedly use Theorem
9 of Warnke (2017), which has been reproduced in Proposition 1.

We define the key quantities needed to apply this proposition. Let I; = {Ef’]k =
EijEjxEx, (j,k) = {1,...,n}?, (j,k) # i}, denote the collection of indicator random
variables for the presence of triangles of type E* attached to vertex i. We have an upper
bound on the expectation of the sum of these indicator variables as follows:

ZEljk Z Z Ezk < n (pr%ax>3 < AE3'

Clearly, two indicator variables in the set I; are independent if they do not share any edge
indicator random variable. Following the notation of the proposition, we have EE’J ~ EU, k
for all j" # (i, k), since Ef’jk and E?’,k share an edge indicator random variable F;;, while
Efjk ~ Efjk, for all k' # (i, j), since E} +i and Ezy  share an edge indicator random variable

E;;. We will show that

3
(iRl > Efi g wy (7.3)
’ ( .]/ k )€I747( ’]7k‘)N(l’]/7kl)

i.e., the number of indicators of type E® that are realized (i.e., E?j/k,, = 1) and dependent
on Efjk, is bounded when a “good event” occurs with high probability.
Now we define the “good event” I':

I' = {For a vertex pair (i, j), there are at most C' = 47,y vertices k'

such that the vertex pairs (i, k') and (j, k') are connected by edges from G},
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where Tmax = max{n(p,.)? logn} as defined before. Therefore, for any E%-k, the good

event I' restricts the number of indicators of type E® in the set I;, which are 1 and are

dependent on Ef’jk, to 2C' as follows. Under the good event I', we have

(gh)er ) Elyp = By + ) By <20 = 8Tmax.
PPEIEN Gt W€ L g )~ ) K I

For t = 8Aps, u = Apgs, Proposition 1 implies

8A 3

64A2 8A 3 _167'777.(11
P E3. > 9A;3) < mi — E° 1 E
(Y. Ejx>9Ap) < min { exp ( 167max (A s + 82 s /3)) ’ ( HETN"

T’J’kelz
12A
=min< exp | — B2 ) | 5 Aps/2mmax
11 Tmax

where the last inequality is a consequence of the following argument. If Ty = n(p%.a)?,

then TA—ES > npt . > logn by assumption on pf .., and if Tyhax = logn, then TAH%:’ > logn

max

by definition of Ags.
Next, from Bernstein inequality and union bound we have,

P(TY) < n%P(7ij > 4Traz)

< HQP( Z (EirEjr — piD5i) > 3Tmar>

k#i,j
972
< n? exp ( _ max - )
2% 1 PP (1 = P§p5y) + 5Tmax
2
< TL2 exp ( _ 9Tmax >
2Tmax + 2Tmax

< n2 ex — 27’
= p 4 max

1
< exp ( — 4logn>

=N s

N

where the last inequality holds since Tmax > logn by definition.
Then using union bound over all n vertices results in a bound for max; > ;(Apgs);; with
high probability as follows,

L

P(maXZ(AE?’)ij > 9Aps) < nnT T 4 P(I%) <n~1 4+n71.
J

=

This completes the proof of the theorem. |
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Proor or LEMMA 3

Proof Recall the definition of the triangle indicator random variable TZ?; X
yk = 1 Z Tz]kl > 0 Z jkko > 0 Z Tzklcg > 0 (7.4)
k1#£k ka#i ks#j
For any vertex i, define the degree of ¢ in matrix Aps according to
(@rs)i =2, > T
J74 k(i)

The expectation of the degree may be bounded as

E(drs)i] = ZZ Zngk1>0 Z ikks > 0)1 ZTzkk3>0

G k#£(i,j)  ki#k ka#i k3#j
<ZZP > Tk > 0P(Y_ Tjgry > 0)P() Tipky > 0)
< Z Z MWPrax)

ik

<P (phay)?

< Ags,
where the second inequality follows since

P(> " Tijky > 0) < P(Up, i Tijty = 1}) < Upy ik P{Tijhy = 13) < 0.
k1

Let I; = {(T%)ijk,7 = {1,...,n},k = {1,...,n}} denote the set of all triangle indicator
random variables incident to vertex ¢ and generated incidentally by three other triangle
indicator random variables in G; according to definition (7.4). Consequently, in the set
I;, two indicators (T%);;; and (T®);j are dependent if and only if one of the triangle
indicators from G; responsible for the ik or ij “sides” of (T3)ijk, i.e, the sets {Tikk,, k3 # j}
or {Tijkl, ki1 # k} includes j' or k' as a vertex and is consequently part of the indicator
(T3)ij1 (see Figure 3(b)). We refer to an event corresponding to the above described
scenario as T'C. Note that this event also accounts for the dependence between T ik and

Z]k by letting &’ = k and between T Y and T x by letting j/ = j. As in Proposmon 1,
we use the notation (i,7,k) ~ (4, ', k") to mean the random variable indexed by (i, j, k) is
dependent on that indexed by (i, ', k).

We will show that

3
( IJDIS}E{I Z T(i,jlvk,)’ (75)
7 (4.3" k") €L, (3,5,k)~(1,5' k')

i.e., the number of incidentally generated triangle indicators that are realized (i.e., T T =
1) and dependent on Tijk, is bounded, provided that certain “good events” occur w1th
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high probability. Note any indicator variable If;,k,, which is dependent on Tgk, can be
equivalently written as the following indicator:

(TG, 5, %) ~ (1,5 K} = Tigrs 1O Ty > 0)1( Y Topaon > 0)

ki k' 45!
-+ E]’k‘l Z T’k’k” > 0 Z Tk’k’” > 0
k" £i k" £j

Further, define
‘/ij/k/ = 1(2 T_’j/k/k” > O)l(z Tik’k’” > 0)
k' #4 L

Consequently, the inner sum in (7.5) can be written as

Z z]’k’ QZE]J‘/’L]%/_2ZE]]ZV;]’W

(6,57 k") €L, (4,5,k)~(i,5" k') J'K

Next, we define a “good event” as I' = I'y NIy, where I'; and I's are two events that for
any 1, j, k may be described as follows:

I'y = {For a vertex pair (i, ), there are at most 5Vyax vertices k'
such that the edges ik’ and jk' are introduced by triangles from G},
I’y = {The number of triangles in G; sharing an edge ij is at most 3Wax },

where Vipax = max{n?®(pl ..)?, (logn)?} and Wiax = max{np’ .., logn}.

Hence, the event I's essentially asserts that there are at most 3Wi.x choices for the
value of 7. For any choice of j/, the event I'y asserts that there are V., choices for a k’.
Consequently, under the “good event” I' the above sum is upper bounded by 6Viax Winax-

Recall that the event T'C' describes the only setting for which two random variables in
the set I; are dependent on each other. Therefore in the notation of Proposition 1, we have
J = I; under the good event I". Then

3 3
e, > Tk < 30VinaxWinax, B[ 3 Tj ) < Ao,
7 ’ (i7j/7k/)61i7 (ivjvk/l)w(i?jl?kl) (Z7J7k)611

Consequently, max; Y, ; T5 = (dps);. Applying Proposition 1 for ¢ = 24A7s leads to

P( Y TP,k > 2507s)
(i7jvk)eli
A

3
576A2, WA s\ ~ 50Vimae Vo
< mj _ T 1 T
—mm{eXp< 60Vmameax(ATs+24AT3/3)>’ ( * 2AT3> }

. 576AT3 —A
e - - , 13 T3 /60Vmameax
o { o ( 540 Vi Wana >
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The last inequality may be established through the following argument. If Wy, =
npt .., then npt > logn, which implies

logn

>2 = n(logn)?.

) = (2

Then, Vinax = n3(pl,.x)?, and consequently

- 4
A max{n, W} > .
n (pmax)

On the other hand, if Wy,ax = logn, then np! .. < logn. Now, either Vi = (logn)?, in
which case Winax Vinax = (log n)? and —6;:; > logn. Or, Vipax = n3(pl .. )?, and consequently
VinaxWmax = n3 (pfnax)2 log n. Then

A 2.t 1 4
T3 — max { n pmax7 - (tog 7'L2) } > lOg n,
Vinax Winax log n n (pmax) IOg n

since n?pt . > (logn)? by assumption.
Next, we need to show that the probability of the “bad event” (i.e., complement of the
good event) is exponentially small. For that, we note

P(I%) = P(I{ UTY) < P(I]) + P(IY).

The last term P(Fg) can be easily bounded using Bernstein’s inequality as follows. Let
Wij = > 1 Tiji- Then Wi; counts the number of triangles in G; sharing an edge ij. The
event I's asserts that the number of triangles in Gy sharing an edge is at most 3Wpax =
3max{np’ .., logn}. From Bernstein’s inequality and the union bound we consequently
have

P(Fg) < nzp(wij > 3Wmam)

9W2
< n2 exp ( _ max )
Zkafjk(l - p;?jk;) + ngax

2
< n2 exp <_ 9Wmax )
2Whax + 2Wax

We now turn our attention to the event I'y, which is a bound on ), Vi, with ¢ and
J' being fixed. Looking at the definition, the sum ), Vj;4 includes dependent random
variables; two random variables in the sum, say V;;s and V;;», are dependent if and only
if their expressions contain a common indicator Tjgg» from Gy (i.e., has both ik’ and ik”
as tuples, see Figure 10(a)). First, we define I;; to be the collection of all Vj;, with fixed
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Figure 10: Second-order dependencies that need to be taken into account in the concentra-
tion inequalities for “good events”: (a) I'y for T2, (b) I'y for T2E, (c) I's for T?E, and (d)
I's for TE?.

i and j'. In the notation of Proposition 1, this I;; is our set J. To apply Proposition 1 to
> i Vi, we first observe that one may upper bound the relevant expectation as

E[Z 1(2 T > 0)1( Z T > 0)] < n'(npfnax)Q < Vinax
k/ k//#i k///#j/

Since an indicator Vg in the sum is 1 if we have a k” such that Tjp = 1. The number
of triangles in G; with k" as a side can be bounded by referring to the event I's. Therefore,

under the good event I's, the sum over k” is upper bounded by 3Wyax:

o > Vijir < 3Winax
T (i K E L (i, K )~ (i K

Then, with ¢ = 4Vax and u = Vihax, we have

P< Z V;j/k’ Z 5Vmax>

(i,4'K" )€l
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_ AVmax

<mi 16Vn2lax 14 4Viax 6Wmax
min X —
= P T Wi (Vinax + WV /3) ) W

=min { exp <—42M;nax > .3 e }
max

logn
n

and consequently, n’p! . > nlogn. Then % > n2pl . > logn. If Wiax = logn, then

The last inequality holds due to the following argument. If Wyax = npt ., then pl .. >

% > log n, since Vipax > (logn)?.

max

Now, since there are at most n choices for j/, for any 4, the union bound leads to

1

P(TY) <nP(Vijr > 5Vipax) <07 7.

Combining the results we have

1

((ClTs) >2AT3)<n 10 +n" 4—|—n 7.

Invoking the union bound, now over all 7, and noting that the event I' does not depend on

i, we can show that max;(dps); < ¢1Aps with probability at least 1 — n~15 —n~ Tonor
By Equation (4.1), the claimed result holds. [ |

Proor or LEMMA 4

Proof Triangles of type T?E are generated by two triangles from G; and one edge from
G.. Without loss of generality, we may assume that in (7' QE)ijk, the sides ¢j and jk are
generated by triangles from G; and that the side ik is generated by an edge from G.. Then
the corresponding indicator variable for this type of incidental triangle can be written as:

TQE,-jk:1(ZTijkl >0>1(Z ks >0>

k1#k ko#i

Then, we have

E[Z(AWE 1]} = [ZZ T E) Uk’]
<ZZP<ZT11’“1>O> <2Tjkk2>0>P(Eik:1)
k1#k ka#i

< ZZ npmax pmax)
j k

4/t 2
< 1 (Phnax) Phax
S ATQE.
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Let the set I; = {(I?E)ijk, j = {1,...,n}, k = {1,...,n}} denote the set of all
indicator variables for incidentally generated triangles of type T?E that includes the vertex
i. Two random variables in the family may be dependent on two scenarios. One possibility
is that the edge indicator Ey is common between (T2E) k) and (IE)y; for some j'
(see Figure 3(c)). The other possibility is that one of the triangle indicators in the sets
{Tyjky, k1 # k} or {Tjkk,, ko # i} is also involved in creating (T2E);js for some j' and &/
(see Figure 3(d)). We refer to these two types of dependencies as T'Cy and T'Cy, respectively.

We proceed as in the proof of the previous theorem and describe “good events” under
which the sum of random variables that a random variable depends on can be upper bounded
with high probability. For this purpose, we characterize T'C'y and T'Cy using indicator
variables. First, a (T QE)Z-j/k which is dependent on (T?E )iji through T'Cy can be represented
as

. Cc1 . .
{(T2E)ynl(i,5.k) "< (6, 7'k)} = Qjr = 1( > Tijw > 0) 1( > Tykwr > 0>'
K £k K £

With regards to the event TCs, a (T?E);j which is dependent on (T2E);j through
T'C5 can be represented as

L TCy .
(T?E)ijiwe| (6,5, k) "~ (6, 5'K') = Ry = Tz‘jj/1< > Ty > 0) (B =1).
k' £4

At this time, we define the random variable Uy, as follows:

Uijk = 1<2Tjkk’ > 0>1(Eik =1).
kA

Define a “good event” as I' = I'y NI's N I'3, where I'y and I's are defined as before and
I'5 is defined as:

I's = {For a vertex pair (7, j), there are at most 4Up,ax vertices k, such that

the edge ik arises from G. and edge jk arises from a triangle in Gy, i.e., U, = 1},

where Upax = max{n?p’ . pS .., (logn)?}.
Then under I'q,

(z,rjrals)éh Z TC (T2E)ijlk B Z/:Qj/ = OV (76)
(i3’ R)ET, (i) ~" (0,57 k) !
and under I'y and T3,
(X > Ny (T?E)jn, = 2 Z Z R < 30WinaxUnax- (7.7)
(13" k)L (ig k) 20,37 k) 7k
We once again apply Proposition 1 to ) j (Ap2g)i; under the good event I' with J = I;
as follows. The upper bound C may be found from

‘nax Z (TZE)ij’k < 5Vmax + 30WhaxUmax
CIREL ke, (kg b
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< 35 max{n®(plax)?s N2PhaxPiax logn, (logn)®}
— 350,

Then, B[} ;i mer, T*Eijr] < Aqeg, and with ¢ = 27Aqap,
P( > T?Ey,>28App)

(ivjvk)eli
—27A,.9

72947 27TApap\ 7001
=i - =L 14 221E
<min { €xp ( 70C (Ap2p + 27AT2E/3)> ) < + ey
: 729AT2E 29 _27AT2E/7OCI
ST T00ey )0 2

<e 729 lo
X —_— n
S exp 700 g
_ 729
—n 700 s

where the last inequality holds due to the following argument. If C; = n3(p! )2, then

Ag—fE > npf,.. which, by assumption, is greater than logn. If C; = n?pt , p% .. logn, then
A

2
TCQE > %ﬁfﬁx which, by assumption, is greater than logn. Finally, if C; = (logn)3, then

AgifE > logn.

In our previous proofs, we already established upper bounds for P(T'{) and P(T'S). To
complete the proof of the claimed result, we only need to determine an upper bound on
P(TY).

Note the event I's occurs if ), Usji, < Umax for any fixed 4, j. We further note that the
sum Y, Ujj includes dependent random variables. An upper bound on the expectation of

this sum reads as

EQ Uiyr) <ED 10O Tigw > 0)1(Ei = 1)] < n°plbinax < Unax-
k kK

Fix i and j and define I;; to be the collection of all random variables Ui, k = {1,...,n}.
Given ¢ and j are fixed, a random variable in the sum ), U;;p is 1 and also dependent on
the indicator Ujy, if and only if there is a triangle indicator T}y, from Gy generates an edge
for both the incidental triangles characterized by Ujj, and Usjp (see Figure 4(c)). The set
I'> essentially limits the frequency of such observed triangles Tjzss in Gy which has jk as
one of the edges. Under the event I's,

max E Uijrr < 3Whax,
i,j,k)EL;;
GIRIEL (i kYL (i)~ (6.0.07)

and for t = 4Unax,

P(max Z UiijE)UmaX)
(ijk)e[ij
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—4Umax

<mi 16Ur%1ax 14 AU nax \ Wmax
min X —
o ¢ p 6Wmax(Umax + 4Umax/3) ’ 2Umax

48U,
=min { exp <—42Wmax ) ) 3_2Um‘""‘/3Wm"}
max

8
<exp <—7 log n)

Umax

where the last inequality follows since if Wiax = npl ., then nps,. which, by

max

>
assumption, is greater than cologn; and, if Wy = logn, then % > logn. Combining

max

the previous results we obtain

P(max Z(ATQE)ij) > 28Ap2p) < N0 + 0T 4 2077
g .
J

Applying the union bound over all indices i we can bound max;(dp2g); < c1Ap2p with
probability at least 1 — n=". Then, from Equation (3.3) we arrive at the result claimed in
the theorem. |

PrRoOOF OF LEMMA 5

Proof For incidental triangles of type TE?, the generating class consists of one triangle
from G; and two edges from G.. Recall the indicator variable corresponding to TE? is

TEL =1( Y Tijp, > 0) Ejn B
k1#k

Consequently, we have

Bl(drg)i] = B| 3. Y TEE]
7 k
<3S P(X T > 0) P(Ej = 1)P(Ey = 1)
ik

k1 £k
<D P (Piax)?
i k

3.t 2
< 1 Pinax (Pinax)
S ATEQ.

Next, let I; = {(TE?)jk,j = {1,...,n}, k = {1,...,n}}, denote the set of all indica-
tor variables for incidentally generated triangles of type TE? including the vertex i. Let
(TE?);x, be a representative indicator random variable from this set. For another (T'E?); ;4
in I; is dependent on (TEQ)ijk in two ways. First, one of the indicators from G, say E;, in
T Efjk, may also be a side in the incidental triangle characterized by (TEQ)ij/k for some 7’
(see Figure 3(e)). Second, one of the sides ij may have been created by a triangle indicator
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from Gy, with the same triangle indicator being involved in creating the incidental triangle
characterized by (TE?)j4 for some j’ and k" (see Figure 3(f)). We refer to these two types
of dependencies as T'C; and T'Cy, respectively.

With regards to dependencies of type T'C1, define the following random variable:

.. TCY ,. .
{(TE)ijkl (6,5, k) "~ (6,5'k)} = Ky = 1( Z Tyjrwr > 0>EikEij/-
k' 4
Each Kj characterizes an incidentally generated triangle in I; which is dependent on
(TEQ)ijk through dependency of type T'C1, and, therefore the sum of such indicator random
variables is 2, K (Figure 3(e)).
With regards to dependencies of type T'Cs, define the random variable
.o TC
{(TE) iy (0,5, k) "~ (i, §'K")} = Sjno = Tyjyr Ba Bjryo

Each Sjip characterizes an incidentally generated triangle in I; with a dependency of type
TCy with (TE2)Uk Then, the sum of indicator random variables with T'C5 type of depen-
dency with (TE?);j). is given by > 2w Sjwe (Figure 3(f)).

Define a “good event” as I' = PQ N I3 NI'y, where I'y and I'g are defined as before and
we define I'y as follows:

I'y = {Two vertices {i,j} have at most 47a.x common neighbors{k’}},

where Tmax = max{n(p%..)?%, (logn)}.
We will apply Proposition 1 to > j(AT g2)ij under the good event I' and obtain an upper

bound on P(I'“). Under the event I's, it holds that

(mkai)é[ Z (TE2)”,k = QZKJI <2 Z 1( Z Tkj’k” > 0) Ez]’ < 8Unax-
2,7, i .

TC / i 1" y
(i3 k)€, (4,5,k) ~" (1,57 k) / ! K

Furthermore, under the events I'y and I's, we have
(gher 2 (TE )iy =3 D Siw <3 Tiigr D B Byt < 127max Wina:
4,7, i 44 / U /
(izj/7k/)eli7 (ivjvk)TSQ(injl?k/) J b J K
Therefore the upper bound C' needed for the proposition may be found according to
C' = 8Upmax+12Tmax Winax < 20max{n?p’ . p% ., np’ . logn, n(pS,. )*logn, (logn)?} = 20C,.

Then, for t = 9A7 2,

P(max Y (TE?)jx > 10A7p2)
(3,5,k)el;

81A2 9Ap e\ 00
<mi TE? TE
= i { exp < 2002 ATEQ + 9ATE2/3)> (1 - 2ATE2
_ 81A7p2 1 ~987p2/40C2
80C, ’ 2
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§exp(— %logn)

81

=n 80 ,

where the last inequality follows since if C' = n?pl,, p% .., then ATCE2 > npf .y, Which is

e 2
by assumption greater than cylogn; if C = np! . logn, then ATCEZ > (n%g?{) > logn;

and if C = n(p,,)?logn, then ATCEQ > % > logn. Finally, if C = (logn)?, then
% > logn.
We bounded the probability P(T'S) in the proof of Lemma 3 and the probability P(T'§)
in the proof of Lemma 4, while a bound on P(FS) is given in the proof of Lemma 2.
Combining the expressions for all previously evaluated bounds, we obtain

P(max Z(ATEQ)ZJ > 1OATE2) < niﬁ + 2717% + nil.
? .
J

Taking the union bound over all i, we can show that max;(drg2); < c1Arg2 holds with
probability at least 1 — n~¢". The claimed result then follows from Equation (3.3). [ ]

ProoOF OoOF THEOREM 1

Proof We start by noting that combining the results of Lemmas 1 through 5 we have,
|[Ar — E[A7][]2 < [|A72 — E[A72]ll2 + [|Aw — E[Av][2
< [|Ar2 — E[Az2]|2 + m?XZ{(AEB)z‘j + (Ars)ij + (Ar2g)ij + (Arg2)ij}
J

+ m?XZ El(Aps)ij + (Aps)ij + (Ar2p)ij + (Are2)ij]
i

<co(VAL+Aps + Aps + Apep + App2),

for a large enough constant ¢ with probability at least 1 — o(1).
Now under the given assumptions (4.3) and (4.2) on p% .. and pL,.., we have the following
results:

AT3 = max{ns)(pfnax):g? (IOg n)4} < max{ \% Atn4(pfnax)5/27 V At}
< max{+/ A2,/ A}

= Ata

ATzE = maX{néL(pfnax)Qprenaxﬂ (log n)4} < maX{ Vv Atng(pfnax)?)/2pi1ax7 \Y At}
< max{\/Atn_ge, vV AL}

= At7

Appz = max{nB(pfnax)(prenax)2a (log n)3} < ma’X{ V Ath(pfnax)l/Z(pfnax)27 V At}?
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< max{\/Atn_ge, vV AL}
= VA

Consequently,
[Ar — E[Ar]ll2 < &(VAr + Aps),

with probability at least 1 —o0(1), where ¢ is the maximum of all constants used for bounding
the individual matrix terms. If in addition, we assume relationship (4.4), we have

AE3 = maX{TLQ(pilaX)3, (IOg n)Q} < v Ata

and consequently,

|Ar — E[A7]||2 < &1V Ay,

with probability at least 1 — o(1). [ ]

PROOF OF THEOREM 2

Proof We use the well-known Davis-Kahan Theorem (Davis and Kahan, 1970; Stewart
and Sun, 1990) that characterizes the influence of perturbations on the eigenvectors of a
matrix. For a symmetric matrix X, let Apin(X) stand for its smallest (in absolute value)
non-zero eigenvalue. Since C,xk is the matrix of eigenvectors it has orthonormal columns,
and hence we have the following bound

k| Ar — E[A7]|3
(Amin(E[AT])?

where O is an arbitrary orthogonal matrix (Lei and Rinaldo, 2015). Next, from the anal-
ysis in Gao et al. (2017), we have the following result relating the misclustering rate of
the polynomial time greedy clustering algorithm with the difference between A7 and its
expectation:

|IC—c(cTe) 2o|E <8

|A7 — E[Ar]|3
R <64 , 7.8
= 200 (BT A7) 2 )
where p > 0 is a small constant as in Gao et al. (2017).
|

PROOF OF THEOREM 3

Proof We derive a lower bound on Ay (F[A7]) under this special case. We start by com-
puting the expectations of the motif adjacency matrices A2, and Ags under the SupSBM.
In both the cases, these expectations are of the form C((g — h)I + h1x11)CT, where as
before C' denotes the community assignment matrix, I; is the k-dimensional identity ma-
trix, 1 is the k-dimensional vector of all 1s, and g and h are functions of the parameters
n, k,ae, be, az, by.
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For matrices of the form C((g — h)Iy + h1;11)CT, with g > h > 0, 1 is an eigenvector
corresponding to the eigenvalue (g — h) + nh, and the remaining non-zero eigenvalues are
of the form (g — h), where the values of g and h differ for the different matrices (Rohe
et al., 2011). Since nh > 0, the smallest non-zero eigenvalue equals 7 (g — h).

Next, we note that the expected value of A2 equals E[Ap2];; = > ) oy pﬁjk. When

C; = Cj, i.e., when the vertices ¢ and j are in the same community, then

n a n b
ElAp]; = (7 —2) 5 + (k=173

while when C; # Cj,
E[ATQ]ij = (n - 2)*

The difference between the two above entities equals

(£-2) el () 2t

Hence,
—b b
E[Ap] =C ((Z - 2) “tn LI+ (n 2)7;1k1{> ol
Consequently,
n/n at — b n ag — b
P L= L

To determine E[Ags], we first note that
E[Agslij = Z PijDjkDik = Pij Z DjkDik-
k#i,j ki,
When C; = C},
Bl = (0 -2) % 4 b -2y,
while when C; # C},

be n aebe n b2
Bl =02 (5 -1) T

The difference between the above two probabilities equals

bg(ae - be) (a’g + aebe - 2b2) (ae - be) ae(ae + be)(ae - be)
+ -2 .
n? kn? n3

n? kn? n3

BlApe] = Z<<b§(ae b)) (a2 +acbe —22) (ac —be) ac(ac+bo)(a be))Ik
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be n aebe n b2 7\ 7
f2(7—1) k—2)22 ) 1,17 | 27,
+ n ( k n2 * )kn2 kk
Consequently, the smallest non-zero eigenvalue equals

(kbg + ag + aebe — 21)3)(a6 — be) ae(ae + be)(ae — be)
Amin(E[Ags]) = o —2 P : (7.10)

Now note that E[AT] = E[ATz] =+ E[AE3] + E[ATzE] + E[AT3] + E[ATEQ], and all ma-
trices in the sum under the SupSBM model may be written in the form C((g — h)I; +
y1x15)CT. Consequently E[A7] can also be written in the form C((g — h)I; + y1,11)CT.
Then, we have Apin(E[Ar]) = (9 — h) for some g and h. Now note that the (g — h)
term in E[Ap| is the sum of the corresponding (g — h) terms in the component matri-
ces, all of which are positive due to the community structure of the SupSBM. Hence,
the (¢ — h) term of E[Ar] is going to be greater than the (¢ — h) term of E[Ar2], so
that Amin(E[AT]) > (Amin(E[A72]) + Amin(E[Ags])). This implies that we can replace
Amin (E[A7]) with Apin(E[A72]) + Amin(E[Ags]) in the upper bound from Theorem 2.

Next, we note A; = n?pl,... Under the n-vertex k-block balanced SupSBM model,

Phax = %. Therefore, Ay = a;. Similarly, Ags = n*(p%,,)>. Under the n-vertex k-block

balanced SupSBM model, pf., = 5¢. Therefore, Aps = Cf Further as n — oo, we have

Amin (E[A72]) < (atk;gbt) and Apin (E[Ags]) < (kbg+a2+ae,l;‘;;2bg)(ae_be). Therefore, we can write
the upper bound from Theorem 2 as

4 4
Rr < ST .
~ ((a—b) | (kb2+a24acbe—202)(ac—be)\ >
k2 + k2n

If we further assume a. < b. and a; < b;, then the above simplifies to

aG
o< At + 2
TS 3-
(at—br) | bZ(ae—be)
( th “+ kn )

PrROOF OF COROLLARY 1

Proof The first inequality can be obtained in an analogous manner as (7.8) in the proof of
Theorem 2. This inequality relates the misclustering rate Rp2 with ||Ap2 — E[A72]||2 and
Amin (E[A72]) through the Davis-Kahan Theorem and the analysis of the greedy algorithm
in Gao et al. (2017). The second inequality is obtained by replacing the numerator with
the bound from Lemma 1 and the denominator with the result computed in the proof of
Theorem 3. |
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PROOF OF REMARK 1

Proof We start by analyzing E[Ag2|. Clearly,

Epﬁp]:(j(ﬁk;;@Jhy+behJZ)C@,

n

so that Apin(E[Ag2]) = %. This implies the error rate for spectral clustering with edges
(using the bound from Lei and Rinaldo (2015)) is
k%a
Rp < ——~ "¢
b (ae — be)?

Therefore we have the following asymptotic relationship between the two error rates:

ktay _ k*a./6 vk25 Qe

(ar —b)2 m2(a§;be)2 T m2 (ae — be)?’

Hence, the error rate obtained by using the information about edges is % times that of

using triangles. Consequently, the error rate is lower for triangle hyperedges if % <1 and
higher otherwise. |

Proofs of auxiliary lemmas
PROOF OF LEMMA 6
Proof Define u;; = z;y;1((¢,7) € L) + 2;4;1((j,i) € L) for all 4,5 =1,...,n. Then,
Z Zwiyj(Tijk — E[Tij)) = Z Z(Tijk — Dijk)ij-
(ij)eL k i<j k

Note that each term in the above sum is a zero-mean random variable bounded in absolute
value, |(Tijk — pijr)uij| < 2v/A¢/n. By applying Bernstein’s inequality we have

P(‘Z Z (Tijk — Pijr)uij 202\/Kt>

i<j k#(i,5)

<2exp ( - %C%At )
> > pigk(l = pigr)ul; + 19VALe /N,
i<) k£ (ij)
350 )
max; (Vs ) Pisk) 205y + Fe2 5

L2A
Qexp<_zcw>

2
<2exp < 7 +24C2 n>,
3

<2exp < —
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where the third inequality follows as a consequence of two observations. First, since A; >
n? max; j k Pijk, We have

A

max( Z pwk ) < nmaxp”k < —
i,J n
k#£(i,5)

Second,

Zuw < 22 (2y?) < 2|z[3]ly]3 < 2.

From Lemma 5 in Vershynm (2010) regardlng the covering number of a sphere, we have
IN] < exp(nlogh). Hence, taking the union bound over all possible = and y we obtain

2
(sup Z Zmzy] ik — Uk’ ‘>02\/ ><exp<( 4+ 2 +log5>n>.

eyeN T er k

The claimed result now follows from selecting a sufficiently large constant cy and r1 =
(s ) .

PrROOF OF LEMMA 7

Proof We first address the subset of heavy pairs Hy = {(i,j) € H : ; > 0,y; > 0}. The
other cases may be analyzed similarly.
Define the following two families of sets:

2_1 23—1 28
Il_{\/><xz§f} IS_{2\/H<$ZS2\/E}7 3:27377’710g22\/ﬁ—‘7

2-1 1 ot—1 ot
= 7< Z<7 5 T > t:2, ,...,1 2 .
J1 {\/ﬁ—y—\/ﬁ} Jp = {2f<y Q\f} 3 [logy 2v/n]

Next, for two arbitrary sets I and J of vertices, also define

e(I,J) = {ZZ’EI 2 jer 2k Lik: mnJ=0,
Z(i,j)eli\([mJ)? Zk;é(z',j) Tiji + Z(i,j)e(mJ)?,Kj Zk;é(i,j) Tijk, I0J # 0,

A
p(L, ) = Ble(d, )}, i = 11|l Jmmax pige < [1]|9]5E

Finally, let figs = fi(Ls, J;) , Ast = e(Is, Ji)/fist, as = |I5|2%/n, By = |J¢|2%/n, and oy =
AstV/ D27,

We have the following two results establishing relationships between the previously
introduced entities.

Lemma 8 Let di; = Zj Zkﬂyj Tij denote the triangle-degree of vertex 1. Then, for all
i, and a constant r3 > 0, there exists a constant c4(rz) > 0 such that di; < ca\¢ with
probability at least 1 —n™"
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Lemma 9 For a constant r4y > 0, there exists constants c5(ra), ce(ra) > 1 such that for any
pair of vertex sets I,J C {1,...,n} such that |I| < |J|, with probability at least 1 — 2n~"4,
at least one of the following statements holds:

(a) 6—3(1"])) < ecs,

(b) e(I, J)log S35 < c|J| log 5.

Now, we use the result of the two previous lemmas to complete the proof of the claimed
result for the heavy pairs. We note

2s 2t VA
> wwy D Tw<2 Y ellyd)zoeso=<os ) asbow
(4,)€H1 k#(i,5) (s,£):2040) > /A, (s,£):2040) > /A,

We would like to bound the right-hand-side of the inequality by a constant multiple of
vA¢. To this end, first note the following two facts:

Zas<41/2 Zﬁt<1

Following the approach of Lei and Rinaldo (2015) and Chin et al. (2015), we split the set
of pairs C : {(s,t) : 2618 > /A, |I,| < |J;|} into six parts and show that desired invariant
for each part is bounded.

o O : {(s,t) € Cyos < 1}:

Zasﬁtgstl{(sat) € Cl} < Zasﬁt <1

(s.0) st
o Oy:{(s,t) € C\C1, st <ecs}:

Since
Ost = Ast\/ A2~ 6T < Ny <ecs,

consequently

Zasﬂtastl{(sat) € 02} <ecs Zasﬁt <ecs.

(s,t) st

o (5: {(S,t) S C\(Cl UCQ),28_t > \/At}:
By Lemma 8, e(ls, J;) < c4|Is|A¢. Hence,

| Ls| A n
<c

st — Is, _s 7i
A = el o)/t < xR S Gz

and consequently,
n n
os < cgn/ A2~ 6T <27

[ = | Ji|’
for (s,t) € C3. Then,

Zasﬁtastl{ s,t) € C3} < ZO‘S Zﬁtq 92— 2t%
(s.)
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s t
<C4 E Qg
s
<

o Cy:{(s,t) € C\(C1UC2UC3),log At > 1[2t1og 2 + log(1/5)]}:
From part (b) of Lemma 9, we have,

Ll Je|Ae _ eUs, Je) el i) 22t
Ast log Ag < = 1 I, Jp) < cg|Je|]
OB = T ) 8 (D, M ) = o OB
which is equivalent to
1 s—t 9s—t
sty < 2tlog 2 + log(1 <4 .
osr 061Og>\st\/A—t{ og2 +log(1/B:)} vrv
Then,
Zasﬁmstl{ s,t) € Cy} = ZﬂtZUstasl{ s,t) € Cy}
(s:0)
9s—
<dcg ) f s,t) € Cy
SSCﬁzﬁt
i
SSCG.

o (5: {(S,t) € C\(Cl UuCyUuCsU 04), 2tlog2 > log(l/ﬁt)]}:
First, note that since (s,t) ¢ Cy, we have log Ay < 1[2tlog?2 + log(1/5;)] < tlog?2
and hence Aot < 26 Next, 00 = A vV/Ar2~6H) < 275 /A, and hence oga, <
4cg f4t log 2. Therefore,

Zasﬁtostl{ s,t) € Cs} < Zﬁtz4cﬁ 4tlog2 < 2c610g225t < 2c¢.
(s5t) t

o (g {(S,t) IS C\(C1 UCuUC3UCyU C5)}:
Since 2tlog?2 < log(1/5;), we have log A\ < tlog2 < log(1/5;)/2. This observation,
along with the fact Ag; > 1, implies that Ay < 1/8;. As a result,

Zasﬁtastl{(s,t) €Cs} < Zas 22*““) m{(s,t) €Cs} < Zas < 2.

(s:t) s

In a similar fashion, the set of pairs C : {(s,t) : 26+ > /Ay, |I,| > |J;|} is split into six
categories in order to bound Z( st) asBios. The derivations are omitted.
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Collecting all the previously obtained terms, we arrive at the claimed result for heavy
pairs: for some constant o > 0, there exists a constant c3(r2) > 0 such that with probability
at least 1 — 2n~"2, one has

Z sz‘ijijk < e3\/Ar,

(i,5)eH k

PrROOF OF LEMMA 8

Proof Wenote d;; =) j > i Tiji is a sum of independent random variables, each bounded
in absolute value by 1. Therefore, Bernstein’s inequality gives

P(dy; > caly) < P(Z ZZUz‘jk: > (cq — 1)At)
ik
1 _1)\2A2
< exp < — slca—1) Atl )
Ej >k Pijk (1 = piji) + 5(04 - 1A,

3(04—1)2
< Y e
—eXp< 90, + 4

—er
=n ",

where the last inequality follows since A; > clogn. Taking the union bound over all values
of 7 we obtain that max; d; ; < c4/A; with probability at least 1 —n "3, where ¢4 is a function
of the constant r3. |

PROOF OF LEMMA 9
Proof If |J| > n/e, then the result of Lemma 8 implies

e(I7J) Zz‘e[maxidt,i < ’I’CQAt
AdI(|I]/n = AglIlfe T AdIl/e

36267

and consequently, (a) holds for this case.
If |J| <nfe et S(I,J) ={(i,j),i € I,5 € J}. We next invoke Corollary A.1.10 of Alon
and Spencer (2004), described below.

Proposition 2 For independent Bernoulli random variables X, ~ Bern(p,),u =1,...,n
and p = %Eupu, we have

P(Y (X pu) 2 ) < expla — (a+ pn) log(1 +a/pn)).

u

Using the above result, for [ > 8, we have

Pt ) 2 in ) <P 5 S () 2 (1) - i

(4,9)€S(L,J) k#(i,5) (1,5)€S(I,J) k+#(4,5)
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§P< > Zwijkz(l—l)mw))

(4,9)€S(1,J) k#(i,5)
< exp (1 — DA, J) - (1, J) log)

1
< exp ( - illoglﬂ(I, J))

For a constant c5 > 0, let

sl /] logi
pLs ) 1

t(I,J)logt(I,J) =

and let [(I,J) = max{8,t(I,J)}. Then, from the previous calculations, we have
1
P(e(,J) 2 10 DT, ) < exp(—g L, DL T ogU(1, ) < esl|og 7.

From this point onwards identical arguments as those used in Lei and Rinaldo (2015) can
be invoked to complete the proof of Lemma 9. |

7.1 Additional degree distribution figures
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Figure 11: Degree distribution in the dolphin social network.
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Figure 13: Degree distribution in the political blogs network.
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