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Abstract

We introduce a new class of optimization problems called scale invariant problems that cover
interesting problems in machine learning and statistics and show that they are efficiently
solved by a general form of power iteration called scale invariant power iteration (SCI-PI).
SCI-PI is a special case of the generalized power method (GPM) (Journée et al., 2010) where
the constraint set is the unit sphere. In this work, we provide the convergence analysis of
SCI-PI for scale invariant problems which yields a better rate than the analysis of GPM.
Specifically, we prove that it attains local linear convergence with a generalized rate of
power iteration to find an optimal solution for scale invariant problems. Moreover, we
discuss some extended settings of scale invariant problems and provide similar convergence
results. In numerical experiments, we introduce applications to independent component
analysis, Gaussian mixtures, and non-negative matrix factorization with the KL-divergence.
Experimental results demonstrate that SCI-PI is competitive to application specific state-
of-the-art algorithms and often yield better solutions.

Keywords: scale invariance, power iteration, optimization, convergence analysis, machine
learning applications

1. Introduction

We study a new class of optimization problems called scale invariant problems having the
form of
maximize f(z) subject to € dBy2 {z e RY:|z|y =1}, (1)

where f : RY — R is a twice continuously differentiable, scale invariant function. We
say that a function f is scale invariant, which is rigorously defined later in Definition 1,
if its geometric surface is invariant under constant multiplication of x. Many important
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optimization problems in statistics and machine learning can be formulated as scale invariant
problems, for instance, L,-norm kernel PCA and maximum likelihood estimation of mixture
proportions, to name a few. Moreover, as studied herein, independent component analysis
(ICA, Example 3), Gaussian mixture models (GMM, Example 4), and non-negative matrix
factorization with the Kullback-Leibler divergence (KL-NMF, Example 5) can be formulated
as extended settings of scale invariant problems where the objective function is a sum of scale
invariant functions or the problem is scale invariant with respect to a subset of variables
while the other variables are fixed.

Since 0B, is not a convex set, scale invariant problems are in general non-convex opti-
mization problems. Nevertheless, some instances can be efficiently solved, for instance, the
leading eigenvector problem (Golub and Van Loan, 2012). Power iteration (Muntz, 1913;
Mises and Pollaczek-Geiringer, 1929) is an algorithm to find the leading eigenvector of a
diagonalizable matrix A. In power iteration, xyiq1 < Axy/||Azk|2 is repeatedly applied
until some stopping criterion is satisfied. Since no hyperparameter is required, this update
rule is practical but at the same time it attains global linear convergence with the rate of
|A2|/|A\1] where | )] is the i*" largest absolute eigenvalue of A (Wilkinson, 1965; Golub and
Van Loan, 2012). The linear convergence property of power iteration has been extended to
many applications. However, theoretical understanding of when and how such algorithms
enjoy this attractive convergence property of power iteration is limited. For example, for
convex f, a general form of power iteration called generalized power method (GPM) (Journée
et al., 2010) has been shown to attain only global sublinear convergence rate of O(1/¢), not
generalizing the appealing linear convergence of power iteration. For historical development
of power iteration, see Golub and Van der Vorst (2000); Tapia et al. (2018).

In this work, we present scale invariant problems that generalize the leading eigenvector
problem in the sense that any stationary point z* of (1) satisfying V f(z*) = A*z* for some
A\* is an eigenvector of V2 f(z*). By this property, scale invariant problems can be seen as the
leading eigenvector problem near a local optimum z*, so we can expect that a general form
of power iteration would work well for them. By swapping the objective function and the
constraint, we obtain a geometrically interpretable dual problem with the goal of finding the
closest point w to the origin from the constraint f(w) = 1. By mapping an iterate x to the
dual space, taking a descent step in the dual space and mapping it back to the original space,
we geometrically derive scale invariant power iteration (SCI-PI), which replaces Azxj with
V f(xy) in power iteration. SCI-PI is the same algorithm as GPM applied to the unit sphere
constraint. However, we improve the convergence rate of GPM for scale invariant problems
showing that the algorithm attains local linear convergence with a generalized rate of power
iteration when initialized close to it. To the best of our knowledge, this is the first work
exploiting the properties of scale invariant problems. Also, this is the first linear convergence
result of GPM for general optimization problems. This improvement is significant since with
linear convergence, the iteration complexity to attain an e-optimal solution reduces from
O(1/e) to O(1/1og(1/€)). Moreover, under some mild conditions, we provide an explicit
expression regarding the initial condition on ||zg — z*||2 to ensure convergence.

In the extended settings (Section 4), we discuss three variants of (1). In the first setting,
we consider a sum of scale invariant functions (Subsection 4.1) as an objective function. This
setting covers a Kurtosis-based ICA and can be solved by SCI-PI with similar convergence
guarantees. Second, we consider a block version of scale invariant problems (Subsection 4.2)
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which covers KL-NMF and the Burer-Monteiro factorization of semi-definite programs. To
solve this block scale invariant problem, we present a block version of SCI-PI and show that
it attains linear convergence in a two-block case. Lastly, we consider partially scale invariant
problems (Subsection 4.3) which include general mixture problems such as GMM. For this
partially scale invariant problems, we present an alternating algorithm based on SCI-PI and
gradient ascent along with its convergence analysis. In numerical experiments, we benchmark
the proposed algorithms against state-of-the-art methods for ICA, KL-NMF, and GMM. The
experimental results show that our algorithms are computationally competitive and result in
better solutions in “most” if we do not beat in all herein studied cases.
In summary, this work has the following contributions.

1. We introduce scale invariant problems which cover interesting examples in statistics
and machine learning. By the eigenvector property (Proposition 4), they resemble the
leading eigenvector problem near a local optimum x*.

2. For scale invariant problems, we prove that SCI-PI (a special form of GPM) converges to
a local maximum x* at a logarithmic rate when initialized close to x*. This generalizes
the attractive convergence property of power iteration. Moreover, we introduce three
extended settings of scale invariant problems along with solution algorithms and their
convergence analyses.

3. We report numerical experiments including a novel reformulation of KL-NMF to a
block scale invariant problem. The experimental results demonstrate that SCI-PI is
not only computationally competitive to state-of-the-art methods but also often yield
better solutions.

The paper is organized as follows. In Section 2, we define scale invariance and present
interesting properties of scale invariant problems including an eigenvector property and a
dual formulation. We then provide a geometric derivation of SCI-PI and a convergence
analysis in Section 3. The extended settings are discussed in Section 4 and we report the
numerical experiments in Section 5. We finish the introduction with literature review and a
notation paragraph.

1.1 Related Works

Power Iteration The global linear convergence property of power iteration is analogous
to that of gradient descent for convex optimization. Therefore, many variants including
coordinate-wise (Lei et al., 2016), momentum (Xu et al., 2018), online (Boutsidis et al., 2015;
Garber et al., 2015), stochastic (Oja, 1982), stochastic variance-reduced (Shamir, 2015, 2016;
Xu et al., 2018; Kim and Klabjan, 2020b), and truncated (Yuan and Zhang, 2013; Han and
Liu, 2014) power iterations have been developed, drawing a parallel literature to gradient
descent for convex optimization. We discover a class of optimization problems which can be
locally seen as the leading eigenvector problem, and prove that they can be efficiently solved
by a general form of power iteration.

Generalized Power Method (GPM) GPM (Journée et al., 2010) is an iterative al-
gorithm that finds the next iterate by projecting the gradient at the current iterate to
the constraint set. GPM has been applied to statistical problems such as sparse principal
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component analysis (PCA) (Journée et al., 2010; Luss and Teboulle, 2013) and L;-norm
kernel PCA (Kim and Klabjan, 2020a). While GPM has a general form of power iteration, its
convergence analysis does not extend the attractive convergence property of power iteration.
For example, only global sublinear convergence has been shown for convex f. We generalize
the local linear convergence property of power iteration to scale invariant problems.

Block Power Iteration A block version of power iteration has been developed to solve
the phase synchronization problem (Boumal, 2016). If the problem consists of a single block
and the shift parameter is set to zero, this algorithm specializes to power iteration. Under
some conditions on the measurement noise and the initial iterate, it attains linear convergence
to a global solution (Liu et al., 2017). To solve the Burer-Monteiro factorization (Burer and
Monteiro, 2003) of semi-definite programs (Vandenberghe and Boyd, 1996), Erdogdu et al.
(2022) developed a block coordinate maximization (BCM) algorithm. By iteratively sampling
a block and applying power iteration to it, BCM attains local linear convergence as well
as global sublinear convergence. However, the linear convergence property of block power
iteration has not been extended to more general settings. In this work, we prove that block
variants of SCI-PI attain linear convergence for block and partially scale invariant problems.

Alternating Minimization Alternating algorithms have been developed for many applica-
tions such as k-means clustering (MacQueen, 1967), Gaussian mixture model (Bishop, 2006),
dictionary learning (Olshausen and Field, 1997; Aharon et al., 2006), matrix completion
(Candés and Recht, 2009), matrix factorization (Lee and Seung, 2001), and finding a point
in the intersection of two closed sets (Lewis et al., 2009). Beck (2015) studied alternating
minimization and proved that it achieves sublinear convergence for convex programming. For
optimization problems with a separable convex objective function and a linear constraint,
alternating direction method of multipliers (ADMM) (Boyd et al., 2011) has been shown to
attain linear convergence (Hong and Luo, 2017). However, due to the exact minimization
step, ADMM can incur high per iteration cost. Instead of performing exact minimization,
our algorithms alternatively apply simple steps to update blocks but at the same time they
achieve local linear convergence.

Manifold Optimization Viewed as an optimization problem on the real projective plane,
a scale invariant problem can be reformulated to an equivalent problem in the embedding
space. The reformulated problem is unconstrained in the embedding space but it has a highly
non-convex structure, e.g., the maximization of the Rayleigh quotient. In order to solve the
reformulated problem, general algorithms for unconstrained non-convex optimization such as
gradient and Newton methods with line search, and trust region method (Absil et al., 2009)
can be employed. Rather than working in the embedding space, we focus on a generalization
of power iteration.

Gauge Optimization A gauge function which is a nonnegative, convex, and positively
homogeneous function that vanishes at the origin is a multiplicatively scale invariant function.
Gauge functions include norms and pseudonorms as special cases and generalize the notion of
a norm. The gauge program that minimizes a gauge function over a convex set is introduced
in (Freund, 1987) and further studied in (Friedlander et al., 2014). The literature on gauge
optimization is mainly about developing and studying dual problems. Conversely, we develop
a simple numerical algorithm that solves the primal problem.
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1.2 Notation

Let R and RT denote the set of real numbers and the set of non-negative real numbers,
respectively. Let d be the dimension of the optimization variable z. Let R¢ denote the set
of d-dimensional real vectors and f be a function from R% to R. We denote the gradient
and Hessian of a function f as Vf and V2f. Let u and v be functions from R to Rt and
R\ {0} to R, representing multiplicative and additive factor functions, respectively, and let
p be the degree of a scale invariant function, which equals to the degree of homogeneity
for a multiplicative scale invariant function and 0 for an additive scale invariant function.
We use (), v;) and (s;,u;) to represent eigen-pairs. The j%* element of v; is denoted as
v; ;. Let k be the iteration index and we denote the sequences of iterates and function
values by {@k k=01, and {f(z)}k=0.1...., respectively. Lastly, we let ®, @ and (-)®? denote
element-wise product, division and square, respectively and let 1,, € R™ denote the vector of
n ones.

2. Scale Invariant Problems

Before presenting properties of scale invariant problems, we first define scale invariant
functions.

Definition 1 We say that a function f : R* — R is multiplicatively scale invariant if it
satisfies
flex) = u(e) f(x) (2)

for some even function u : R — RY with u(0) = 0. Also, we say that f : R®\ {0} — R is
additively scale invariant if it satisfies

flex) = f(z) +v(e) (3)
for some even function v : R\ {0} — R with v(1) = 0.
The following proposition characterizes the exact form of u and v for continuous f.

Proposition 2 If a continuous function f # 0 satisfies (2) with a multiplicative factor u,

then we have
u(c) = [cf? (4)

for some p > 0. Also, if a continuous function f satisfies (3) with an additive factor v, then
we have

v(e) =log, ¢ (5)
for some a such that 0 < a and a # 1.

Using the explicit forms of v and v in Proposition 2, we establish derivative-based
properties of scale invariant functions below.

Proposition 3 Suppose that f is twice differentiable. If f satisfies (2) with a multiplicative
factor u(c) = |c|P, we have

cVf(cx) =cPVf(x), Vi) z=pf(z), Vif(z)x=(p-1)Vf(z). (6)
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Also, if f satisfies (3) with an additive factor v(c) = log, |c|, we have

1

= T )T =
Vfler) = V@), Vi) e = s

V2 f(z)e = =V f(z). (7)

Proposition 3 states that a scale invariant function f satisfies that V2f(z)x is a scalar
multiple of Vf(x). Let

L 2) = fx) + A (1= lz]l2) .

be the Lagrange function of (1) and (A\*,z*) be a stationary point satisfying VL(A, z) =0
such that

V(™) =X 2", |a%|2=1. (8)

In the next proposition, we derive an eigenvector property which states that for any stationary
point (A*,x*) of (1) satisfying (8), z* is an eigenvector of V2f(x*).

Proposition 4 Suppose that f is twice differentiable and let (\*, x*) be a stationary point
of (1) satisfying (8). If f satisfies (2) with u(c) = |c|P, then we have

V2f(xz*)z* = (p— DA\ z*.
Also, if f satisfies (3) with v(c) = log, |c|, then we have
V2 f(z*)x* = —\z*.

In both cases, x* is an eigenvector of V2 f(z*). Moreover, if \* is greater than the largest
eigenvalue of V2 f(x*)(I — x*(z*)T), then x* is a local mazimum to (1).

Proof If f is multiplicative scale invariant with the degree of p, by Proposition 3, we have
V2 f(a")a* = (p = DV f(a") = (p — DA"z*.
Also, by Proposition 3, if f is additive scale invariant f, we have
V2if(z*)z* = =V f(z*) = —\z*.

Therefore, in both cases, a stationary point z* is an eigenvector of V2f(x*).
Suppose that \* is greater than the largest eigenvalue of V2f(z*)(I — z*(x*)T). For any
h satisfying h”2* = 0, we have

RIV2 L(x* N )h = hT (V2f(2*) — \*(I — 2*(2*)")) h
= hTV2f(x*)(I — a*(2*)")h — |||l < 0.

Since the second-order sufficient condition is satisfied, z* is a local maximum. |

Proposition 4 states that a stationary point * is an eigenvector of V2 f(z*). Note that the
Lagrange multiplier \* is not necessarily an eigenvalue corresponding to x*. The eigenvalue
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corresponding to x* is (p— 1)\* if f is multiplicatively scale invariant or —\* if f is additively
scale invariant. The second-order sufficient condition for local optimality requires that the
Lagrange multiplier A* rather than the eigenvalue corresponding to x* is greater than the
largest eigenvalue of V2 f(x*)(I — z*(x*)T). Due to this eigenvector property, scale invariant
problems can be considered as a generalization of the leading eigenvector problem. Next, we
introduce a dual formulation of scale invariant problems.

Proposition 5 Suppose that the objective function f is continuous and either multiplicatively
scale invariant with a positive optimal value and a multipicative factor u(c) = |c|P such that
p > 0 or additively scale invariant having an additive factor v(c) = log, |c| such that a > 1.
Then, solving (1) is equivalent to solving the following optimization problem

minimize ||wl|l2 subject to f(w)=1. 9)

In other words, if z* is an optimal solution to (1), then w* = x*/ f(x*)/? (multiplicative)
or w* = a' /@) g* (additive) is an optimal solution to (9). Conversely, if w* is an optimal
solution to (9), z* = w*/||w*||2 is an optimal solution to (1).

For a multiplicatively scale invariant f having a negative optimal value and a multiplicative
factor u(c) = |c|P such that p < 0, we can derive a similar reformulation by replacing f(w) =1
with f(w) = —1. On the other hand, for an additively scale invariant f having an additive
factor v(c) = log, |c| such that 0 < a < 1, we obtain a maximization problem with the same
objective function and constraint. The dual formulation (9) has a nice geometric interpretation
that an optimal solution w* is the closest point to the origin from {w : f(w) = 1}. We use
this understanding to derive SCI-PI in Section 3.

Lastly, we introduce two well-known examples of scale invariant problems in machine
learning and statistics.

Example 1 (L,-norm Kernel PCA) Given data vectors a; € R? and a mapping ®, L,-
norm PCA considers

1
maximize —Z?:1||<I>(ai)T:UH£ subject to x € 0By (10)
n
where the objective function satisfies property (2) with u(c) = |c[P.

Example 2 (Estimation of Mixture Proportions) Given a design matriz L € R4
satisfying L;j > 0, the problem of estimating mizture proportions seeks to find a vector m of
mizture proportions on the probability simplex S¢ = {77 : Z’;:l mp=1, 7> 0} that solves

1
maximize —)» ", log (Z?ZlLijo) subject to 7€ S% (11)
n

2

5, we obtain an equivalent optimization problem

By reparametrizing w; by x
1

maximize —) . log (Z?ﬂhﬂ@) subject to x € 0By, (12)
n

which now satisfies property (3) with v(c) = 2log|c|.

The reformulation idea in Example 2 implies that any simplex-constrained problem with
scale invariant f can be reformulated to a scale invariant problem.
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3. Scale Invariant Power Iteration

In this section, we provide a geometric derivation of SCI-PI to find a local optimal solution
of (1). The algorithm is developed using the geometric interpretation of the dual formulation
(9) as illustrated in Figure 1. Starting with an iterate x; € 0B, we obtain a dual iterate
wy by mapping z to the constraint f(w) = 1. Given wy, we identify the hyperplane I on
which the current iterate wy, lies and is tangent to f(w) = 1. After identifying the equation
of l;, we find the closest point z; to the origin from /; and obtain a new dual iterate wgy1
by mapping zj to the constraint f(w) = 1. Finally, we obtain a new primal iterate xy,1 by
mapping wy41 back to the set 05,.

Now, we develop an algorithm based on the above idea. For derivation of the algorithm,
we assume that an objective function f is differentiable and satisfies either (2) with u(c) = |c|P
where p > 0 and f(z) > 0 for all z € 9B or (3) with v(c) = log,|c| where 1 < a. Under
these conditions, a scalar mapping from x;, to wy can be well defined as wy = xk/f(xk)l/p or
wy, = alff(xk)xk, respectively. Let wg = ¢xxg. Since wy is on the constraint f(w) = 1, the
normal vector of the hyperplane l;, is V f(wy). Therefore, we can write down the equation
of the hyperplane [}, as {w Vi (wp) T (w — wy) = 0}. Note that z; is a scalar multiple of
V f(wg) where the scalar can be determined from the requirement that zj is on l;. Since
w1 18 the projection of z, it must be a scalar multiple of the normal vector y = V f(wg).
Therefore, we can write wy11 as wi11 = dpyg. Finally, by projecting wy11 to 9By, we obtain

wei1 ke Uk V f(wg) Vi(egry) — Vf(xg)

lwisille — Ndeyellz — llwellz — IVFi)llz — IV F(ezi)llz IV f (i)l

where the last equality follows from Proposition 3. The update rule is the linear optimization
oracle on 0B;. In the sense that SCI-PI finds an optimal solution by solving a sequence of
linear optimization problems, it is similar to the Frank-Wolfe algorithm (also called conditional
gradients) and online linear prediction algorithms (Huang et al., 2017). Summarizing all the
above, we obtain SCI-PI presented in Algorithm 1.

Tyl =

Algorithm 1 SCI-PI
Output: initial point xg € 9By
k<0
while Vf(zx) # 0 do
Vf(zk)
Hlvf (@k)l2

Th+1 <

k+k+
end while
Output: x;

Figure 1: Geometric derivation of SCI-PI

Note that in Figure 1 {||wg||2}x=0,1,... is non-increasing if the sublevel set {w| f(w) < 1}
is convex. Since all sublevel sets of a quasi-convex function are convex, we can expect that
SCI-PI yields an ascending step if f is quasi-convex (not necessarily scale invariant). See
Proposition 11 in Appendix B for the convergence to a stationary point for quasi-convex f.
If f is not quasi-convex, the sequence {f(z)}x=0,1,.- is not necessarily increasing, making
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it hard to analyze global convergence. Exploiting the eigenvector property, we study local
convergence of SCI-PI for scale invariant f below.

Theorem 6 Let f be a scale invariant, twice continuously differentiable function on an open
set containing 0B4. Let x* be a local mazimum such that V f(z*) = XN*z* and (N, v;) be an
eigen-pair of V2 f(x*) with * = vi. If \* > Ay = maxo<i<q |Ai|, then there exists some § > 0
such that under the initial condition ||xg — x*||2 < 0, the sequence of iterates {x}r=01,..
generated by SCI-PI satisfies

— 2
e — 22 < H( +%) 0 — 22,

where

%+'yt<1forallt>0and hm Y = 0.

Moreover, if Vjf = 0f/0x; has a continuous Hessian Hj on an open set containing By =
{z € RY: ||z||]2 < 1}, we can explicitly write § as

V2N V2N = Xa) }
|

(A", A\, A2, M) = min = , - _
N F N N = M N — et M+ N — A

where \1 = |\1| and

d d 1
M= max /S GTG - yn)? Gilyl ) = S vig Hy ().
xeadeylv'“ 7yd68d

Proof Since V2f(z*) is real and symmetric, without loss of generality, we assume that
{v1,-++,v4} form an orthogonal basis in R

Since f is twice continuously differentiable on an open set containing 9By, for x € 0By,
using the Taylor expansion of V f(z)Tv; at *, we have

Vi) v =V v+ (x — z*) V23 f(2*)v; + Ri(z) (13)
where
Ri(z) = o(||lz — 27|[2). (14)
From Vf(2*) = N*z* and z* = v, we have

Vi) 'vy = V)2 + (x — 2TV f (") 2" + Ry (z)

:)\* /\1(1—$ x )+R1( ) (15)
=\ + a(z)
where
alz) = =\ (1 —zT2*) + Ry(z). (16)
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On the other hand, for 2 <i < d, due to Vf(z*) = \*x*, 2* = v; and the orthogonality of
{v1,...,vq}, we have

Vi) v = (2*)Tv; = 0. (17)
From (13), this results in
Vf(ZE)TVi =Nzl + R;(x). (18)

Using (18) and the definition of Ay, we have

d d
S (v = [ (@Tv)? + 20 (2Tv:) Ri(z) + (Ri(x))ﬂ
=2 =2
o d 4 d (19)
<A @ v+ 200 e vl [Ri(x)| + ) (Ri(x))”.
i=2 i=2 i=2
By the Cauchy Schwartz inequality, we have
d d d
A2 Z |27 vil|[Ri(z)] < A2 Z(CUTVZV Z (RZ(w))za
i=2 i=2 i=2
which results in
d 5 ~ d d d d
Y (V@) V)T <A (@ Vi) + 220, | D (@Tvi)2, | D (Ri(@) + ) (Ri(w))?
=2 =2 =2 =2 =2
2 (20)
d
- > @Tvi)? + B(x)
=2
where
d
Bla) = | > (Ri(x))*. (21)
Using 1 — 272* = o(||z — *|]2) and (14) for (16) and (21), we have
a(z) = o([lx —z*[|2), B(z) =o([z —27|2). (22)
From z € 0By, * = v, and the fact that {vy,---,v4} forms an orthogonal basis in R¢, we
have
d
Z($TVZ) =1—(zTv)?=1—(zT2*)? <201 — 2T2*) = ||l — 2*||3. (23)
=2

Therefore, by (15), (20), (22), (23), and Lemma 12, we obtain the first part of the desired
result.

10
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On the other hand, if V; f has a continuous Hessian H;, by Lemma 14, we have

d

> (Ri(x))? <

=1

M? |z — ™. (24)

e~ =

Using (24) for (16) and (21), we have

a(r) =
(25)
pla) =
Therefore, using (15), (20), (23), (25) and Lemma 12 with
A=X B=M+|\|,C=0,D=X, E=0, F =M,
we obtain the desired result. |

Theorem 6 states local convergence of SCI-PI with an asymptotic rate of A*/As. Note that
the assumption that the Lagrange multiplier \* corresponding to a local maximum z* satisfies
¥ > Ay = maxs<;<q |Ai| holds for all strict local maxima if f is convex, multiplicatively scale
invariant with p > 1 since A; > 0 for all 4 and A* = (p — 1)\1, according to Proposition 4.
However, in general, not all local maxima satisfy this assumption since it is stronger than the
second-order sufficient condition stated as A* > maxgo<;<q A; in Proposition 4. Nevertheless,
by adding o||z||? for some o > 0 to the objective function f, we can always enforce A* > Xo.
Conversely, by adding o||z||? for some ¢ < 0, we may improve the convergence rate as done
by shifted power iteration (Golub and Van Loan, 2012). The convergence rate of 7y is o(1)
for twice continuously differentiable f. If V;f has a continuous Hessian, we further have
Y = O(||zk — x*||2). (For the derivations of the convergence rate of v, see the proofs of
Lemmas 12 and 14.)

The non-convexity of the objective function hinders the attainment of global guarantees
for SCI-PI. While Theorem 6 establishes a condition on the initial iterate that guarantees
local convergence, finding an initial point sufficiently close to a global optimal solution is
a challenging task. To ensure global guarantees, additional conditions on problem-specific
parameters are necessary. For example, mild assumptions on problem parameters in affine
phase retrieval render the objective function strongly convex, leading to global optimality
(Huang and Xu, 2022). Nevertheless, local convergence remains an appealing property since
random initialization often provides a satisfactory starting point (Chen et al., 2019).

Reduction to power iteration For the leading eigenvector problem to find the leading
eigenvector of a positive semi-definite matrix A = 0, the objective function is f(z) = 12T Az,
and thus SCI-PI specializes to power iteration. Let )\; be the i largest eigenvalue of A.
The condition \* > Ay in Theorem 6 is interpreted as the positive eigen-gap A\; — Ao > 0
assumption. The convergence result in Theorem 6 not only matches the convergence rate
of A1/\2 but also restores the initial condition 0 < V2 or xgx* > 0 of power iteration since
M =0.

11
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Comparision to generalized power method Under the spherical constraint, generalized
power method (Journée et al., 2010) has the same update rule as SCI-PI. Generalized power
method has shown to attain sublinear convergence for convex f. Local linear convergence
in Theorem 6 has been not shown for generalized power method. This convergence result
established for a scale invariant objective function with the spherical constraint is extended
to various settings in the next section.

4. Extended Settings
4.1 Sum of Scale Invariant Functions

Consider a sum of scale invariant functions of the form f(x) =Y 1% fM(2) + Y7_, (=)
where fM is multiplicatively scale invariant with u;(c) = |c[Pi and fJA is additively scale
invariant with v;(c) = log,, |c|. Note that this does not imply that f is scale invariant
in general. Thus, a stationary point z* satisfying Vf(z*) = A*z* is not necessarily an
eigenvector of V2 f(x*). Instead, a stationary point 2* is an eigenvector of F(x*) defined as

X 1 2 M (. —~ o Ay
R =3 (55 e -

Vi@) =Y VM@ +> V@) = Fa)z
i=1 j=1

by Proposition 3. Here is an example that involves a sum of scale invariant functions.

Example 3 (Kurtosis-based ICA) Given a pre-processed data matriz W € R™¥4 Kurtosis-
based ICA (Hyvdrinen and Oja, 2000) solves

n

1
maximize — E [(wlz)* - 3]2 subject to x € 9,. (26)
n
i=1

The objective function f is a sum of scale invariant functions.

We present a local convergence analysis of SCI-PI for a sum of scale invariant functions
as follows.

Theorem 7 Let f be a sum of scale invariant functions and twice continuously differentiable
on an open set containing 0By. Let x* be a local mazimum such that V f(x*) = XN*z* and
{vi,--+,vq} be a set of eigenvectors of F(x*) with x* = vi. If \* > Ay = ||[V2f(2*)(I —
x*(2*)T)||2, then there exists some § > 0 such that under the initial condition ||zo —x*||2 < J,
the sequence of iterates {xy}r=0.1,... generated by SCI-PI satisfies

k-1 ,5 2
A2
s =o'l < IT (32 +71) lleo — "I
t=0

12
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where
A2

4+ v <1forallt>0and lim v, =0.
A* k—o0

Moreover, if Vjf = 0f/0x; has a continuous Hessian H; on an open set containing By, we
can explicitly write 6 as

V2(\* = Ag)

SN, A1, A, M) = —
(W, A Az, M) N+ M+ M\ + |\ — M|

where A\ = /2 - HV2f(:1:*)x*H2 and

M= max \/Z?:l(xTGi(yla e 7yd)x)2’ Gi(yl’ T ayd) = Z?:l VZ,]HJ(yJ)
2€OBg,yt,- yieBy
Proof By the stationarity condition, a local optimal solution z* is an eigenvector of F'(z*).
Since F(x*) is real and symmetric, without loss of generality, we assume that {vq,---,v4}
form an orthogonal basis in RY.
Since f is twice continuously differentiable on an open set containing 0B, for x € 0By,
using the Taylor expansion of V f(x)Tv; at z*, we have

Vi) 'vi = Vi) v+ (& — 2TV f(a")v; + Ri(z) (27)
where
Ri(z) = o(||lz — 27|[2). (28)
Using (27) with ¢ = 1 and V f(z*) = A*z*, we obtain
Vi) vy = 2@ v + (x — )TV (2*)vi 4+ Ri(z) = A + a(z) (29)
where
a(z) = (z — 2) V2 f(z*)vi + Ri(z). (30)

Using (27) and Vf(2*) = X*z* for 2 < i < d, we have
Vf(:r)Tv,- = )\*(x*)Tvi + (x — :U*)Tvzf(:):*)vi + Ri(z) = (z — :r*)TVQf(x*)Vi + Ri(z),

resulting in

d d
S (V) Vi) =D (2 — ")V f(a")vi + Ri()” (31)
i=2 i=2
From z* = vi and the fact that {vy,---, vy} forms an orthogonal basis in R?, we have

d
(2 =)'V f (Vi) = I3 @) (@ = 2) 3 = (@ — 2*)T V2 f (")ve)”
=2

= (z — ")V f(2*) (I — 2*(a")") V2 f(2™*) (2 — 2¥)
= (z — 2")TV2f(2*) (I — 2*(2")") V2f (") (z — 2%).

13



KiM, KiMm AND KLABJAN

Since
* * (% 2 * PR *
IV f (@) (I =a*(@)T)" V2 f (@) |2 = || (I = 2*(*)T) V2 f ()3
= [V2f(a*) (I = 2*(=")") |15,
we have
d 2
D (@ =)'V () vi)” < Alw — 2*13.
=2
Also, using (32) and the Cauchy-Schwartz inequality, we obtain

d

D (z— ")V (@*)viRi(x g

1=2

(z = 2") V2 f(a")vil | Ri(2)]

-

d
2 (= a2 )y >2J2Ri<x>2

< Dol — 22, ZRi(fC)Q-
=2

Using (32) and (33) for (31), we obtain

d d d
Y (V@) Vi) < Mlle — a3+ 2hellw — 22y | Y Ri(2)? + ) Ri(x)?,
=2 =2 =2

resulting in

IA
L

d
D (V@) Vi) < (ofla = a3 + ()

where

Using (x — 2*)TV2f(2*)v1 = o(y/||x — 2*||2) and (28) for (30) and (35), we have

a(z) = o(V/ |z —a*ll2),  Blx) = o(|z — 27[|2)-

By (29), (34), (36), and Lemma 12, we obtain the first part of the desired result.
On the other hand, if V;f has a continuous Hessian H;, by Lemma 14, we have

d

> (Ri(x))? <

i=1

M? |z = 2*|3.

=

14
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Using |(z — 2*)TV2f(2*)vi] < A14/1 — zF2* and (37) for (30) and (35), this leads to

alz) = (z — $*)Tv2f($*)V1 + Ry(z) > —A1y/1 — xfa:* — M1 - a:;‘gx*),

38)
M, (
Ba) = \| 3 Rilw)? < 3 llz — "3
By (29), (34), (38), and Lemma 13 with
A=)\ B=M,C=X\,D=0,E=M, F=M,
we obtain
L 9 \* 2(N* — 3
5()\*7 )‘1’ )\2, M) = min \/7)\ N f(): )\2)
NN =M+ M4+ M+ M+ [N — M|
IR N
N4+ M+ A+ [N = M)
which completes the proof. |

Note that \; has the additional v/2 factor which comes from the fact that z* is not
necessarily an eigenvector of V2f(z*). Nonetheless, the asymptotic convergence rate in
Theorem 7 provides a generalization of the convergence rate in Theorem 6.

4.2 Block Scale Invariant Problems
Next, consider a class of optimization problems having the form of
maximize f(x,y) subject to x € 0By,,y € 0Bg,
where f: R%+d — R is scale invariant in z for fixed y and vice versa. A stationary point
(x*, y*) satisfies V, f(z*,y*) = X*z* and V, f(z*,y*) = s*y* for some \*,s* € R, and z* and

y* are eigenvectors of V2_ f(z*, y*) and szf(ac*, y*), respectively, according to Proposition 4.
Some examples of block scale invariant problems are given next.

Example 4 (Semidefinite Programming (SDP) (Vandenberghe and Boyd, 1996))
Let A, X € R™™™, Given an SDP problem

maximize (A, X) subject to X; =1, i€{1,2,---,n}, X =0,

the Burer-Monteiro approach (Burer and Monteiro, 2003) yields the following block scale
invariant problem (Erdogdu et al., 2022)

maximize (A,o0’) subject to |oilla =1, i € {1,2,---,n}

where o; denotes the it row of o € R™*".

15
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Example 5 (Kullback-Leibler (KL) divergence NMF) The KL-NMF problem (Févotte
and Idier, 2011; Lee and Seung, 2001; Wang and Zhang, 2013) is defined as

n o m T
. . . V j

minimize Dy (V|WH) £ Z Z Vijlog W = Vij + Z WigHgj
q=1 "Vigtlqj g=1

subject to Wi >0, Hy; >0, i=1,---,n, j=1,--- ,m, ¢g=1,---,r

=1 j=1 (39)

Many popular algorithms (Lee and Seung, 2001; Lin, 2007) for the KL-NMF problem
are based on alternating minimization of W and H. Since the objective function can be
decomposed over j, given W > 0 and j € {1,--- ,m}, we consider a subproblem of the form

n

minimize f;@(h) :Z Vi;log

ij - :
=57 — Vij+ > Wighg| subject to hy >0 (40)
i=1 Zq=1 Wigh; qz:l

where hy = Hyj. Note that the KL-NMF problem in the form of (39) is not a block scale
invariant problem. However, using a novel reformulation, we show that the KL divergence
NMF subproblem is indeed a scale invariant problem.

Lemma 8 The KL-NMF subproblem (40) is equivalent to the following scale invariant
problem

maximize — Z Vij logz VViqﬁq subject to Z ﬁq =1, Bq >0, (41)
; po
with the relationship (31 Vij)hg = (3t Wig)hy.

Proof Since a log-linear function is concave, (40) is a convex problem in h. Consider the
Lagrangian of the original problem

L(h,A) = fl, (h Z/\ hg, A>0. (42)

Let h* be an optimal solution to (40) and A* be a vector in R” satisfying the following
first-order KK'T conditions

Vi (B) =N, AShi =0, q=1,---,r (43)

where V f;( ;, denotes the derivative of f;( 7, with respect to h.
Since (43) implies >/ g\ = 0, we have

r ‘/z W’L h n r .
3 = Y0 = - S5 s 3

i=1 gq=1 i=1 q=1

resulting in

Z Vij = Z Z Wighs. (44)

i=1 g=1

16
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Next, let

; Vij
. . . J
minimize f§-;(h Z Vij log T Wighy subject to Z Vij = ; qzl Wighg, hq >0,
(45)
and let fr,; and f&~; be the optimal objective values of (40) and (45), respectively. We
prove the equivalence of (45) and (40) by the following arguments:

1. Since (45) has an additional constraint » i | Vi; = >3 | > =0 ) Wigh, compared
o (40), it always satisfies f&-; > frp -

2. Since we have shown that Y i, Vij = > 211, >0 Wighy, a solution h* of (40)
is a feasible point of (45). This implies fz; > f&q;-

Now, we reparameterize h by h so that >, Vi; = 2?21_22:1 Wighg if and only if 37 _, hy =
1, which yields the relationship between two variables hy = hq(d> "1 Wiq) /(D1 Vij). Note
that (41) is a mixture proportion estimation problem (Example 2) and thus a scale invariant
problem. |

To solve block scale invariant problems, we consider an alternating maximization algorithm

called block SCI-PI, which repeats
1 Vaf (@r,y) Ve f @, yp)ll2s - Yrrr < Vo f (@r, ye) /I Vo f (@r, y) [ 2- (46)
We present a local convergence result of block SCI-PI below.

Theorem 9 Suppose that f is twice continuously differentiable on an open set containing
0By, x 0By, and let (x*,y*) be a local mazimum satisfying

vxf(x*vy*) = )\*l‘*, A* > 5‘2 = 222}51 |)\’L|7 Vyf(l'*»y*) = S*y*v 5" > S2 = 2%%}6(@ ’SJ|

where (Ai, vi) and (sj,u;) are eigen-pairs of V2, f(x*,y*) and V3, f(x*,y*), respectively with
¥ =vy and y* =uy. If

V2 = V2 (%, 0|3 < (AF = Ao)(s* — B2),

then for the sequence of iterates {(xk, yi)}k=01,... generated by (46), there exists some 6 > 0
such that if Ag < 9§, then we have

A <TIZy (p+ ) AZ and limy_ooyy = 0

where

T . T
LA S A2 89 412
— |22 22 1.
P )\*+s*+\/[)\* s*] Ty S

17
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Proof From Lemma 15 with z = xy, y = yi, we have

S (Vo f (wr, i) Tvi)?
(Vo f(zg, yr)Tv1)?

X 2
A * v *
< (o=l el =l + 7o) )

Since
Vo f(xr, yr)

Vo f(@r, yi)ll2’

Ty1 =

we obtain

f(zk, yi 2 >\2
||wk+1—xuz<¢2” S SV 220y = o+ 6 ).

xf xkayk‘)TVl) N )‘*
(47)
Using Lemma 15 for x = yi, y = xx and the definition of yx41, we have
* v * 52 * Y
ks =yl < llow = 2%ll2 + Zllye = y7ll2 + 0% (25, yi)- (48)
Combining (47) and (48), we obtain
;\2 1%
X Tr r ok Pk
@41 93*||2 <X A (F o Iz (0" (@ ye) | (49)
[yk+1 — y*l2 v S |y =yl 0% (ks yr)
s*  s*

Since p < 1 due to v2 < (A\* — X2)(s* — 52), by Lemma 17, we obtain the desired result. W

Being the spectral norm of the off-diagonal block of the Hessian at the local maximum
(z*,y*), v measures how much partial derivatives of one block of variables are affected by
the other block of variables. If the objective function f is separable in x and y as in the case
of the KL-NMF problem, v becomes zero, and we have p = max {\2/\*, 52/s*}. Note that
p increases as v increases. If v? becomes larger than (A\* — A2)(s* — 32), the Jacobi update
rule (46) may fail due to the interaction effects between = and y. On the other hand, the
result of Theorem 6 can be restored by dropping = or y in Theorem 9. While we consider the
two-block case here, the algorithm and the convergence analysis can be easily generalized to
more than two blocks.

4.3 Partially Scale Invariant Problems

Lastly, we consider a class of optimization problems of the form
maximize f(z,y) subject to x € 0B,

where f(z,y) : R&%*T% — R is a scale invariant function in z for each y € R%. A partially
scale invariant problem has the form of (1) with respect to x once y is fixed. If x is fixed, we
obtain an unconstrained optimization problem with respect to y. A stationary point (x*,y*)
satisfies V, f(a*,y*) = X*a* and V, f(z*,y*) = 0 for some \* € R, and z* is an eigenvector
of V2, f(z*,y*). Here is an example of partially scale invariant problems.

18
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Example 6 (Gaussian Mixture Model (GMM)) The GMM problem is defined as
n d
maximize ZlogZﬂj N(ai; pj, X5)  subject to € se.
=1 =1

Note that the objective function is scale invariant for fized p; and X;, and p; is unconstrained.
If we assume some structure on ¥;, estimation of ¥; can also be unconstrained. For general
Y5, semi-positive definiteness is necessary for ¥;.

To solve partially scale invariant problems, we consider an alternating maximization
algorithm based on SCI-PI and the gradient method as

Tt < Vo f (@r, ye) /I Ve f @k, ur)ll2s vk < yr +aVy f(2r, yr). (50)

While the gradient method is used in (50), any method for unconstrained optimization can
replace it. We present a convergence analysis of (50) below.

Theorem 10 Suppose that f(x,y) is scale invariant in x for each y € R%, p-strongly
concave in y with an L-Lipschitz continuous V, f(x,y) for each x € 0By,, and three-times
continuously differentiable on an open set containing 0By, x R%. Let (z*,y*) be a local
mazimum satisfying

Vf(x*) = )\*J)*, AF > 5\2 = mangigdz])\i]
where (X\;,v;) is an eigen-pair of V2, f(x*,y*) with * = vy. If
V2= IV f(@" y)3 < n(A = Xa),

then for the sequence of iterates { (2, Yr) }k=01,.. generated by (50) with o = 2/(L + ), there
exists some § > 0 such that if Ag < §, then we have

Af < Hf;ol (p+ 71)? A2 and limy_,00y, = 0

where

Ak—‘

— 1 (X L- o L—ul? 812
[x’“ x} L op=o |2y [2— ’”‘] + <1
ue =y ||, 2|3 "Lt N Ltpl ML+ p)

Proof Using Lemma 15 for z = x, y = yx and the definition of x;1, we have

[Zry1 — %2 < ;ll% — "2 + FHyk =yl + 0% (xk, yr). (51)

By Lemma 16 with « = x,y = yx, we also have

2v L—pu
—y e < | —— )z — a2+ | —— —y*|l2 + 0¥ (zk, yr)- 52
lYer1 — y*[l2 < <L+M) |z ll2 (LJFM) lye — |2 (g, i) (52)
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Combining (51) and (52), we obtain

v
||33k+1—l’:H2 > A* ||36k—37:\|2 N 0% (ks yk) . (53)
lyk+1 — y*[l2 2v L—p| |llye — v ll2 0Y(zr, yr)
L+p L+up

Note that since v2 < u(\* — A2), the spectral radius p satisfies

1 (X L—p Ao L—,u>2 812
— (2 E (2 + <1
P=o\ "1+, \/(A L+p) "ML +p

Therefore, by Lemma 14, we obtain the desired result. |

As in the result of Theorem 9, the rate p increases as v increases and is equal to
max {A2/A*, (L — u)/(L + p)} when v = 0. Also, by dropping y, we can restore the
convergence result of Theorem 6.

5. Numerical Experiments

We test the proposed algorithms on real-world data sets. All experiments are implemented
on a standard laptop (2.6 GHz Intel Core i7 processor and 16GM memory) using the Julia
programming language. Let us emphasize that scale invariant problems frequently appear in
many important applications in statistics and machine learning. We select three important
applications, KL-NMF, GMM and ICA. A description of the data sets is provided below and
source codes are available at: https://github.com/youngseok-kim/SCIPI- JMLR.

5.1 Description of Data Sets

For KL-NMF (Section 5.2), we use four public real data sets available online* and summarized
in Table 1. Waving Trees (WT) has 287 images, each having 160 x 120 pixels. KOS and
NIPS are sparse, large matrices implemented for topic modeling. WIKI is a large binary
matrix having values 0 or 1 representing the adjacency matrix of a directed graph. Here,
sparsity represents the fraction of zero elements in a matrix.

‘ Name H 4+ of samples ‘ # of features ‘ # of nonzeros ‘ Sparsity ‘

WIKI 8,274 8,297 104,000 0.999
NIPS 1,500 12,419 280,000 0.985
KOS 3,430 6,906 950,000 0.960
WT 287 19,200 5,510,000 0.000

Table 1: A brief summary of data sets used for KL-NMF

*These four data sets are retrieved from https://www.microsoft.com/en-us/research/project, https:
//archive.ics.uci.edu/ml/datasets/bag+of+words, and https://snap.stanford.edu/data/wiki-Vote.
html
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Name ‘ # of classes

‘ ## of samples | Dimension

Sonar 2 208 60
Tonosphere 2 351 34
HouseVotes84 2 435 16
BrCancer 2 699 10
PIDiabetes 2 768 8
Vehicle 4 846 18

Glass 6 214 9

Zoo 7 101 16

Vowel 11 990 10

Servo 51 167 4

Table 2: A brief summary of data sets used for GMM

‘ Name H # of samples ‘ # of features

Wine 178 14
Soybean 683 35
Vehicel 846 18
Vowel 990 10
Cardio 2,126 22
Satellite 6,435 37
Pendigits 10,992 17
Letter 20,000 16
Shuttle 58,000 9

Table 3: A brief summary of data sets used for ICA

For GMM (Section 5.3), we use ten public real data sets, corresponding to all small and
moderate data sets provided by the mlbench package in R. We select data sets for multi-class
classification problems and run EM and SCI-PI for the given number of classes without class
labels. In Table 2, the sample size varies from 101 to 990, the dimension varies from 2 to 60,
and the number of classes varies from 2 to 51. In these data sets, only a small portion of
entries are missing. If missing entries exist, we impute them with the means.

For ICA, discussed also in Section 5.3, we use nine public data sets (see Table 3) from
the UCI Machine Learning repository’. The sample size varies from 178 to 58,000 and the
dimension varies from 9 to 37.

5.2 KL-divergence Nonnegative Matrix Factorization

We perform experiments on the KL-NMF problem (39) described in Example 5. Let us recall
that the original KLL-NMF problem can be solved via block SCI-PI where in each iteration
the algorithm solves the subproblem of the form (41). Our focus is to compare this algorithm
with other well-known alternating minimization algorithms listed below, updating H and W
alternatively. We let z =V @ (Wh).

e Projected gradient descent (PGD): It iterates h**"V <~ h —n® W1 (z — 1,,) followed by
projection onto the simplex, where 1 o< h is an appropriate learning rate (Lin, 2007).

Thttps://archive.ics.uci.edu/ml/index.php
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Figure 2: Convergence of the three algorithms for the KL-NMF subproblem; the relative
error |fi, — f*|/|fo — f*| (Top) and the log relative error (Bottom); n/m: the number of
samples/features of the data matrix

e Multiplicative update (MU): A famous multiplicative update algorithm is originally
suggested by (Lee and Seung, 2001), which iterates h™V < h © (W'z2) @ (W'1,) and

is learning rate free.

e Our method (SCI-PI): It iterates h™®" <+ h® (o + W7 2)®? followed by rescaling, where
o is a shift parameter. We simply use o = 1 for preconditioning.

e Sequential quadratic programming (MIXSQP): It exactly solves each subproblem
via a convex solver mixsqp (Kim et al., 2020). This algorithm performs sequential
non-negative least squares.

KL-NMF subproblem on synthetic data sets Before presenting experimental results
of alternating algorithms on the KL-NMF problem (39), we report small experiments using
synthetic data sets on the KL-NMF subproblem (40) where we repeat the above iterations
until convergence.

To study the convergence rate for the KL-NMF subproblems, we use the four data sets
studied in Kim et al. (2020). We study MU, PGD and SCI-PI since they have the same
order of computational complexity per iteration, but omit MIXSQP since it is a second-order
method which cannot be directly compared. For PGD, the learning rate is optimized by grid
search. The stopping criterion is || fx — f*|l2 < 107f* where f is the objective value at
iteration k and f* is the solution obtained by MIXSQP after extensive computation time.
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The result is shown in Figure 2f. The average runtime for aforementioned three methods
are 33, 33 and 30 seconds for 10,000 iterations, respectively. Although the reformulated scale
invariant problem (12) is a non-convex problem, SCI-PI always finds a global optimal solution,
regardless of the starting point. Moreover, as shown in the figure, SCI-PI outperforms the
other two algorithms for all simulated data sets.

KL-NMF on real world data sets Next, we test the four algorithms on the data sets
in Table 1. We estimate r = 20 factors. At each iteration, all four algorithms solve m
subproblems simultaneously for W and then alternatively for H.

The result is summarized in Figure 33. The convergence plots are based on the average
relative errors over ten repeated runs with random initializations. The result shows that
SCI-PI is an overall winner, showing faster convergence rates. The stopping criterion is the
same as above. To assess the overall performance when initialized differently, we select KOS
and WIKI and run MU, PGD, SCI-PI, and MIXSQP ten times*. The three algorithms except
MIXSQP have (approximately) the same computational cost per iteration, take runtime of
391, 396, 408 seconds for KOS data and 372, 390, 418 seconds for WIKI data, respectively
for 200 iterations. MIXSQP has a larger per iteration cost. After 400 seconds, SCI-PI
achieves the lowest objective values in all cases but one for each data set (38 out of 40 in
total). Thus it clearly outperforms other methods and also achieves the lowest variance.
Unlike the other three algorithms, SCI-PI is not an ascent algorithm but an eigenvalue-based
fixed-point algorithm. Admittedly, non-monotone convergence of SCI-PI can hurt reliability
of the solution but for the KL-NMF problem its performance turns out to be stable.

5.3 Gaussian Mixture Model and Independent Component Analysis

In this subsection, we study the empirical performance of SCI-PI when it is applied to GMM
and ICA.

GMM GMM fits a mixture of Gaussian distributions to the underlying data. Let L;; =
N (ai; pj, Xj) where i is the sample index and j the cluster index and let 7 be the actual
mixture proportion vector. GMM fits into our restricted scale invariant setting (Section 4.3)
with reparametrization, but the gradient update for p;,3; is replaced by the exact coordinate
ascent step. The EM and SCI-PI updates for = can be written respectively as

r=1,0 (Lr), ™" x7o (L) (EM), 7«76 (a+LTr)® (SCLPI) (54)

where « is a shift parameter set to 1. We compare SCI-PI and EM for different real-world
data sets from Table 2. All the algorithms initialize from the same standard Gaussian random
variable, repeatedly for ten times. The result is summarized in the left panel in Figure 4.
In some cases, SCI-PI achieves much larger objective values even if initialized the same. In
many cases the two algorithms exhibit the same performance. This is because estimation of
ui’s and Xi’s are usually harder than estimation of 7, and EM and SCI-PI have the same

fFor each evaluation, we randomly draw ten initial points and report the averaged relative errors with
respect to f*. The initial input for the KL-NMF problem is a one-step MU update of a Uniform(0, 1) random
matrix.

$In all plots we do not show the first few iterations. The initial random solutions have the gap of
approximately 50% which drops to a few percent after ten iterations where the plots start.

23



Kimv, KiMm AND KLABJAN

KOS 8350~ KOS
0.003- 0.05-
0.04- @ 8350-
<] <] =
£ 0.002- = method [
@ S 0.03- °
o o -~ MU Q 8340-
2 2 ~ sc-Pl B
5 8 0.02- = PGD @
D 0.001- [ + MIXSQP 5 g330-
0.01-
8320-
0.000- 0.00-
0 50 100 150 200 0 50 100 150 200 MU PGD SCI-PI MIXSQP
computation time (seconds) computation time (seconds)
NIPS WIKI WIKI
0.05- 015- 7900-
0.04- ) -
5 5 R
= £ 0.10- method g
T 0.03- @ ~ wu °
Qo [ -
2 2 - scpl E T80
8 0.02- K| = PGD ]
[ © 00s- oMIXsQP l#l
7825-
0.01- E
==
0.00- 0.00- 7800~
0 50 100 150 200 0 50 100 150 200 MU PGD SCI-PI MIXSQP
computation time (seconds) computation time (seconds)
WT KOS
2 -2
-4- = 4
= o
o =
5 - O -6- method
2 MU
° 2 SRS o -
£ e B 8 ~ PGD
. e “ SCI-PI
£ -10 S -10- -
=1 2 MIXSQP
g o
“12 -12
-14- -14-
0 200 400 600 0 1000 2000 3000
computation time (seconds) computation time (seconds)
NIPS WIKI
2 -2-
o 4 | = -4-
2 \ e
= =
T -6- O -6- method
2 . 2 - MU
g -8 g 8 ~ PGD
g o g . ~ SCI-PI
~10- -10- -
g g MIXSQP

° 2‘Sf:omputsabtoion tim;égseconéio)o 120 ° comynlﬂf;tion time (seég?ds)
Figure 3: Convergence of the four NMF algorithms; the relative error |fi — f*|/|fo — f*| (Top
left) and the log relative error (Bottom); Boxplots containing ten objective values achieved
after 400 seconds (Top right)

GMM ICA

1.2- x

100- [ ]

relative error
. N
< =
*
relative error
s

0.1-

Figure 4: The relative objective f&-ppr/fan for GMM (Left) and foppr/ ffastica for ICA
(Right)

24



SCALE INVARIANT POWER ITERATION

updates for p and . For a few cases EM outperforms SCI-PI. Let us mention that SCI-PI
and EM have the same order of computational complexity and require 591 and 590 seconds
of total computation time, respectively.

ICA We implement SCI-PI on the Kurtosis-based ICA problem (Hyvérinen et al., 2004)
and compare it with the benchmark algorithm FastICA (Hyvarinen, 1999), which is the
most popular algorithm. Given a pre-processed¥ data matrix W € R™ ¢, we maximize an
approximation of negative entropy (Hyvirinen and Oja, 2000), f(z) = > 1, [(w]z)* — 3]2,
subject to x € 9By. This problem fits into the sum of scale invariant setting (Section 4.1).
SCI-PI iterates w31 < WT[(Wzp)®* — 31,) © (Wxy)93] and FastICA iterates xp,; <
WT (W)@ — 3(1L (Wxy)®?)zy, both followed by normalization.

In Figure 4 (right panel), we compare SCI-PI and FastICA on the data sets in Table 3.
The majority of data points (81 out of 100 in total) show that SCI-PI tends to find a
better solution with a larger objective value, but in a few cases SCI-PI converges to a
sub-optimal point. Both algorithms are fixed-point based and thus have no guarantee of
global convergence but overall SCI-PI outperforms FastICA. SCI-PI and FastICA have the
same order of computational complexity and require 11 and 12 seconds of total computation
time, respectively.

6. Final Remarks

In this paper, we propose a new class of optimization problems called the scale invariant
problems, together with a generic solver SCI-PI, which is indeed an eigenvalue-based fixed-
point iteration. We showed that SCI-PI directly generalizes power iteration and enjoys
similar properties such as that SCI-PI has local linear convergence under mild conditions
and its convergence rate is determined by eigenvalues of the Hessian matrix at a solution.
Also, we extend scale invariant problems to problems with more general settings. We show
by experiments that SCI-PI can be a competitive option for numerous important problems
such as KL-NMF, GMM and ICA. Moreover, while not studied in this work, SCI-PI can
be generalized to solve optimization problems on the Stiefel manifold such as block PCA.
Under orthonormality constraints, the problem with a scale invariant function can be locally
considered as the top k eigenvector problem. Therefore, we can develop a general form
of the QR iteration (Francis, 1961, 1962) and its convergence analysis using similar proof
techniques. Finding more examples and extending SCI-PI further to a more general setting
is a promising direction for future studies.

YA centered matrix W = n*/2UDVT is pre-processed by W = WVD VT so that WTW = nVVT.
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Appendix A. Proofs of Propositions
A.1 Proof of Proposition 2

From (2) and (3), we infer functional equations of the multiplicative factor v and the additive
factor v. Under the continuity assumption on f, these functional equations have the forms
of Cauchy equations. Relying on known properties of Cauchy equations, we prove that u
and v are homogeneous and log functions, respectively. We next provide details.

We first consider the multiplicative scale invariant case. Let x be a point such that
f(z) # 0. Then, we have

frsz) = u(rs)f(z) = u(rju(s)f(z),
which results in
u(rs) = u(r)u(s)
for all r, s € R. Let g(r) = In(u(e")). Then, we have
g(r+ ) = In(u(e"™)) = In(u(e"e”)) = In(u(e")) + In(u(e®)) = g(r) + g(s),

which implies that g satisfies the first Cauchy functional equation. Since f is continuous, so
is u and thus g. Therefore, by (Sahoo and Kannappan, 2011, pp. 81-82), we have

g(r) =rg(1) (55)
for all » > 0. From the definition of g and (55), we have
u(e”) = 9 = (en)9). (56)

In(7)

Representing r >0 asr =e and using (56), we obtain

u(r) = u <€ln(r)> — p9() — pn(u(e)) _ .p
Since f(x) # 0, if p = In(u(e)) < 0, then we have

lim, o, f(re) = lim,—o u(r) f(z) = f(z) - lim,—o, 7P = f(x) - 00 # f(0) < o0,

contradicting the fact that f is continuous at 0. Also, if p = 0, then we get u(r) = 1, which
contradicts u(0) = 0. Therefore, we must have p > 0. From u being an even function, we
finally have

u(r) = rP

for r € R.

Now, consider the additive scale invariant case. For any z € dom(f), we have

flrsz) = f(z) +v(rs) = f(z) +o(r) + v(s),
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which results in
v(rs) = v(r) + v(s)
for all 7,5 € R\ {0}. Let g(r) = v(e”). Then, we have
g(r+s) =v(e™) = v(e"e’) = v(e") +v(e) = g(r) + g(s).

Since g is continuous and satisfies the second Cauchy functional equation, by (Sahoo and
Kannappan, 2011, pp. 83-84), we have

g(r) =rg(1)

for all 7 > 0. For r > 0, letting r = e(")

v(r) = (") = g(In(r)) = g(1)In(r) = v(e)In(r) = log,(r)

, we have

1
where a = ev(®. Note that a satisfies 0 < @ and a # 1. From the fact that v is an even
function, we finally have

v(r) = log,|r|
for r € R\ {0}.

A.2 Proof of Proposition 3

Without loss of generality, we can represent a scale-invariant function f as

flex) =u(c) f(x) + v(c) (57)

since we can restore a multiplicatively or additively scale-invariant function by setting v(c) = 0
or u(c) = 1, respectively.

In order to derive the first-order derivative properties, we differentiate (57) with respect
to x and c, respectively. Then, we further differentiate the latter with respect to x to obtain
the second-order property.

By differentiating (57) with respect to x, we have

Vf(exr) = wVf(:c)

C

On the other hand, by differentiating (57) with respect to ¢, we have
Vilex)Ta = (c)f(z) + v/ (c). (58)
By differentiating (58) with respect to x, we obtain
V2 f(cx)x 4+ Vf(cx) =/ (c)Vf(x). (59)

Plugging ¢ = 1 into (58) and (59) completes the proof.
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A.3 Proof of Proposition 5

In order to prove the equivalence of (1) and (9), we show that a scalar multiple of an
optimal solution to one problem is optimal to the other problem. Since {z : ||z|2 = 1}
and {w : f(w) = 1} have a one-to-one correspondence, we can uniquely determine such a
mapping.

First, we consider the multiplicatively scale invariant case where f(z*) > 0. Suppose
that an optimal solution to (9) is z not z*/f(z*)'/P such that

Izll2 < [|2*/f (@) /7. (60)

Let 2 = z/||z|l2. Then, we have ||2]|2 = 1 and z = 2/f(2)V/?. Since |||z = ||z*||2 = 1, we
have

Izlla = 12/ £(H)VPlle = 1/ F)YP, la*) f@®) P2 = 1/ (@), (61)

From (60) and (61), we have f(z*) < f(2) since p > 0. This contradicts the assumption that
x* is an optimal solution to (1).

For an optimal solution w* to (9), since f(w*) =1, we have w* # 0 and thus ||w*|2 > 0
and f (w*/[|w*||2) = 1/|w*||5 > 0. Suppose an optimal solution to (1) is y with

Fy) > f (@ /[w*]2) > 0. (62)
Let § = y/f(y)"/?. Then, f(§) =1 and y = §/||j]l2- Using f(§) = f(w*) = 1, we have
F) = F@/alle) = lIals" F @/ fw*]la) = 1/[Jw?]|5". (63)

From (62) and (63), we obtain ||§||2 < ||w*||2, which contradicts that w* is optimal to (9).
Next, we consider the additively scale invariant case. Suppose that an optimal solution
to (9) is z with

Illz < [la' =", (64)

Let 2 = z/||z||2. Then, we have ||2]s = 1 and z = a!=/®)2. Using ||2[|2 = [|lz*||]2 = 1, we
have

lzllz = a*= 73, e =@ 2|y = o} @), (65)

From (64) and (65), we obtain f(z*) < f(2) due to a > 1, which contradicts the assumption
that «* is an optimal solution to (1).
Conversely, suppose that an optimal solution of (1) is y with

f(y) > f (w*/w*]l2) - (66)
Let § = a'~/®y. Then, we have f() = 1 and y = §/||9|l2. Since f(§) = f(w*) = 1, we have

fy) = F(@) —logyllglla = 1 —logyllgll2, f (w*/llw"[l2) =1 —log,[[w*[l2. (67

From (66) and (67), we have ||§]|2 < ||w*||2 since a > 1, contradicting the fact that w* is an
optimal solution to (9).
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Appendix B. Sublinear convergence of SCI-PI for quasi-convex f

Proposition 11 If f is quasi-convex and continuously differentiable, a sequence of iterates
{Zk k=01, generated by SCI-PI satisfies f(xry1) > f(xr) for all k > 0. Moreover, either
Algorithm 1 terminates with a stationary point or every limit point is a stationary point.

Proof Suppose that f(zpi1) < f(xg). By the first-order property of differentiable quasi-
convex functions, this leads to

Vi (o) (e — ) = Vf<xk>T( v/ (“"’“)‘2 - xk) = V()2 — V(o) Ty < 0.

IV f ()
(68)

However, since f(xg+1) # f(xr), Vf(zk) is not a scalar multiple of zy, resulting in
IV f(zi)ll2 — Vf(xp) 2, > 0.

This contradicts (68). Therefore, we have f(zp11) > f(zk).

If Algorithm 1 terminates at iteration k, we have V f(x) = 0. Therefore, x, is a stationary
point satisfying (8) with the value of the Lagrange multiplier being zero. Otherwise, let x*
be a limit point and suppose that x* is not a stationary point. Then, there exists some ¢ > 0
such that Vf(x*)Tz*/||Vf(2*)|l2 < 1 — €. Since V£ is continuous, there exists some § > 0
such that for z € 9By with V f(x) # 0, if ||z — 2*||2 < 0, then

V@)V (@)
IV f @)1V f(@)]2

Let k' be an index such that ||z —z*||2 < 0. Since {f(z%)}k=0,1,.- is non-decreasing, we have
flag) < f(ap41) < f(z*). By the first-order derivative property of quasi-convex functions,

we obtain .
Vi) (e —2)
[V f(@*)]]2 B

However, since zgr11 = Vf(xp)/||Vf(zr)|l2 and ||z — 2*||2 < d, we must have

>1—e.

Vi) Vi)V )
IV f(z*)]]2 IV (@) |2lV f (zr) ]2
This leads to a contradiction. Therefore, * must be a stationary point. |

Appendix C. Additional Lemmas
On several occasions, we use if x € 0By, y € By, then
- % = 2 2~ = - :
lz = yll3 = 23 + llyll3 — 227y = 2(1 — 2"y)
Note that if 27y > 0, then

Vi@ = Ju ety = VimaTy = 22, (69)

By Cauchy-Schwarz, we also have
V1 @2 = /(1 —aTy)(1 +aTy) < V21— aTy = o — yll (70)
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C.1 In Support of the Proofs of Theorem 6 and Theorem 7

Lemma 12 Let z* be a vector in R and {v1,---,vq} be an orthogonal basis in R? such
that x* = v1. If a twice continuously differentiable function f : R* — R satisfies

d

Vi) vi =X +a(z), S (V@) vi)? < (Qollr — 2%z + B(z))? (71)

i=2
for every = € OBy and some functions o, 5 : R4 — R and scalars \*, X such that
a(x) = o(y/[lz —a*[l2), B(z) = o[lx —z*[l2), A" >X>0,

then for the sequence of iterates {x}r=01.. generated by SCI-PI, there exists some § > 0
such that under the initial condition ||xo — x*||2 < d, we have

k—1 N
A2 Ao
lxp — z* H2<H</\*+%> 2o — =*||3, ——i—%<1 and hm vt = 0.

Proof By (71) for every x € 0B, we have

S (Vf (@) vi)?
(Vf(z)Tv1)?

IN

(5\2||$;<f|c|¥2(; ﬁ<x>>2

Let

Xollz —a*|2 + B(x) Ko
0(z) = _ _
(@) A+ a(z) A* lz ==

Then, we have 0(z) = o(||lx — z*||2) and

Sia(Vf () vi)?
(Vf(z)Tv1)?

IN

2
< () he-sig (72

|z — 2|2
Let
0(x)

lz = z*[l2"

e(x) =

For z € R? such that 272* > 0 or ||z — 2*|2 < /2, we multiply (72) by 2/(1 + z72*) to

obtain
zdf Vf T i2 2 5\ 2 1 T * §
S o () < (B o) (14 T ) I =71

iy 2
~ (2+1@) e -2 (74)
where
Ao 1—2Tz 1 — Tz
14 ———. 75
=5 (um +ﬁ) T (75)
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By (71), there exists some d; > 0 such that if ||z — 2*||2 < 01, then
Viz) vy > 0. (76)

Also, by (73), for any 4 > 0 satisfying

Ao

G +5<1, (77)

there exists some constant do > 0 such that if ||z — 2*||2 < d2, then
gl
le(@)] < - (78)

Let vx = y(zk), €x = €(zk), and 6 = min{dy, da, 4/ %_, V2}. We prove that if ||z —2*||2 < 0,
(79)

) A2
ks — 23 < ( 55+
A

then we have
Since § < v/2, we have z1z* > 0. Also, from ||z — 2*||2 < §; and 2* = vy, using the update

2
) |k — x*H% and v < 7.

rule of SCI-PI and (76), we obtain
\V/ T, . \V4 T
flop) z™ V() vy =0

T * — )
T @l V@)l

On other the hand, since |zf, v1i| < [[zg41]l2]|vi]2 = 1, we have
1— (z1 ,v1)?
( k+1 ) (CL’£+1V1)2
Also, from the fact that {vy,---,v4} forms an orthogonal basis in R?, we have V f(x}) =
S (V) vi)vi and ||V f(2)]12 = S50, (V£ ()T v4)2. Using the update rule of SCI-PI,

L (@i v)? Vol = (V) ve)? (Vi (a) vi)
(Vf(@e)v1)? (VF(w)Tve)?

we have

(xg+1vl)2
By |lzx — 2*|2 < V2, using (74), we have
*1((2 T *\2 2 5‘2 ? %2
[#p1 — 2™z = (1 = (2 1127)7) 15T o < | +tr@e)) lloe—a72
k+1

Since zfz* > 0, [lzg — 2*||2 < §a, and 1 — a2 < %77’

o 1 —a;g:c*
Tk = Nx Tk T T
1+ ]2+ \/2(1 + 2] %) T
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which proves (79). Therefore, if x( satisfies ||zg — 2*||2 < d, by repeatedly applying (79), we
obtain

L%\ A A
* (|12 2 * (12 2 2 _
o =< I (52 +70) oo = Band 322 327 <1
From
5\2 2k
o =o'l < (32 +7) o = o' (50)
we have zp — x*, and thus limy_,o, v = 0 by (75). This gives the desired result. |
Lemma 13 Let z* be a vector in R and {v1,---,vq} be an orthogonal basis in R? such
that ©* = v1. If a three-times continuously differentiable function f : R — R satisfies
Vi) 'vi>A—-B(1-2T2*) —CV1 —aTa (81)
and
d F 2
S i@ < (Dy1= @ Bl -+ Gle - o) (s2)
i=2
for every x € 0By and some constants A, B,C, D, E, F' such that
D+ FE
A>0, B+C>0, + <1,

A

then for the sequence of iterates {xy}r=01,.. generated by SCI-PI, under the initial condition
that ||zg — x*||2 < & where

0 = min V24 V2(A-D - B)
B A+|A-B|+C  A—-D+F+C+|A-B| [’

(83)

we have

k-1 2
D+E .» D+E .
|og — 2|3 < tl:!) ( yi —I—%) |lzo — z*||3, i +y <1, andklin;o% =0.

Proof Let ||zg — z*||2 = dp < 0. To prove the main result, we show that if ||z — 2*||2 < do,
then we have x£+1:c* > 0 and

1-— (mfﬂm*)Q 1-— (m%x*)Q (84)
* = Pk *
(2, 2%)? (zfx*)?

where

pk=< D+ B+ (B4 F)lry — " [/V? )
A= (A= B+ O)ffox — "o/ (V2 ~ o — 27]1)
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Suppose that ||z — z*|]2 < do for k > 0. Since ||z — 2*||2 < &, by (83), we have zlz* > 0
and

A—B(1l —aiz*) - C\/1—ala* = Azf 2" + (A — B)(1 — 2{2*) — C\/1 — aTa*

A-B . c
= Azja" + — ka—:vllé—ﬁ\:vk—w*!b

_[A=B[+C |z — $*||2>
V2 x%x*

(85)

> ala* <A
>0

where the first inequality follows from ||z — 2*||2 < v/2 and the second one follows from

A= B+ C Jlax —2™la _ (1A= B[+ O)zx —a™lla _ (A= Bl +O)llzw — ™2 _ ,
V2 TR V2o —al3/V2 T V2=l — a7l

Inequality (85) implies that
T, .x T %
oo = Y f(zx) V1 _ A—B(l —agpz*) - Cy/1—ax
IV ()2 IV f ()2

On the other hand, since

> 0.

L= (@i vi)® V@l = (V) ™v)? SV ) vi)?

(2} v1)? (Vf(zr)Tv1)? (V) Tv)?

using (81), (82), and (85), we have

1= (2L, a2 [ Dy1= (af2")? + Ellay, — a2 + Fllaw — 2*[3
<
T *)2 -
(%1 2%) A-B(l—afz*)—Cy/1 —zla*

( D+E+ (E+F)|ay — 2*|2/v2 )21—( T )2
A—(JA=B|+O)lzy — x*|2/(V2 = || — x*[|2) (g a*)?

where we use the fact that /1 +x <1+ +/x for z > 0 to derive

o T ..%\2 ok F _ax]|2
D\/l (ﬂka) + Bz x||2+2‘|55k CUHQ_D+E\/1+1—1‘;€:E* F\/l—x;‘gw*

1_ (x%x*)2 1+ x%x* 1+ xf:c*

1-— xf:v*

<D+E+(E+F)|—%=
= BT
|z — 2%||2

<D+E+(E+F) %
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Since z12* > 0 and xf+1x* > 0, we can write (84) as

pr(1 + xfa*)

oy — 2|13
pi+ (1= pi)(aFa)2 + ala*y [ + (1 = pi) (af 2)?

g1 — 23 <

Let
pr(1+ za*)
pi+ (1= pi) (e a*)? + afa*y [og + (1= p) (af )2

Pk =
Before proving pr < po < 1, we first show that pp < pg < 1. Since :E;‘gx* > xl'z*, we have

lx — 2*[l2 < ||lwo — 2*[|2, and thus

[l — ™2 o — 2|2

V2= |lzr —a*ll2 ~ V2~ llzo — 2|2’

which results in pp < pg. From §p < § and (83), we have

A—B|+C+E+F
V2 = ||zg — x*|2

”.’IJO*.%‘*HQ SA*D*E,

and thus

|A—-B|+C
. o — &l — | D+ B+ (E + F)
V2 — [z — 2*2
This leads to pp < 1.
If pr, = 0, obviously pi < pg. Otherwise, using 0 < pr < po and J:Zx* > xf'z*, we have

_ *
[z — z¥[|2 >0

7 >

- 1+ ala
pr =
(Fa*)2/pp + (1 — (zl2*)?) + xf:rﬂ/(m{x*ﬁ/pi + (1= (zFa*)?) /i
< 1+ :U;‘gx*
(Fa*)2/po+ (1 — (zF2*)?) + x{x*\/(x;fx*)Q/pg + (1= (zf2%)?)/po
< po(1 + zfa*)
po+ (1= po)(af )2 + afa*\[po + (1= po) (o 27)?
1= /oo + (1= po) (o 27)?
< il 1+ i
Vot (0 =po)afz2 \ (oo + (1= po) (o 2%)? + af 2
L=yt (= po)afa)?
< Po 14 0
Voot (= p)fe)2 \ (oo + (1= po)(ada*)? +

= po-
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Since

po + (1 — po) (xg %) + xg 2* \/Pk + (1= pp)(@f2*)? — pp(1 + g a™) > 0,
we finally have p < 1. Therefore, we have

. D+E 2 2 )
e o1 < (P07 4 ) llow—a"1B < oo = o* 3

B D+E 2

Since ||xg4+1 — *||2 < 0, by induction, we have

where

. — 213 < 76 lwo — "3,
which implies the convergence of z* to x*. As z* — x*, we have pp — pg and pp — (DXE)
which leads to 74 — 0. This completes the proof. |

)

Lemma 14 Let [ be three-times continously differentiable on an open set containing 0By
and Hj be the Hessian of V;f = 0f /0x;. Let {vi,---,vq4} be an orthogonal basis in RY.
Forx € OBy and y1,- -+ ,yq € By, let

d
Gi(y's -+ y") =D Vi Hi(y!), Ri(x) =V (@) v =V (@) v = (x—2") V2 f(@")vi.
=1

Then, we have
1 *
D (Ri(x))* < 1M2||x — a3

where

M = max \/Zz (TG (YL, - y)T)2.

fﬂeaBd:yl )t 7yd€Bd

Proof From V,f(x) being twice continuously differentiable near 0B, we have
Vif(a) =V, f@) +VV;fa) (z —a*) + gl@—z )" Hy(y) (@ — %) (86)

where 3/ € N(z,2*) = {y|y = Az + (1 — A\)z*, 0 < A < 1}. Since

1 . .
Ri(w) = 5z = eV Gily'y) (e — o)
1 —z* 7 1 d x—x* (87)
L e ICTUR O] P
2 ? Llle = [ —2*[|2
using the definition of M, we have the desired result. |
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C.2 In Support of the Proofs of Theorem 9 and Theorem 10

Lemma 15 Suppose that f(x,y) is scale invariant in x € R% for each y € R% and twice
continuously differentiable on an open set containing OBg, x 0Bg,. Let (z*,y*) be a point
satisfying

me(:v*,y*) = )\*.1‘*, A > 5\2 = max2§i3d1|)\i|, A Vi

where (Xi, vi) is an eigen-pair of V2, f(x*,y*). Then, for any x € 0By, and y € OBy,, we
have

Vof(z,y)'vi =N+ (y—y) Vi f@",y")z" + a(z,y)

and
dz B )
D (Vaf (2, 9) Vi) < (Qallz — ™2 + vy — y*lla + Blz,y))
i=2

where

a(z,y) = o (‘

b
y—y*

r—z* * %
|: . *:| )a B(xay)_0<‘ >7 l/:Hngf(J} ay)HQ'
Y=Y 1lls 2

Therefore, we have

ZdlZ(vxf(xay)TVZ)Q 5\2 . v . 2
) < (22 B v B
(fo(x, y)Tv1)2 — )\ Hx x H2 + 2\ ”y ) HQ + 9(.13, y)

b=l
y—y ],
Proof Since V2, f(x*,y*) is real and symmetric, without loss of generality, we assume that

{v1, -+ ,vq,} forms an orthogonal basis in R%.
By Taylor expansion of V. f(z,y)Tv; at (z*,y*), we have

where

0(z, y) :0(’

x— a:] T V2 )

)

Vof (@ y") vi =X (x—a")TV2 (e, y*)vi = =\ (1 — zfz¥).

vxf(xa y)TVi = vxf(x*’y*)TVi + |: :| Vi + Rl(xvy)

where

Ri(z,y) = o (’

|:£L‘ — "]
y—y"]

Using V, f(z*,y*) = A*z* and * = v1, we have

Therefore, we obtain

fo(:zz,y)Tvl = A" + (m - :U*)Tvsz(x*ay*)x* + Oé(l’,y) (88)
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where
o) = Rafep) - M1 =) o |22 | ).

y—vy 2

In the same way, for 2 < ¢ < d,, we have

vdff(x*7y*)TVi = )‘*(x*)TV’i = 07 (.’L’ - x*)Tvixf(l.*?y*)vl = )‘ixTVi7

resulting in

From (89), we obtain

dx dy
Y (Vaf(z,y) vi)? = (M) vi) +Z y— )V fa", gt )vi)
=2 =2
+ Z(Rm, y)? +2 Z M@V =y V(g v
=2 1=2

da
+2 Z Xi(@Tvi) Ry, y)

+2Zy v Ve f (@ Y )viRi(z, y).

Since {v1,---,vg,} forms an orthogonal basis in R% with 2* = vy and ||z[|3 = 1, we have
dg B B
Y AaTvi)? < (R)? (1 - (2"2)?) < (M)l — 2™ |3
=2

and

da

* * * 2 * * * *
S (w=y) Ve y)vi) <y —y) Vi f@ y)3 < vy — v7l3.

y — y
dg;

S NV g — vV F Ty v < davlly — v lalle — 2o
=2

Let Ro(7,y) = maxa<i<q, |Ri(7,y)|. Note that

o) = o (’

Using the Cauchy-Shwartz inequality, we have

Also, we have

da
D i@V Ri(w,y) < AaRo(,y)Vda|w — 2*2
=2
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and
dy B
> Ri(x,y)(y — v Vi f (", y")vi < vRa(z, y)V delly — y¥ 2.
=2

Therefore, we obtain

dg
B\ * * 2

Y (Vaf (@ y) Vi) < (allz — 2"l + vy — y*ll2 + Bz, y)) (90)

=2
where

= x—a*
flan) = ot =o (|22 ).
y—y 2

Since {vy,---,vg, } forms an orthogonal basis in R% and |z7z*| < ||z||2]|z*||2 = 1, we have

(Vaf (z,9)"2%) _ Sia(Vaf (@) vi)?
IVaf@l3 = (Vaf(z,y)vi)?

Using (88) and (90), we have

1—

>y (Ve (@,y)7vi)?
(fo(l‘a y)TV1)2

X 2
A « v %
< (o=l + 52y =l + 0o

Lol

This completes the proof. |

where

8(z,y) = o (‘

Lemma 16 Suppose that f(x,y) is p-strongly concave in y € R% with an L-Lipschitz
continuous Vyf(xz,y) for each v € 0Bg, and three-times continously differentiable with
respect to x and y on an open set containing OBy, x R%. Let (z*,y*) be a point such that
Vyf(x*,y*) = 0. Then, for any x € 0By, and y € R, with o = 2/(L + p), we have

2v L—u
ok < K =P ok 0 1
ly +aVyfz,y) —y 2 < (LJFM) |z —2"|2 + <L+u> ly —y*ll2 +0(x,y)  (91)
2)'

-
y—y*

where
v = V20 ) s Oa,y) = o0 (\

Proof Let V,;f be the ith coordinate of V,f and
zy
’ Hy,i Hy,i
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be the Hessian of V, ; f. By Taylor expansion of V,;f(z,y) at (z*,y), we have
Vyil (x,y) = Vyif (z°,9) + VoVyif (v, 9)" (z — %) + Ri(z,y) (92)
where V.V, ;f(z*,y) denotes the i*" column of Vixf(m*, y) and
Ri(x,y) = %(m - ac*)TH;”f(i“l, y)(z—x*), i'eN(zz*). (93)
Also, from f being three-times continuously differentiable, we have
VaVyif(z*,y) = VaVyaf (@, y") + H2 =" 5y —y*), 5 € Ny,y™).  (94)
Since

Gy =y ) Hy5 (2, 5) (@ — a)|

IN

IHY (@, )l — 2% 2]y — y* ]2

1 * A7 * *
S IHG @ 32 (e — = 15+ lly — v*[13) ,

x—x*
Lf - y*} 2> ' (%)
By (92), (93), (94), and (95), we have

Vyf(xv y) = Vyf(m*,y) + szf(x*,y*)(x - CB*) + R(.’L‘, y) (96)

L)

y+aVyf(z,y) =y =y —y* +aVyfa*,y) + oV f(@*,y")(z — 2*) + R(z,y),

IN

we have

(=) E - a) = o

where

Rile.y) = Ri(ey) + (y — g THE (" )z — 2) = 0 (]

Using (96), we have

resulting in

ly +aVyf(z,y) =yl < lly —y" +aVy,f(z"y)l2

2 * % * D, (97>
+ o[ Vi f(2", ) (@ — 27) |2 + al|R(z, y) 2.

Since — f(z*,y) is p-strongly convex in y with an L-Lipschitz continuous gradient —V,, f(z*, y),
by theory of convex optimization (Bubeck, 2015, p. 279), we have

* * L— H *
="+ oVt 2l < (T4 ) Iy =o'l (99

due to a = 2/(L 4 p). Also, we have

allVE ) = e < (s ) o= (99)
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Plugging (98), (99) into (97), we finally obtain

L—pu 2v
-y +aVy,f(x”, <|\— -y 2+ | —— | llz —x%|]2 + O(=,
ly —y g f(@ Y2 < <L+u> ly —v*|l2 (Lﬂ) | ll2 + 6(x,y)

L)

where

o) = IRl =o

Lemma 17 Suppose that a sequence of iterates {(zk, Yx) trk=0,1,... satisfies

ok b ok T
k1 — y*l2 efe d | |lye—y"l2 0¥ (xk, yr)

for some functions 6* and 0Y such that
> ) Qy(l‘]ﬁyk):O(
2

T — x*
0% (xg, =0 N
(ks Yi) (‘ [yk—y]
1 4e2
p:2<a+b+ (a—b)2+be> <1,

2) . (101)

e
Yk — Y

If a,d,e >0 and b,c > 0 satisfy
c

then there exists some § > 0 such that if Ag < §, then we have

k—1
A? < T1(p+ )22 and lim 4, =0
t—o00
t=1
where
T — x*
A = )

Proof From (100), we have

[Zk+1 — 2|2 a e/bl ||z — z*||a 0% (2k, yr)
mm—ﬂjébcd”M—MJ+bm%J 10
< (M + Nz, u)) I _x:”2 (103)
k. — y*[l2

where

a e/b max{0”(z,y), 0" (z,y)}
M = 5 e\, - )
L/c d} ) Viizk =215+ vk — y*[13
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and

o) - () ok —a*lls e~ 07l
’ Ve = 2* 3+ Ty — y7 13 Llee = 2%z llys = y7 |2

Note that we have

(z y)gI(I;* ) Nl](:l"a y) = Oa Z?] = 1a 2.

By Lemma 18, there exists a sequence {w¢}¢=o.1,... such that

k—1
172 = H(p—i—wt) and limy yoowy = 0.
t=0

Since p < 1, this implies that ||M*||s converge to 0. Let

M7 +1
= w Pmax = Max ||‘Z\4k||2

. k oy
T=min{k: ||[M"||2 <1}, p 9 ’ 1<k<r

Due to Njj(z,y) = 0 as (z,y) — (¥, y*) for 4,j = 1,2, there exists some 6 > 0 such that if

then we have

m—1

[T (M + N(g(.y.1))

<14 pmax  (104)
2

<p max
P 0<m<rt
2

T—1
[T (M + N(6(z,5,1))
=0

where ¢(x,7,1) denotes the I*" iterate (x;,4;) of the underlying algorithm starting with
(x()v yO) = (.%', y)
To see this, let us define

m—1

[T (M + N(é(z,9,1))

=0

g(x,y,m) =

2

By (100) and (101), if x — z* and y — y*, then for any 0 <[ < 7, we have

d(z,y,1) = (%, y%),

resulting in
g(@,y,m) = [M™]2.

Therefore, there exists some 6, > 0 such that g(z,y,7) < p. Also, for each 1 < m < 7,
there exists some d,, > 0 such that g(x,y,m) < 1+ ppax. Taking the minimum of §,, for
1 <m < 7, we obtain § satisfying (104).

For any n > 0, if A,; <, using (104) for (103), we have

AnT—&—m < (1 + pmax)AnTv 1<m<r, A(n+1)‘r < pAp;. (105)
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Suppose that Ag < §. Then, by repeatedly applying (105), for any n > 0 and 0 < m < 7,
we have

AnT—i—m < (ﬁ)n (1 + pmax)A()a
which implies that Ap — 0 as k — oo. Let

k
_ T (M + Nl (M,

Ny = N(zt,yt), M= — y Yk = Wi+ ke
||Hf:ol(M+Nt)||2 [ MF]|2
Then, we have
k—1 k—1 k-1
[Tz +N)| =TT +we+m)=[[o+. (106)
t=0 9 =0 t=0
Since Ny — 0, we have n; — 0, and thus lim;_, ¢ = 0. This concludes the proof. |

Lemma 18 Let M be a 2 X 2 matriz such that

wli.

for some a > 0,b>0,c>0,d>0,e >0 and let p be the largest absolute eigenvalue of M.
Then, there exists a sequence {wi}i—o1,... such that

k-1
ki . B
[ M"]]2 = t||0(0+wt) and  lim w; =0,

Proof The characteristic equation reads

2

det(M—)\I):AQ—)\(a—i—d)—Fad—%:O

with the discriminant of )
4e
—d)?+-—>0.
(a—d)f"+ be —
Thus, all eigenvalues are real.
First, we consider the case when det(M — AI) = 0 has a double root. We obtain the

condition for a double root as )
4e

—d)?+ == =0.
(a—d)”+ -

Since b > 0 and ¢ > 0, this implies a = d and e = 0. Therefore, M = al and p = a. From
MPF = aFI, we have |[MF*||; = Va2* = p¥, resulting in

I,

=————p=p—p=0, k>0
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Next, we consider the case when M has two distinct eigenvalues A\; and Ao. Since
a+d >0, we have A\ + A2 > 0. Without loss of generality, assume A; > Ag. Then, p = ;.
Let v; and ve be corresponding eigenvectors of A\ and Ao, respectively. Since v; and vy are
linearly independent we can represent each column of M as a linear combination of v; and
v as

M = [aqvy + Brva vy + Pavg).
By repeatedly multiplying M, we obtain
Mk = [al)\’f_lvl + 51)\5_1’02 ag)\]f_lvl + /82)\15_1'02].

Let CF = (M*)T M. Then, we have
Ch = 2/\1 2= BIA k Yy 201 81 (A A2)" o] v
022 = 2)\ (k=1) -+ ﬁ k ) + 20[252()\1)\2) Ul ()

and
Cty = 041042)\1 )+ B )\2 + (a1B2 + a2B1) (M A2) o] va,  CF) = CF,.

Since

2
ok > a%Af(’H) + 507D 20181 (AN = (X - BT >0
2
022 > 042 1 + ,82)\2(k b _ 2042,82(/\1)\2)k71 = (ag/\lf_l — 52/\126_1> >0,
we have
1 2
HMk”2 = \/2 [C{Cl + 052 + \/(Cﬁ - 052) + 4(052)2} )
leading to
k+1 k+1 k+1 k+1 k+1\9
g, | OOk \/<C'11 — ok ) +4(Chy2
ME - 2
122 O+ Cly +1/(Ch — Ch)” +4(Chy)?
From
Cfl _ 2 052 2 . sz T 051 _
¢ 520D = O Saten < 40 (B Saten — g e — 192
we obtain
i ’Mk+1”2
koo |[MF], VA =e
From I k+1||
) . M 2
dm wn =l S, PP =0
we obtain the desired result. [ |
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