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Abstract

We investigate gradient descent training of wide neural networks and the corresponding
implicit bias in function space. For univariate regression, we show that the solution of
training a width-n shallow ReLU network is within n~/2 of the function which fits the
training data and whose difference from the initial function has the smallest 2-norm of
the second derivative weighted by a curvature penalty that depends on the probability
distribution that is used to initialize the network parameters. We compute the curvature
penalty function explicitly for various common initialization procedures. For instance,
asymmetric initialization with a uniform distribution yields a constant curvature penalty,
and thence the solution function is the natural cubic spline interpolation of the training
data. For stochastic gradient descent we obtain the same implicit bias result. We obtain
a similar result for different activation functions. For multivariate regression we show an
analogous result, whereby the second derivative is replaced by the Radon transform of a
fractional Laplacian. For initialization schemes that yield a constant penalty function, the
solutions are polyharmonic splines. Moreover, we show that the training trajectories are
captured by trajectories of smoothing splines with decreasing regularization strength.

Keywords: implicit bias, overparametrized neural network, cubic spline interpolation,
smoothing spline, effective capacity.

1. Introduction

Understanding why artificial neural networks trained in the overparametrized regime and
without explicit regularization generalize well in practice is one of the key challenges in
contemporary deep learning (Zhang et al., 2017). A series of works have observed that this
phenomenon must involve some form of capacity control beyond the network size (Neyshabur
et al., 2015) and, specifically, an implicit bias resulting from the parameter optimization
procedures (Neyshabur et al., 2017). By implicit bias we mean that among the many
candidate hypotheses that fit the training data, the optimization procedure selects one which
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satisfies additional properties benefitting its performance on new data. In this work we
investigate the implicit bias of gradient descent parameter optimization for mean squared
error regression with wide shallow ReLU networks. Our theory shows that gradient descent
is biased towards smooth functions. More precisely, the trained functions are well captured
by interpolating splines depending on the initial function and the probability distribution
that is used to initialize the network parameters.

Under appropriate conditions, we intuitively expect that gradient descent will be biased
towards solutions close to the initial parameter. Indeed, considering overparametrized
neural networks, Oymak and Soltanolkotabi (2019) showed that gradient descent finds a
global minimizer of the training objective which is close to the initialization. This intuition
is spot-on for least squares regression with linearized models. In this case, Zhang et al.
(2020) showed that gradient flow optimization converges to the global minimum which is
closest to the initialization in parameter space. Although neural networks have a non-linear
parametrization, Jacot et al. (2018), Lee et al. (2019) and Lai et al. (2023) showed that
the training dynamics of wide neural networks is well approximated by the dynamics of the
linearization at a suitable initialization. This is referred to as the kernel regime, in contrast to
the adaptive regime where the models are not well approximated by their linearization. Also,
Chizat et al. (2019) showed that, under appropriate scaling of the output weights, a model
can converge to zero training loss while hardly varying its parameters. This phenomenon
is referred to as “lazy training”. On the other hand, it is also possible to relate properties
of the parameters to properties of the represented functions. Savarese et al. (2019) studied
infinite-width univariate (single input) neural networks and showed that, under a standard
parametrization, the complexity of the represented functions, as measured by the 1-norm
of the second derivative, can be controlled by the 2-norm of the parameters. Ongie et al.
(2020) extended these results to the multivariate setting. Using these results, one can show
that gradient descent with ¢ weight penalty leads to simple functions. We will pursue an
approach following these ideas, where we first approximate the gradient dynamics of a wide
network in terms of a linear model and then establish a function space description of the
implicit bias in parameter space.

The implicit bias of parameter optimization has also been investigated in terms of
the properties of the loss function at the points reached by different optimization proce-
dures (Keskar et al., 2017; Wu et al., 2017; Dinh et al., 2017). Gunasekar et al. (2018a)
analyze the implicit bias of different optimization methods (natural gradient, steepest and
mirror descent) for linear regression and separable linear classification problems, and obtain
characterizations in terms of minimum norm or max-margin solutions. Several works have
studied the implicit bias of optimization for classification tasks in terms of margins. Soudry
et al. (2018) showed that in classification problems with separable data, gradient descent
with linear networks converges to a max-margin solution. Gunasekar et al. (2018b) presented
a result on implicit bias for deep linear convolutional networks, and Ji and Telgarsky (2019)
studied non-separable data. Chizat and Bach (2020) showed that gradient flow for logistic
regression with infinitely wide two-layer networks yields a max-margin classifier in a certain
space. In the adaptive regime, Maennel et al. (2018) showed that gradient flow for shallow
ReLU networks initialized close to zero quantizes features depending on the training data but
not on the network size. Baratin et al. (2021) showed the evolution of the tangent features
during training which can be interpreted as feature selection and compression. Williams
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et al. (2019) obtained results for univariate regression contrasting the kernel regime and the
adaptive regime. We will obtain a related result for univariate regression in the kernel regime
and a corresponding result for the multivariate case.

This article is organized as follows. In Section 2 we provide settings and notation. We
present our main results in Section 3, along with a discussion. The main techniques pertaining
wide networks and the infinite width limit are presented in Sections 4 and 5. In Sections 6
and 7, we present the main derivations for the implicit bias in function space for univariate
and multivariate regression. In the interest of a concise presentation, technical proofs and
extended discussions are deferred to appendices.

2. Notation and Problem Setup

Consider a fully connected network with d inputs, one hidden layer of width n, and a single
output. For any given input x € R, the output of the network is

n

Fx0) = > WP oW, x) + ") + ), (1)
=1

where ¢ is an entry-wise activation function, W) = (ng), . ,Wq(ml))T e R4, Wl(l) =
WY wiHT e RL, WO = P wiP)T e R7, bO = oY, p)T e R
and b® € R are the weights and biases of the first and second layer. We write 6 =
veC(W(l), b, W@ b)) for the vector of all network parameters. These parameters are

initialized by independent samples of pre-specified random variables W and B as follows:

(1) d (1) d
wi L iaw, oML \/17d B,
w L /imw, 1L /1/nB.

In the analysis of Jacot et al. (2018); Lee et al. (2019), W and B are Gaussian A'(0,02). In
the default initialization of PyTorch (Paszke et al., 2019), W and B have uniform distribution
Unif(—o,0). More generally, we will also allow weight-bias pairs (Wlm, bgl)) of units in the
hidden layer to be sampled from the joint distribution of a sub-Gaussian (W, B), where W
is a d-dimensional random vector and B is a random variable. The parameters of the second
layer are still sampled from random variables W®) and B®. Then the parameters of the

network are initialized as follows:

(2)

(W ) L (w, B)

w L/ Tnw?, @ L\ /1/n B,

The setting (1) is known as the standard parametrization. Some works (Jacot et al.,
2018; Lee et al., 2019) use the so-called NTK parametrization, where the factor \/1/n is
carried outside of the trainable parameter (for details see Appendix B.3). If we fix the
learning rate for all parameters, gradient descent leads to different trajectories under these
two parametrizations (for details see Appendix B.3). Our results are presented for the
standard parametrization.

(3)
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We consider a regression problem for data {(x;, yj)}jj‘il with inputs & = {x; }jj‘il and

outputs Y = {y]}]]\i 1. For a loss function £: R x R — R, the empirical risk (also called

training error) is L(6) = 47 Zj\il 0(f(x;4,0),y5). We will mainly focus on the square loss

Uy, y) = %Hy — |12, in which case L is the mean squared error. We use full batch gradient
descent with a fixed learning rate 7 to minimize L(#). Writing 6, for the parameter at time
t, and 6 for the initialization, this defines an iteration

011 =0, —nVL(0) = 6 — Vo f(X,00)"V px0,)L, (4)

where f(X,0;) = [f(x1,0:),..., f(xar,0:)]" is the vector of network outputs for all training
inputs, and Vy(xg,)L is the gradient of L as a function of the network outputs f(X',0;).
We will use subscript ¢ to index neurons and subscript ¢ to index time. Furthermore, we
denote by ©,, the empirical neural tangent kernel (NTK) of the standard parametrization (1)
at time 0, which is the matrix 6,, = %ng(é\,’, 00)Vof(X,00)T. We write C* for the space
of real valued functions with continuous kth derivatives and Lip for the space of Lipschitz
continuous functions. We use the notations O, to denote the standard mathematical orders

in probability.

3. Main Results

In this section we describe our main results for univariate and multivariate regression, followed
by an interpretation and overview of the proof steps developed in the next sections.

3.1 Univariate Regression

We have the following description of the implicit bias in function space when applying
gradient descent to univariate least squares regression with wide RelLU neural networks.

Theorem 1 (Implicit bias of gradient descent for univariate regression) Consider
a feedforward network with a single input unit, a hidden layer of n rectified linear units,
and a single linear output unit. Assume standard parametrization (1) and parameter ini-
tialization (3), which means for each hidden unit the input weight and bias are initialized
from a sub-Gaussian W, B) with continuous joint density pyw . Then, for any finite
data set {(:Uj,yj)}j]‘il and sufficiently large n there exist constants u,v € R so that opti-
mization of the mean squared error on the adjusted training data {(z;,y; — ux; — v)}jﬂil
by full-batch gradient descent with sufficiently small step size converges to a parameter
0* for which the output function f(x,0%) attains zero training error. Furthermore, let-
ting C(z) = [x WPpws(W,-Waz) dW and S = supp(¢) N [min; z;, max; z;], we have

Supgeg || f(z,0%) — g"(x)|l2 = Op(n_%)over the random initialization 6y, where g* solves

1. Xn = Op(an) as n — oo means that for any € > 0, there exists a finite M > 0 and a finite Ne > 0 such
that P(| Xy /an| > Mc) < €,Vn > N..
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following variational problem.?

: i ") — (1 2 T
Jmin [ @) = ) d 5

subject to  g(z;) =y; —ux; —v, j=1,...,M.

The proof is provided in Appendix C. Our main theorem also holds when the network
parameters are trained by stochastic gradient descent. We provide details in Theorem 24
and Remark 25 in Appendix D. In Appendix L we also present a corresponding result for
networks with skip connections, which does not need a linear adjustment of the data. We
will give an interpretation of the result in Section 3.3. We first give the explicit form of { for
several common parameter initialization procedures.

Theorem 2 (Explicit form of the curvature penalty for common initializations)

(a) Gaussian initialization. Assume that W and B are independent, W ~ N(0,02) and
3 +3
B~ N(0,0%). Then ((z) = — 7%

o2 +x202)2"
(b) Binary-uniform initialization? bAssum)e that W and B are independent, W € {—1,1}
and B ~ Unif(—ay, ap) with a, > I. Then ¢ is constant on [—I, I].
(¢) Uniform initialization. Assume that W and B are independent, W ~ Unif(—ay,, a,)
and B ~ Unif(—ap, ap) with ;& > I. Then ¢ is constant on [—1,I].

The proof is provided in Appendix H.3.

Remark 3 Theorem 2 (b) and (c) show that for certain parameter initialization distributions,
the function ¢ is constant on an interval. In this case, the solution (g(x) — f(x,00)) to the
variational problem (5) in Theorem 1 corresponds to cubic spline interpolation with natural
boundary conditions (see, e.g., Ahlberg et al., 1967). For general ¢, the solution corresponds
to a spatially adaptive natural cubic spline, which can be computed numerically by solving a
linear system and theoretically in an RKHS formalism (see Appendiz O for details).

For different activation functions, we have the following corollary, proved in Appendix J.

Corollary 4 (Different activation functions) Use the same settings as in Theorem 1
except with activation function ¢ instead of ReLU. Suppose that ¢ is a Green’s function of a
linear operator L, i.e., L¢ = §, where § denotes the Dirac delta function. Assume that ¢ is
homogeneous of degree k, i.c., ¢(ax) = a¥¢(z) for all a > 0. Then we can find a function p
satisfying Lp = 0 and adjust the training data {(xj,yj)}j]\/il to {(x},v; —p(xj)}j]‘il. After
that, the statement in Theorem 1 holds with the variational problem (5) changed to

min L x) — f(x 2 dx
min /S 5 Lo(a) — Fo o)) 6

subject to  g(z;) =y; —p(z;), j=1,...,M,

where ((z) = pe(x)E(W?*|C = x) and S = supp(¢) N [min; z;, max; z;].

2. The existence of the minimum of the variational problem is not obvious. We prove that the minimum
exists and the solution of the variational problem is g*.
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Figure 1: Illustration of Theorem 1. Left: Uniform error between the solution g* to the
variational problem and the functions f(-, #*) obtained by gradient descent training
with uniform initialization W ~ Unif(—1, 1), B ~ Unif(—2, 2), against the number
of neurons n. The inset shows the training data (dots), ¢g* (orange), and f(-,6*)
(blue) for two values of n. Right: Effect of the curvature penalty function on the
shape of the solution function. The bottom shows g* for various ¢ shown at the
top. The green curve is for ¢ constant on [—2, 2], derived from W ~ Unif(—1,1),
B ~ Unif(-2,2); blue is for ((z) = 1/(1 + 2?)?, derived from W ~ N(0,1),
B ~ N(0,1); and orange for ¢(z) = 1/(0.1 + 2?)2, derived from W ~ N(0, 1),
B ~ N(0,0.1). Theorem 2 shows how to compute ¢ for these distributions.

Based on Theorem 1, we can also give an approximate description of the optimization

trajectory in function space. If we substitute the constraints g(z;) = y; in (5) by a quadratic

penalty %ﬁ jj\il(g(xj) — y;)?, then we obtain the variational problem for a so-called

spatially adaptive smoothing spline (see Abramovich and Steinberg, 1996; Pintore et al.,
2006). This problem can be solved explicitly and can be shown to approximate early stopping.
In Appendix N we provide details for the following observation.

Remark 5 (Training trajectory) The output function of the network after gradient de-
scent training for t steps with learning rate 7j/n is approxzimated by the solution to following
optimization problem:

. M ] 12 1 1 " " 9 2d 7
i, Do)~ 5 [ g60) =" )" o "

3.2 Multivariate Regression

For multivariate regression, we have the following generalization of Theorem 1.
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Theorem 6 (Implicit bias of gradient descent for multivariate regression) Consider
the same network settings as in Theorem 1 except with d input units instead of a single input
unit. Assume that W is a random vector with P(||W] = 0) =0 and B is a random variable;
the distribution of (W, B) is symmetric, i.e., (W,B) and (—W, —B) have the same distribu-
tion; and |W||2 and B are both sub- Gausszan Then, for any finite data set {(x;,y;)}M, and
sufficiently large n there exist a constant vector u and a constant v so that optimization of
the mean squared error on the adjusted training data {(x;,y; — (u,x;) — U)}j]\/il by full-batch
gradient descent with sufficiently small step size converges to a parameter 0* for which f(x, 6*)
attains zero training error. Furthermore, let U = |[W|l2, ¥V = W/|[W|l2, C = —B/||W]|2
and ((V,c) = pyc(V,)E(U?|V = V,C = ¢), where py ¢ is the continuous joint density of
(V,C). Then, for any compact set D C R, we have supycp || f(x,0%) — g*(x)|2 = Op(nfé)
over the random initialization 6y, where g* solves following variational problem:

~AY @200 _ £(. 9 2
[ RN SNy,
g€Lip(R4) supp(¢) <(V7 C)
subject to  ¢g(x;) =y; — (u,x;) —v, j=1,...,M (8)

R{(=A)HD2(g — £(,60))}(V,c) =0, (V,¢) & supp(¢)
(A (g — f(-,00)) € LP(RY), 1 <p < d/(d—1).
Here R is the Radon transform defined by R{f}(w,b) := f(w,x):b f(x)ds(x), the fractional

power of the negative Laplacian (—=A)4HD/2 s defined in Fourier domain by (—A)(@+D/2f(£) =
€11 f(€), and Lip(R?) is the space of Lipschitz continuous functions on RY.

The proof is given in Appendix C. In Appendix L we also present a corresponding result for
networks with skip connections, which does not need a linear adjustment of the data. In
Proposition 17 we will show that for specific distributions of (W, B), the function {(V,¢)
is constant on supp(¢), which greatly simplifies the variational problem (8). We prove the
following theorem in Appendix [.2.

Theorem 7 (Variational problem for constant () Suppose W is uniformly distributed
on S and B is uniformly distributed on [—ay, ap]. Assume that a, > max; ||x;||2. Then the
variational problem (8) is equivalent to

min A/ (x) — f(x ? X
i [ ()G - fx.60))
subject to  h(x;) =vy;, j=1,...,M (9)
(=2) V() = f(-,00)) € LP(RY), 1 <p<d/(d—1).

We can solve the simplified variational problem (9) explicitly. We prove the following theorem
in Appendix I.3.

Theorem 8 (Closed form solution) Suppose h(x) solves the wvariational problem (9).
Then h(x) is given by

h(x) — f(x,600) = ZAHX x; |1+ (u,x;) + v, (10)
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where the coefficients A\j, u and v are determined by

S NI =3+ (X)) o=y — f(xif0), i=1,...,M
YA =0 (11)
>l A% = 0.

Remark 9 A function of the form (10)—(11) is referred to as a polyharmonic spline (see
Potter, 1981), which is a special type of radial basis function interpolation (Du Toit, 2008).
When d =1 (i.e., the univariate case), this corresponds to the natural cubic spline interpolation
described in Remark 3. Finally, we observe that the training trajectory of gradient descent for
multivariate regression can be approzimately described by a sequence of so-called polyharmonic
smoothing splines (Segeth, 2019) with decreasing regularization parameter, similar to the
description (7) for the univariate case.

3.3 Discussion of the Main Results

Interpretation An intuitive interpretation of Theorem 1 is that gradient descent opti-
mization is biased towards smooth functions. At those regions of the input space where
¢ is smaller, we can expect the difference between the functions after and before training
to have a small curvature. We call p = 1/¢ a curvature penalty function. The theorem
gives an explicit description of the bias in function space depending on the initialization.
In Theorem 2 we obtain the explicit form of ¢ for various common parameter initialization
procedures. In particular, when the parameters are initialized independently from a uniform
distribution on a finite interval, ¢ is constant and the problem is solved by the natural cubic
spline interpolation of the data.

We illustrate Theorem 1 numerically in Figure 1 and more extensively in Appendix A.3
In close agreement with the theory, the solution to the variational problem captures the
solution of gradient descent training uniformly with error of order n~1/2. To illustrate the
effect of the curvature penalty function, Figure 1 also shows the solutions to the variational
problem for different values of { corresponding to different initialization distributions. We
see that indeed at input points where ( is small resp. peaks strongly, the solution function
tends to have a lower curvature resp. use a higher curvature in order to fit the training data.
This description could be used to formulate heuristics for parameter initialization either to
ease optimization or to induce specific smoothness priors on the solutions. In particular,
in Proposition 15 we will show that any curvature penalty 1/¢ can be implemented by an
appropriate choice of the parameter initialization distribution.

Similar to the univariate case, in the multivariate case gradient descent implicitly controls
the complexity of the solution functions obtained upon training. In this case the complexity
is measured by the weighted 2-norm of the Radon transform of the (d 4+ 1)/2 power of the
negative Laplacian. The weight function ( is again determined by the distribution used to
initialize the parameters. Although the precise interpretation of these expressions is no longer
as straightforward, intuitively the implicit bias corresponds to penalizing a global notion of
overall curvature across hyperplanes in the input space. For certain parameter initialization

3. The code of our experiments and the plots can be found in our GitHub repository:
https://github.com/huijinl12/Implicit_Bias_Wide_Neural_Networks
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distributions, Theorem 8 shows that the network output after training is a polyharmonic
spline. We illustrate Theorem 6 numerically in Figure 2 and more extensively in Appendix A.
Again in close agreement with the theory, the solution to the variational problem captures
the solution returned by gradient descent training with a uniform error of order n=/2.

These results show that the effective capacity of the network, understood as the set
of possible output functions after training, is well captured by a space of cubic splines
(polyharmonic splines for multivariate regression) relative to the initial function. This is a
space with dimension of order M (the number of training examples) independently of the
number of parameters of the network.

We note that under suitable asymmetric parameter initialization (see Appendix B.2), it
is possible to achieve f(-,6yp) = 0. Then in Theorem 1 and Theorem 6, the regularization
is on the curvature of the output function itself (rather than its difference to the initial
function). Further, we note that although Theorem 1 and Theorem 6 describe gradient
descent training with linearly adjusted data, they also approximately describe training with
the original training data (see Appendix K for more details). The adjustment of the training
data simply accounts for the fact that the second derivative and the Laplace operator are
invariant to addition of linear terms. In practice we can use the coefficients u and v of linear
regression y; = (u,x;) + v +¢€;, j = 1,..., M, and set the adjusted data as {(xj,ej)}j]‘il.
Furthermore, if we consider a network architecture with skip connections from the inputs to
the outputs, our result holds for the original training data without any adjustments. We
present the details to this result in Appendix L.

Generalization results Theorem 1 allows us to show how gradient descent on wide
neural networks learns a target function. In the following paragraphs, we show how the
solution to the variational problems (5), (7) and (8) converges to a target function as the
amount of data increases.

In the so-called univariate noiseless model, the training outputs are given by y; = go(x;),
where go: [a,b] — R is the target function. Let a = 0 < 21 < -+ < zpr < xpr41 = b
and h = max; x;+1 — x;. If ¢ is constant on [a, b], the solution g* of (5) is the cubic spline
interpolation of the training data. Hall and Meyer (1976) showed in the context of splines
that for a target function go € C*([a,b]) one has ||g* — go/leo < C’||g(()4)||ooh4, where g((]4) is
the fourth derivative of gg.

For univariate noisy models, the training outputs are given by y; = go(z;) + €;, where ¢;
are zero-mean independent random variables with a common variance o2. In this case we use
early stopping to smooth out the noise and the training result is characterized by the solution
of (7). If ¢ is constant on [a, b], the solution ¢g* of (7) is the cubic smoothing spline of the
training data. Ragozin (1983, Theorem 5.8) showed that if go € C?([a,b]) and {z; }]]Vil are the
uniform partition of [a, ], then E||g* — gol|3 < C ((1/t + (1/M)*)||g§||* + t'/* /M), where ¢
is the number of training steps. If we choose t to be ©(M*/%), then E||g* — go||3 = O(M~4/5).
This gives us some hints about how to choose the stopping time depending on the number of
training samples. Similar observations can be obtained for more general settings. Ragozin
(1983) also gives an error bound for ¢g* in the case of non-uniform training inputs. Eggermont
and LaRiccia (2006) shows a similar result if {xj}j]\il are sampled independently from a
distribution.
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If ¢ is non-constant on [a, b], the solution ¢g* of (7) is called a spatially adaptive smoothing
spline of the training data. Wang et al. (2013, Corollary 1) showed that if go € C*([a, b)),
¢ € C%([a,b]), t = O(M*?) and {xj}j]\/il are sampled from a distribution on [a,b] with
bounded positive density function ¢ € C3([a,b]), then |g*(x) — go(x)| = Op(M~4/9). If the
curvature of the target function changes a lot on its domain, spatially adaptive smoothing
splines with properly chosen ( perform better than cubic smoothing splines. Wang et al.
(2013, Corollary 1) showed that the optimal ¢ is the solution of a variational problem if
the target function is known. They approximate the optimal { by a piecewise constant
function and estimate the target function from training data by interpolating splines. Then
they numerically solve the variational problem and get a suitable ( for the training data.
Abramovich and Steinberg (1996) and Storlie et al. (2010) proposed to choose ¢ based on
an estimation of the second derivative of go. Liu and Guo (2010) used a piecewise constant
¢ and proposed a search algorithm to find such (. Proposition 15 shows a way to choose
the joint distribution of weight and bias parameters in order to have that { is proportional
to a given function. Once we find an appropriate { according to the training data using
the methods in the above literature, we can initialize the weight and bias parameters by
the corresponding joint distribution and train the wide neural network by gradient descent.
According to the theory, this parameter initialization should perform better than uniform or
Gaussian initialization.

For multivariate noiseless models, if ¢ is constant over its support, then the solution g* of
variational problem (8) is the polyharmonic spline. For this setting, Potter (1981, Theorem
3.2) gave an error bound between ¢* and the target function gg.

Strategy of the proof In Section 4 we observe that for a linearized model, gradient
descent with sufficiently small step size finds the minimizer of the training objective which is
closest to the initial parameter (similar to a result by Zhang et al., 2020). Then Theorem 10
shows that the training dynamics of a linearized wide network is well approximated in
parameter and in function space by that of a lower dimensional linear model which trains
only the output weights. This property is sometimes taken for granted in the literature. We
show that it holds for the standard parametrization, although it does not hold for the NTK
parametrization, which leads to the adaptive regime. A similar result has been previously
obtained by Daniely (2017). Under these settings, the implicit bias of gradient descent
amounts to minimizing the distance from the initial parameter, subject to fitting the training
data. In Section 5 we relate this description of the implicit bias in parameter space to
an alternative optimization problem. In Theorem 12 we show that the solution to this
alternative problem has a well defined limit as the width of the network tends to infinity,
which allows us to obtain a variational description. In Section 6, we focus on the case of
univariate regression. In Theorem 13 we translate the description of the bias from parameter
space to function space. In Section 7, we turn to the case of multivariate regression and use
the inversion formula of the dual Radon transform to analyze the optimization objective.
Finally, we exploit recent results (Lai et al., 2023, Proposition 3.2) bounding the difference
in function space of the solutions obtained from training a wide network and its linearization
to conclude the proof.

Related works Zhang et al. (2020) described the implicit bias of gradient descent in
the kernel regime as minimizing a kernel norm from initialization, subject to fitting the
training data. Our result can be regarded as making the kernel norm explicit, thus providing

10
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an interpretable description of the bias in function space and further illuminating the role
of the parameter initialization procedure. We prove the equivalence in Appendix M. Cao
and Gu (2019) derived generalization bounds for overparametrized deep neural networks
under stochastic gradient descent training. They also approximated the neural network by a
linearized model, which is called a neural tangent random feature (NTRF) model in their
work.

Savarese et al. (2019) showed that infinitely wide networks with 2-norm weight regulariza-
tion represent functions with smallest 1-norm of the second derivative, an example of which
are linear splines (see Appendix B.4 for more details). A recent work by Parhi and Nowak
(2019) further develops this direction for two-layer networks with certain activation functions
that interpolate data while minimizing a weight norm. In contrast, our result characterizes
the solutions of training from a given initialization without explicit regularization, which turn
out to minimize a weighted 2-norm of the second derivative and hence correspond to cubic
splines. Another recent work (Heiss et al., 2019) discusses ridge weight penalty, adaptive
splines, and early stopping for one-input ReLLU networks training only the output layer. The
spline perspective for univariate shallow ReLLU networks has recently been also discussed by
Sahs et al. (2020b). Schmidt-Hieber (2020) showed that a shallow ReLLU network with one
input and one output node approximately converges to the natural cubic spline interpolant
under SGD training. Williams et al. (2019) showed a similar result in the kernel regime for
shallow ReLU networks training only the output layer from zero initialization. In contrast,
we consider the initialization of the second layer and show that the difference from the initial
output function is implicitly regularized by gradient descent. We show that the result of
training both layers can be approximated by training only the second layer in Theorem 10.
In addition, we give the explicit form of ¢ in Theorem 2, while the description given by
Williams et al. (2019) has a minor error because of a typo in their computation. Significantly,
our results also cover multivariate regression, different activation functions, and training
trajectories.

In the multivariate case, Ongie et al. (2020) studied infinite-width neural networks
with parameters having bounded norm. They showed that the complexity of the functions
represented by the network, as measured by the 1-norm of the Radon transform of the
(d+1)/2-power of the negative Laplacian of the function, can be controlled by the 2-norm of
the parameters. Rather than bounding the 2-norm of the parameters, our result describes the
implicit bias of gradient descent and in turn we obtain a weighted 2-norm. A recent work by
Parhi and Nowak (2021) considers adding an explicit regularization of 1-norm of the Radon
tranform in function space for multivariate regression, and uses the representer theorem to
obtain the solution to the variational problem. In contrast, we consider gradient descent
without explicit regularization and the implicit bias turns out to be a weighted 2-norm.

4. Wide Networks and Parameter Space

In this section, we characterize the implicit bias in parameter space and show that, under
our initialization and parametrization scheme, training only the output layer approximates
training all parameters.

11
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Figure 2: Illustration of Theorem 6. Left: Uniform error between the solution g* to the vari-
ational problem and the functions f(-,6*) obtained by gradient descent training of
a neural network (in this case with initialization W ~ Unif(S!), B ~ Unif(-2,2)),
against the number of neurons. Right: The input training data (dots), the contour
plots of trained network functions with 10, 160, 2560 neurons, and the exact
solution to the variational problem.

4.1 Implicit Bias in Parameter Space for a Linearized Model

In this section we describe how training a linearized network or a wide network by gradient
descent leads to solutions having parameter values close to the initial parameter values. First,
we consider the following linearized model:

i (x,w) = f(x,00) + Vaf(x,00)(w — ). (12)

We write w for the parameter of the linearized model, in order to distinguish it from the
parameter 6 of the nonlinearized model. The empirical loss of the linearized model is defined
by
. 1 X .
L™ w) = sz(fhn(xywwwj) (13)

J=1

The gradient descent iteration for the linearized model is given by
wo = 90, Wi1 = Wg — HVQf(X, HO)TVflin(wat)Lhn. (14)

Next, we consider wide neural networks. According to Lee et al. (2019, Theorem H.1)
and (Lai et al., 2023, Proposition 3.2),

Sl;p Hflin(xuwt) - f(X, et)”g = Op(nfé)

This means that gradient descent training of a wide network or of the linearization of the
network results in similar trajectories and solutions in function space. Both solution functions
fit the training data perfectly, meaning fi™(X,ws) = f(X,05) = Y, and they are also
approximately equal outside of the training data.

12
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Under the assumption that rank(Vyf(X,00)) = M, the gradient descent iterations (14) of
the linearized network converge to the unique global minimum that is closest to initialization
(Gunasekar et al., 2018a; Zhang et al., 2020). More precisely, wy, is the solution to following
constrained optimization problem (further details are provided in Appendix D):

minflw —ollz st FP(X.w) = . (15)

4.2 Training Only the Output Layer Approximates Training All Parameters

In the following we consider networks with a single hidden layer of n ReLLUs and a linear
output, f(x,0) = > 1", Wi(Q)[(ng),X> + bgl)]+ + b®). We show that the functions and
parameter vectors obtained by training the linearized model are close to those obtained by
training only the output layer. In view of the previous subsection, this implies that training
all parameters of a wide network or training only the output layer results in similar functions.
Let 6y = Vec(W(l),Bm, W(Q), 5(2)) be the parameter at initialization so that fi%(-, ) =
f(,00). Denote the trained parameter of the linearized network by we, = Vec(\/7\\7(1)7 b , W) ,/b\(2)).
Using initialization (3), given 1 < ¢ < n, we have that HWZ(-I)H,BZO) = Op(1) and WZ@),B(Q) =
Op(n_%).4 Therefore, writing H for the Heaviside function, we have
Va0 (,00) = (WP H(W ) +8) - x . W H(WY %) +51)| = 0,(n3),

7 7 7

~<(1 —(1
Vi o (x:00) = [(WL 30 +8 ], 1] = 0,(1).

~

(16)

This implies that when n is large, if we use gradient descent with a constant learning rate for
all parameters, then the changes of W, b1, () are negligible compared with the changes
of W) In turn, approximately we can train just the output weights, Wi(Q),i =1,...,n,
and fix all other parameters, which corresponds to training a smaller linear model. Let

Wy = vec(W(l),B(l),W§2),B(2)) be the parameter at time ¢ under the update rule where
W(l),g(l), 5(2) are kept fixed at their initial values, and

552 w2 (2 < (2 in~
W =W W =W Ve L0 (@), (17)
Let Weo = limy_, o ;. By the above discussion, we expect that f“n(x, Weo) Will be close to
(%, wee). We have the following formal result for mean squared error regression.

Theorem 10 (Training only output weights vs linearized network) Consider a fi-
nite data set {(x;,y;)}M,. Assume that we use the square loss £(y,y) = %||7 — y[|3 and

infy, Amin(©y) > 0. Let wy denote the parameters of the linearized model at time t when we
train all parameters using (14), and let w; denote the parameters at time t when we only
train weights of the output layer using (17). If we use the same learning rate n in these two

4. More precisely, given 1 < i <n, 3C, for any § > 0, s.t. with prob. 1 — 4, |W§2)|7 \5<2>| < Cnil/zw/log%

and ||W§1> Il |Ez(-1)\ < C4/log § since the random variables are sub-Gaussian.

13
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training processes and n < , then for any compact set D C R%, we have

2
n)\max(en)

sup sup | f17(x, @) — (%, wi)| = Op(n™1), asn — oco.
xeD t

Moreover, in terms of the parameter trajectories we have sup, HW(I) - W,gl) |2 = Op(nfl),
—(1 ~1 _ oo (2 (2 _ =(2) (2

sup [6) ~Bl2 = 0p(n "), supy [W( ~ WPl = 0p(n=2), sup, [67 5| =

Op(n™).

The proof is provided in Appendix E. By combining Theorem 10 and the fact that training a
linearized model approximates training a wide network (Lai et al., 2023, Proposition 3.2), we
obtain the following.

Corollary 11 (Training only output weights vs training all weights) Consider the
settings of Theorem 10, and assume that the joint distribution of (W, B) is sub-Gaussian.

Given any compact set D C R?, supy.psup, || fi(x, @) — f(x,0;)]2 = Op(n_%).

The proof is given in Appendix F. In view of the arguments in this section, in the next
sections we will focus on training only the output weights and understanding the corresponding
solution functions.

5. Infinite Width Limit of Shallow Networks

According to (15), gradient descent training of the output weights (17) achieves zero loss,

: ~ : n T — — (1 .
Fin(x), Bo0) — f10(x5,00) = S0 (W2 = WENW x50 +8]4 = yj — f(x,00), § =

1,..., M, with minimum ||W(2) - W(Q)H%. Hence gradient descent is actually solving

n
min [WO W3 st 2(W§”—W§”>[<w§1%xj>+b£”]+ = y;—f(x,00), j = 1,..., M.
i—
(18)
To simplify the presentation, in the following we let fi"(x,6) = 0 by using the Anti-
Symmetrical Initialization (ASI) trick (see Appendix B.2). The analysis still goes through
without this simplification (see Appendix H).
We reformulate problem (18) in a way that allows us to consider the limit of infinitely wide

networks, with n — oo, and obtain a deterministic counterpart, analogous to the convergence
of the NTK. Let u, denote the empirical distribution of the samples (W(l),g(l)){;l, ie.,

7 7

pn(A) = L1570 14 ((ng),g(l))>, where 14 denotes the indicator function for measurable

=1 ;
subsets A in R4, We further consider a function o, : R*! — R whose value encodes the
difference of the output weight from its initialization for a hidden unit with input weight
and bias given by the argument, i.e., an(W(l),E(l)) = n(Wi(z) — WEQ)). Then (18) with ASI

i i
can be rewritten as

min / o2 (WO b) dp,, (WD b) s.t./ (WL D)WW ) + 0] dpn (WL ) =y,
an€C(RIT1)  Jr2 Rd+1
(19)

14
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where j ranges from 1 to M. Here we minimize over functions a, in C(R%*!), but since only
the values on (WEI),BZQ)
of an(ng),él)), i=1,...,n.

Now we can consider the infinite width limit. Let u be the probability measure of (W, B).
By substituting p for ju,, we obtain a continuous version of problem (19) as follows:

)i~ are taken into account, we can take any continuous interpolation

i 2w b)) du(WWD b
aelin /Rdﬂa( ,0) dp( ,b) o0

subject to / a(WD )WDY x) 4 0], du(WD by =y, j=1,..., M.
Rd+1

Using that u, weakly converges to pu, the following theorem shows that in fact the solution
of problem (19) converges to the solution of (20). The proof is given in Appendix G.

Theorem 12 (Infinite width limit) Let (W'",5")2_ be i.i.d. samples from a pair (W, B)

with finite fourth moment. Suppose iy, is the empirical distribution of (WE”,BE”);;I and
@, (WW b is the solution of (19). Let a(WW, b) be the solution of (20). Then, for any
compact set D C RY, we have supye p |gn (X, @) — g(x,@)| = Op(n~Y?) | where gn(x, ) =
Jga+1 (WO D)WW x) 4+ b4 dp, (WD, b) is the function represented by a network with
n hidden neurons after training, and g(x, ) = [gar (WL )W x) + 8] dp(WL),b)
1s the function represented by the infinite-width network.

6. Implicit Bias for Univariate Regression

In this section we solve the optimization problem (20) in the univariate case, which provides
a function space characterization of the implicit bias previously described in parameter space.
First we rewrite the problem in terms of breakpoints. Consider the breakpoint ¢ = —b/ WO of
a ReLU with weight W (1) and bias b. We define a corresponding random variable C = —B /W
and let v denote the distribution of (W, C).> Then, writing v(W®, ¢) = a(W®, —cW D),
the optimization problem (20) is equivalently given as

min / VWM o) de(WW ¢) s.t./ V(W(l),c)[W(l)(:L‘j — )]y dv(WW ¢) = Yj
veC(R?) JR2 R2
(21)

where j ranges from 1 to M. Let v¢ denote the distribution of C = —B/W, and vyyc—.
the conditional distribution of W given C = ¢. Suppose v¢ has support supp(v¢) and a
density function pe(c). Let g(z,7) = [pe AW, )W (z - )], de(WD), ¢), which again
corresponds to the output function of the network. Then, the second derivative g” with
respect to x satisfies ¢ (z,7) = pe(z) [ YW W, a;)‘W(l)| dVW‘CZI(W(l)) (for details on this
see Appendix H.1). This shows that (W), ¢) is closely related to ¢”(z,~). In the following
we seek to express (21) in terms of ¢”(x,~v). Since ¢”(z,7) determines g(z,7) only up to

5. Here we assume that P(W = 0) = 0 so that the random variable C is well defined. This is not an
important restriction, since neurons with weight W™ = 0 have a constant output value that can be
absorbed in the bias of the output layer.
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linear functions, we consider the following problem:

; 27 (1)
w dv(W
weC(Rgl,LneR,veR /Rz 7 ¢) dv( )

subject to ux; +v —I—/ W(W(l),c)[W(l)(xj — o)y dv(WW ¢) = yj, j=1,...,M.

R2
(22)
Here u, v are not included in the cost. They add a linear function to the output of the neural
network. If v and v in the solution of (22) are small, then the solution is close to the solution
of (21). Ongie et al. (2020) also use this trick to simplify the characterization of neural
networks in function space. Next we study the solution of (22) in function space. This is our
main technical result for univariate regression.

Theorem 13 (Implicit bias in function space for univariate regression) Assume W
and B are random variables with P(W = 0) = 0, and let C = —B/W. Let v denote the
probability distribution of (W,C). Suppose (7,u,) is the solution of (22), and consider the
corresponding output function

g(z, (7,W,0)) =uz + 0+ /R 2 FWO )W (z - )]y dv(WD ). (23)

Let ve denote the marginal distribution of C and assume it has a density function pc. Assume
that W has finite second moment. Let E(W?|C) denote the conditional expectation of W?
given C. Consider the function ((x) = pe(x)EW?|C = x), assume its support contains the
input samples, x; € supp(¢), i = 1,...,m, and let S = supp(¢) N [min; z;, max; z;]. Then
g(x,(7,u,v)) satisfies ¢"(z, (7,w,0)) = 0 for x & S and for x € S it is the solution to the
following problem:

(h"(x))?

herr(}i;(ls) ) de st h(zj)=y;, j=1,...,m. (24)

The proof is provided in Appendix H.1, where we also present the corresponding statement
without ASI.

Finally, we discuss the curvature penalty function. We provide the proof of following
propositions in Appendix H.2.

Proposition 14 (Curvature penalty function) Let pyy 5 denote the joint density func-
tion of (W, B) and let C = —B/W so that pc is the breakpoint density. Then ((z) =
E(W?|C = 2)pe(x) = [o W Ppw (W, —Wz) dW.

We note that if we sample the initial weight and biases from a suitable joint distribution, we
can make the curvature penalty p = 1/( arbitrary:

Proposition 15 (Constructing any curvature penalty) Given any functz’on 0: R —
R.o, satisfying Z = fR ; < 00, if we set the density of C as pe(x) = L= and make

o()
)pe(x)) ™ =

Z
W independent of C with non-vanishing second moment, then (E(W?2|C =
(E(W?)pc(x)) " < o(z), = € R.
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7. Implicit Bias for Multivariate Regression

In this section we solve the optimization problem (20) in the multivariate case. Similar to
Section 6, we can relax the optimization problem to

min / AW b) dp(WW p)
a€C(R¥xR), JRIXR
ueR? veR

subject to / (W), b)[<W(1),Xj> + by dp(WWD b)) + (u,x)) +v =1y, j=1,..., M.
RIXR

(25)
Let U = [|[W]l2, ¥V = W/|W]2 and C = —B/||W)||2. Let v denote the distribution of
(U,V,C) and y(u, V,c) = a(uV, —cu). Then, after the change of variables, the optimization
problem (25) is equivalently expressed as

min / Y3 (u, V,¢) dv(u, V,c)
a€C(RT xS 1xR), JR+xSI—1xR

ueR? veR

subject to / Y(u,V,e) -u-[(V,x;) —cly dv(u, V,c) + (u,x;) +v=uy;, j=1,..., M.
Rt xS4-1xR

(26)
Define the output of the infinite-width network by
9(x, (v, u,v)) = / Y(u,Vie) -u-[(V,x) — |y dv(u, V,c) + (u,x) + v.
R+ xS4-1xR

Then the Laplacian Ag(x, (v,u,v)) = Z?Zl 92 g(x, (v,u,v)) is given by

Ag(x, (y,u,v)) = /]wagleRfy(u, Vie)-u- 6((V,x) —c) dv(u, V,c)

[ ([ V0 dngyoy ) 60V %) = ) dime(Ve)

(27)
where vy ¢ denotes the joint distribution of (V,C), and vyy—y ¢—. the conditional distri-
bution of U given V =V and C = c. Let vgjy—y denote the conditional distribution of C
given V = V.. Suppose vg|y—y has a density function pejy—_y (c). Define

f(V.) = [ V6w dgyeyomcla) (28)
Then (27) becomes
Ag(x, (a,u,v)) = /Sd—lx]R k(V,c) ((V,x) —c) dvyc(V,¢)
= [ ([ s svx) = opay-yiac) am(v) 20

- /Sdl (V. (V%)) pey=v((V,x)) dvy(V),
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where 1y, denotes the distribution of V. Assume that vy has a density function py, (V') with
respect to the spherical measure 0%~ 1. Then (29) becomes

Aglx, (o)) = [ KVLV0) peyey (VaIw(V) dr (V). (30)
Now, defining
B(V.c) =rK(V,c) pepy=v(c) pp(V), (31)
we observe that
Ag(x, (a,u,v)) = s B(V,(V,x)) dV (32)
=R{B}x).

The right-hand side of (32) is precisely the dual Radon transform of 8. Let 3 = 3743~ be the
even—odd decomposition of 3, where 3% is even and 3~ is odd, i.e., 37 (V,c) = BT (=V,—c)
and $~(V,c) = =~ (=V,—c) for all (V,c) € S x R. Since the dual Radon transform
annihilates odd functions, we have Ag(x, (a,u,v)) = [suu1 BT(V,(V,x)) dV. Ongie et al.
(2020) observed that 31 can be recovered from Ag by using the inversion formula of the dual
Radon transform. According to Ongie et al. (2020, Lemma 3),

1

WR{(—A)(UZHWQ(H @)}, (33)

Bt =-
where R is the Radon transform which is defined by

R{f}(w,b) = / f(x)ds(x), (w,b) e ST xR,

(w,x)=b

where ds(x) represents integration with respect to the (d — 1)-dimensional surface measure
on the hyperplane (w,x) = b. The fractional power of the negative Laplacian (—A)(d+1)/ 2 in
(33) is the operator defined in Fourier domain by

—
~

(—A)dHD/2f(£) = [|€]|TH f(£).

When d 4 1 is a even number, (—A)(dH)/ 2 is the same as applying the negative Laplacian
(d+1)/2 times. When d + 1 is odd, it is a pseudo-differential operator given by convolution
with a singular kernel (see Kwasnicki, 2017). Then according to (33) and the definition of £,
we have

R{(=A)HD2g(,a)}(V,¢) —2(2m) 1 5~
=- 2(27r)d71’1(vvC)pC|v=V(C)pV(V) (34)

= —202m) " pejy—v ()py (V) /R+ Y(u, V,e) - u dyypy—v c=c(u).
From the above equation, we show how 7(u, V', ¢) is characterized by the network output

function, which allows us to study the solution of (26) in function space. The following
theorem generalizes Theorem 13 to the multivariate case.
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Theorem 16 (Implicit bias in function space for multivariate regression) Assume
that (1) W is a random vector with P(||W|| = 0) = 0 and B is a random variable; (2) the
distribution of (W, B) is symmetric, i.e., (W, B) and (=W, —B) have the same distribution;
(3) |IW|l2 and B both have finite second moments. Let U = |[W||2, ¥V = W/||W||2 and
C = —B/|[W||2. Let v denote the distribution of (U, V,C). Suppose (7,0,v) is the solution
of (26), and assume that (26) is feasible, which means

/ ¥ (u, V,¢) dv(u, V,¢) < +oo.
Rt xSd-1xR
Consider the corresponding output function

g9(x, (7,4,0)) = /HWXSUZ_IXR'V(U, Vo) u-[(V,x)—c]y dv(u,V,c)+ (@, x) +0. (35)

Let vy denote the marginal distribution of C and assume it has a density function py(V).
Let vojy—v denote the conditional distribution of C giwen'V =V and assume it has a density
function pepy—v(c). Let E(U?|V = V,C = ¢) denote the conditional expectation of U? given
V and C. Consider the following function (: S ' x R = R,

((V,¢) = pepy—v(c) pv(V)EUV =V,C =c). (36)

Then g(x, (7,@,v)) is the solution of the following problem:

R{(=A) D2V (V)
min / ( {( ) }( ’C)) do_d—l(v)dc
subject to  h(x;) =vy;, j=1,...,M, (37)

RE(=A) VRNV ¢) = 0, ¥(V, ¢) & supp((),
(=A)HD2h e PR, 1<p<d/(d—1),

where Lip(RY) is the space of Lipschitz continuous function on RY and 0% is the spherical
measure.

The proof of Theorem 16 is provided in Appendix [.1. The optimization problem (37)
characterizes the implicit bias of the gradient descent in function space for the multivariate
setting. Zhang et al. (2020) obtained a characterization in terms of the minimization
of a kernel norm in function space, which is also valid for multi-dimensional inputs. In
Appendix M we prove the equivalence between the kernel norm minimization and our result
in the one-dimensional setting. In future work it will be interesting to show that in the
multivariate setting, the kernel norm is equivalent to the objective in (37) under appropriate
conditions.

To conclude this section, we discuss the function ¢ in the variational problem (37). The
proofs of the following statements are presented in Appendix [.4. First we propose an
initialization scheme such that ¢ is constant over a bounded region.

Proposition 17 (Constant ( over a bounded region) If W is sampled uniformly from
the unit sphere and B from a symmetric interval, i.e., W ~ Unif(S%~1) and B ~ Unif(—a, a),
then ((V ,c) is constant over {(V,c) : |c| < a} and ((V,c) =0 for |c| > a.
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Now we discuss the form of ¢ under certain conditions.

Proposition 18 (Penalty function () Letpy g denote the joint density function of (W, B)
and lettd = [[W|l2, V = W/|[W|2 andC = =B/|[W|2. Then((V ) = pepy=v () pv(V)EU*|V =
V.C=c)= [pupyy p(uV, —uc) du.

Using the above result we compute the explicit form of ¢ for Gaussian initialization.

Theorem 19 (Explicit form of ( for Gaussian initialization) Assume that W and
B are independent, W ~ N(0,021,) and B ~ N(0,02). Then ¢ is given by

oot (d + 3)
r(d+1)/2 (02 + 020120)(d+3)/2 9 7

C(Vv C) =

8. Conclusion

We obtained explicit descriptions in function space for the implicit bias of gradient descent in
mean squared error regression with wide shallow ReLLU networks covering the univariate and
multivariate cases. We also presented a generalization to networks with different activation
functions and discussed a relaxation related to early stopping and training trajectories in
function space.

In the case of univariate regression, our main result shows that the trained network
function interpolates the training data while minimizing a weighted 2-norm of the second
derivative with respect to the input. Such functions correspond to spatially adaptive
interpolating splines. In the case of multivariate regression, our results also characterize the
trained network functions. Under specific parameter initialization schemes, these functions
correspond to polyharmonic interpolating splines. The spaces of interpolating splines are
linear of dimension in the order of the number of data points. Hence, our results imply
that, even if the network has many parameters, the complexity of the trained functions
will be adjusted to the number of training data points. This can be used to explain why
overparametrized networks do not overfit in practice, as the generalization error can be
regarded as the precision of the spline interpolation (see, e.g., Wendland, 2004).

Zhang et al. (2020) described the implicit bias of gradient descent as minimizing a RKHS
norm from initialization. Our result can be regarded as making the RKHS norm explicit,
providing an interpretable description of the bias in function space. Compared with Zhang
et al. (2020), our results describe the role of the parameter initialization scheme, which
determines the curvature penalty function 1/¢. This gives us a clearer picture of how the
initialization affects the implicit bias of gradient descent. This could be used in order to select
a good initialization scheme. For instance, one could conduct a pre-assessment of the data
to estimate the locations of the input space where the solution should have a high curvature,
and choose the parameter initialization accordingly. This is an interesting possibility to
experiment with based on our theoretical results.

Our results can also be interpreted in combination with early stopping. The training
trajectory is approximated by a smoothing spline, meaning that the network will filter out
high frequencies which are usually associated to noise in the training data. This behaviour is
sometimes referred to as a spectral bias (Rahaman et al., 2019). Cao et al. (2021) studied
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spectral bias theoretically and showed that spherical harmonics of low frequency are easier to
be learned by over-parameterized neural networks if the input data is uniformly distributed
over the unit hypersphere.
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Appendix

The appendix is organized as follows.

In Appendix A we illustrate our theoretical results numerically, and provide details on the
numerical implementation.

In Appendix B we briefly discuss definitions and settings around the parametrization and
initialization of neural networks, as well as on the limiting NTK and the linearization of a
neural network.

In Appendices C, D, E, F, G, we provide proofs and supporting results for the results
presented in Sections 3, 4.1, 4.2, and 5.

In Appendices H and I, we provide the proofs of the results in Sections 6 and 7 for
univariate and multivariate regression respectively.

In Appendix J, we prove a corresponding result for activation functions other than ReLU.

In Appendix K we discuss the linear adjustment of the training data and why our result still
gives a good description of training with the original data for non-linear target functions.

In Appendix L, we introduce the network with skip connections and obtain the same
implicit bias result without adjusting the training data.

In Appendix M we show the equivalence between our variational characterization of the
implicit bias of gradient descent in function space and the description in terms of a kernel
norm minimization problem.

In Appendix N we discuss the relation between the gradient descent optimization trajectory
and a trajectory of spatially adaptive smoothing splines with decreasing smoothness
regularization coefficient which converges to the spatially adaptive interpolating spline.

In Appendix O we give the explicit form of the solution to our variational problem, i.e.,
the spatially adaptive interpolating spline, which corresponds to the output function after
gradient descent training in the infinite width limit.

In Appendix P we comment on possible extensions and generalizations of the analysis.

Appendix A. Numerical Illustration of the Theoretical Results

Implementation of gradient descent Training is implemented as full-batch gradient
descent. In practice we choose the learning rate as follows. We start with a large learning
rate and keep decreasing it by half until we observe that the loss function decreases. After
that, we start training with the fixed learning rate we found. We observe that the learning
rate we found is inversely proportional to the width n of the neural network. This observation
is in accord with Theorem 20 with respect to the upper bound of the learning rate in order
to converge.

We note that the implicit bias in parameter space shown in Theorem 20 is independent

of the specific step size that is used in the optimization, so long as it is small enough
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(see Appendix D). The stopping criterion for training of the neural network is that the
change in the training loss in consecutive iterations is less than a pre-specified threshold:
|L(6;) — L(0;—1)] < 1078.

We use ASI (see Appendix B.2) at initialization. Then the initial output function of the
network is f(-,609) = 0. Hence in the figures the network output function is actually equal to
the difference from initialization.

For the comparison of the functions f(-,6*) and g*, the infinity norm || f(-,0*) — ¢*||0c is
computed over a discretization of [~ max; [|x;||2, max; [|x;|2]%.

Implementation of numerical solutions to the variational problem For univariate
regression, the variational problem for cubic splines can be solved explicitly as described in
Appendix O. For a general non-constant curvature penalty function 1/¢, we can obtain a
numerical solution to problem (24) as follows. First we discretize the interval [—1, I] evenly
with points ; = =1 +2jI/N, j =0,...,N. For simplicity we suppose that the M input
training data points are among these grid points, and we denote them by z;,,...,z;,,. Then
we initialize f(x;) = 0 for z; not in the training data (to be optimized) and f(z;,) = v
(fixed values during optimization). We use the central difference to approximate the second
f($j+1)—2f}(;j)+f($j—1)

derivative, f"(z;) = , where h = |z 41 —x;|. Then the objective function

in (24) is approximated by Z;V;ll C(ij) (f(mjﬂ)ﬁf;ngf(xj*l)

)2. This is a quadratic problem
in f(z;), 5 €{1,...,N}\ {j1,...,im}. If we equate the gradient to zero, we obtain a linear
system. The solution can be written in closed form in terms of the inverse of a design matrix.
As with any linear regression problem, in practice we may still prefer to use an iterative
approach to obtain a numerical solution. In our experiment, we discretize the interval [—2, 2]
into 200 pieces and use conjugate gradient descent for solving the linear system.

For multivariate regression, it is not straightforward to numerically solve (8). Hence we
numerically solve (25) instead. We discretize the interval [—1,,, I,,] evenly with points w; =
—Iy+2jly /Ny, j =0,...,ny and the interval [—1Iy, I evenly with points b; = —I,+2j1,/ny,
J=0,...,np Let ag,, i) = a((Wiy, -, wiy),b5), i = 0,... 0w, 5 =0,...,m5. We use
numerical integration to approximate the objective and constraints of (25) and then get an
optimization problem with search variables a(;, . ;, ;). This is a quadratic programming
problem which can be solved using an internal point method.

Gradient descent training and variational problem To illustrate Theorem 1 across
different initialization procedures, in Figures 3 and 4 we show analogous experiments to
those in the left panel of Figure 1, but using two types of Gaussian initialization instead of
the uniform initialization. As we already observed in the right panel of Figure 1, here the
effect of the curvature penalty function is also visible. In portions of the input space where ¢
is peaked, the solution function can have a high curvature, and, conversely, in portions of the
input space where ( takes small values, the solution function has a small second derivative
and is more linear.

To verify that the results are stable over different data sets, in Figure 5 we show an
experiment similar to that of Figure 1, but for a larger data set.

Training all layers versus training only the output layer To illustrate Theorem 10,
we conduct the following experiment. We use the same training set as in Figure 1 and use
uniform initialization. Starting from the same initial weights, we train the network in two
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Gaussian initialization 0% = 1
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Figure 3: Illustration of Theorem 1. Shown is the error between the output function f(-,6*)
of the trained neural network and the solution ¢g* to the variational problem (24)
against the number of neurons, n. Shown is the average over 5 repetitions, with
error bars indicating the standard deviation. Here the training data is fixed, and
the parameters were initialized with W ~ N(0,1) and B ~ N(0,1). The right
panel shows the data (dots), trained network functions (blue) with 20, 80, 320,
1280 neurons, and the solution (orange) to the variational problem.
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Figure 4: Illustration of Theorem 1. Similar to Figure 3, but with a different initialization
W ~ N(0,1) and B ~ N(0,0.1), which gives rise to a curvature penalty function ¢
that is more strongly peaked around z = 0 (see Figure 1). We observe in particular
that the solutions are more curvy around x = 0.
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Figure 5: Illustration of Theorem 1. Similar to Figure 1, with uniform initialization, but
with a larger data set and larger networks.
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Figure 6: Illustration of Theorem 10. Training only output layer vs training all parameters of
the network. We use uniform initialization and the same training set as in Figure 1.
The left panel plots the error between two trained network functions against the
number of neurons n. For one network, we only train the output layer while for
the another one, we train all layers. The right panel shows the data (dots) and
two trained network functions with 20, 80, 320, 1280 neurons.

ways. One way is only training the output layer and another way is training all layers of the
network. The result is shown in Figure 6. The left panel plots the error between two trained
network functions against the number of neurons n. In this experiment the error is of order
n~3/2 which is even smaller than the upper bound n~! given in Theorem 10. Potentially
the bound can be improved. The right panel plots two trained network functions with 20,
80, 320, 1280 neurons.

Effect of linear function on implicit bias In Theorem 1, since the variational problem
defines functions only up to addition of linear functions, we need to adjust training data
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Figure 7: Effect of not adjusting the data. We use uniform initialization and add a linear
function 10z + 10 to the training data of Figure 1. In order to clearly show the
difference between trained network function and the solution to the variational
problem, we subtract 10z 4+ 10 from these two functions in the right panel. In the
right panel we see that if we ignore u and v in the variational problem (22), the
solution is slightly different from (24).

by subtracting a specific linear function ux + v. However, in our previous experiments, we
observed that even if we do not adjust the training data, the statement of Theorem 1 still
approximately holds. We attribute this to the fact that the linear function can be easily fit by
the neural network. We provide details about this in Appendix K. In order evaluate the effect
of this linear function on the implicit bias, we conduct the following experiment. Similar to
Figure 1, we use uniform initialization. We add a linear function 10z + 10 to the training data
in Figure 1. So the training data we use are {(—2, —8.5), (—1,0.5), (0,11.5), (1, 20.5), (2, 31.5)}.
In Figure 7 we show analogous experiments to those in the left panel of Figure 1. In order
to clearly show the difference between the trained network function and the solution to the
variational problem, we subtract 10x 4+ 10 from these two functions in the right panel of
Figure 7. From the right panel of Figure 7, we see that the difference between plotted two
functions is relatively larger than that in Figure 1. From the left panel of Figure 7, we see
that the error between these two functions stops to decrease when number of neurons n is
larger than 1280. It means that the limit of trained network function as n — oo is slightly
different from the solution to the variational problem. If we choose bigger u and v, we expect
that the difference will become larger.

Experiments for two-dimensional regression problems We illustrate Theorem 6
numerically in Figure 2. We conduct experiments similar to Figure 1 and Figure 3 for the
bivariate case. The initialization used in Figure 2 is W ~ U(S!) and B ~ U(—2,2), thus we
can use Theorem 8 to exactly compute the solution to the variational problem (8). In close
agreement with the theory, the solution to the variational problem captures the solution of
gradient descent training uniformly with error of order n=1/2.

To verify that the results are stable over different data sets, in Figure 8 we show an
experiment similar to that of Figure 2, but for a larger data set.
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Figure 8: Illustration of Theorem 6. Similar to Figure 2, with the same initialization, but
with a larger data set.
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Figure 9: Illustration of Theorem 6. Similar to Figure 2, but with the Gaussian initialization

W ~ N(0,1,) and B ~ N(0,1).

To illustrate Theorem 6 across different initialization procedures, in Figures 9 and 10
we show analogous experiments to Figure 2, but using Gaussian initialization instead. The
initialization used in Figure 9 is W ~ N(0, ;) and B ~ N(0,1), and the initialization used
in Figure 10 is W ~ N(0,1;) and B ~ N(0,0.1). So we can use Theorem 19 to exactly
compute the curvature penalty function and solve the variational problem (8) numerically.

Appendix B. Additional Background on the NTK, Initialization, and
Parametrization

In this appendix we provide a few additional details on the NTK, ASI initialization, standard

vs NTK parametrization, and discuss the difference between our results and weight norm
minimization.
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Figure 10: Illustration of Theorem 6. Similar to Figure 2, but with the Gaussian initialization
W ~ N(0,1;) and B ~ N(0,0.1). Because of the linear adjustment, the exact
solution of the variational problem (8) is slightly different from the network output
with a large number of hidden neurons.

B.1 NTK Convergence and Positive-definiteness

The convergence of the empirical NTK to a deterministic limiting NTK as the width of
the network tends to infinity and the positive-definiteness of this limiting kernel can be
ensured whenever the neural network converges to a Gaussian process. The arguments
from Jacot et al. (2018) to prove convergence and positive definiteness hold in this case.
As they mention, the limiting NTK only depends on the choice of the network activation
function, the depth of the network, and the variance of the parameters at initialization. They
prove positive definiteness when the input data is supported on a sphere. More generally,
positive definiteness can be proved based on the structure of the NTK as a covariance
matrix. Let ||f||127 = Exp[f(x)T f(x)], where p denotes the distribution of inputs. The
NTK is positive definite when the span of the partial derivatives 0y, f(-,6), i = 1,...,d,
becomes dense in function space with respect to || - ||, as the width of the network tends
to infinity (Jacot et al., 2018). For a finite data set xi,...,Xps, positive definiteness of
the corresponding Gram matrix is equivalent to Jg, f(x;, -) being linearly independent (Du
et al., 2019, Theorem 3.1). This condition for positive definiteness does not depend on the
specific distribution of the parameters, but if anything it only depends on the support of the
distribution of parameters and on the input data. The precise value of the least eigenvalue
may be affected by changes in the distribution however. The convergence of the network
function to a Gaussian process in the limit of infinite width and independent parameter
initialization is a classic result (Neal, 1996). To verify this Gaussian process assumption it

is sufficient that ), WQ(Q)J((WZ(I),x) + b;) is a sum of independent random variables with
finite variance.
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B.2 Anti-Symmetrical Initialization (ASI)

The AntiSymmetrical Initialization (ASI) trick as proposed by Zhang et al. (2020) creates
duplicate hidden units with opposite output weights, ensuring that f(-,69) = 0. More
precisely, ASI defines fasi(x,9) = ff(x ¥ — ?f(x,ﬂ”). Here 9 = (¢',9") is initialized
with 9 = 9§, so that

- \/572 (1 _ - \/572 (1 _
fasiCx90) = 3 VIV ) + @) + ;—2% (Vi % +al) =o.

i=1

The parameter vector at initialization is thus 9y = Vec(V(l), V( ,a\V,a\ EV -2y
?a@)’ _ga@)).

The basic statistics on the size of the parameters remains like (3), even if now there are
perfectly correlated pairs of parameters. Hence the analysis and results on limits when the
number of hidden units tends to infinity remain valid under ASI. The ASI is not needed for
our analysis, which can be used to compare different types of initialization procedures, but it
simplifies some of the presentation. One motivation for using ASI in practical applications
is that it provides a simple way to implement a simple output function at initialization.
Since the output function at initialization directly influences the bias of the gradient descent
solution, this is a particular way to control the bias. Manipulating the bias from initialization
is also the motivation presented by Zhang et al. (2020). A related discussion also appears in
Sahs et al. (2020a).

B.3 Standard vs NTK Parametrization

We have focused on the standard parametrization of the neural network. Jacot et al. (2018)
use a non-standard parametrization which is now known as the NTK parametrization. We
briefly discuss the difference. A network with NTK parametrization is described as

h(+1) W+ p+1) @
\/> x! + and VZZ)’J N(0,1)
< (+1) h+1) ) B N(0,1)

J

In contrast to the standard parametrization, in the NTK parametrization the factor y/1/n;

is carried outside of the trainable parameter. In thls case, the scaling of the derivatives is
W_(1)f(:c 0o) = O(n~ 2) and VW<2)f(x 6o) = O(n~ 2) In turn, during training the changes

of Wl( j) and W( ) are comparable in magnitude. This implies that we can not ignore the

changes of Wz( j) and approximate the dynamics by that of the linearized model that trains
only the output weights as we did in the case of the standard parametrization. In particular,

we can not use problem (20) to describe the result of gradient descent as n — oo.

B.4 Weight Norm Minimization
Savarese et al. (2019) studied networks of the form f(x,0) =>"" WZ@) [W~(1):c + bgl)]Jr + 52

7

allowing the width to tend to infinity. They showed that the minimum weight norm
for approximating a given function g is related to a measure of the smoothness of g by
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limo(infg C(9) s.t. £, 6) — glloo < €) = max{ [, |¢"(x)| d, [g/(=oc) + ¢'(c0)|}, where
c(9) = %Z?:l((Wi@))Q + (Wi(l))Q). Here the derivatives are understood in the weak sense.
This implies that infinite width shallow networks trained with weight norm regularization
(sparing biases) represent functions with smallest 1-norm of the second derivative, an example
of which are linear splines. (Note that C'(#) is not strictly convex in the space of all parameters
and also the 1-norm of the second derivative is not strictly convex, hence the solution is not
unique).

The result of Savarese et al. (2019) is illuminating in that it connects properties of
the parameters and properties of the represented functions. However, the result does not
necessarily inform us about the functions represented by the network upon gradient descent
training without explicit weight norm regularization. Indeed, if we initialize the parameters
by (3) with sub-Gaussian distribution, the neural network can be approximated by the
linearized model. Then by Theorem 20, ||w — |2 is minimized rather than ||w|2. But
in this case ||6pl|2 is bounded away from zero with high probability and the 2-norm of all
parameters (or also of the weights only) is not minimized. On the other hand, if we initialize
the parameters with ||6p]|2 close to 0, then the neural network might not be well approximated
by the linearized model. This has been observed experimentally by Chizat et al. (2019) and
we further illustrate it in Appendix B.5.

Even if we assume that the linearization of a network at the origin is valid, in order for
the network to approximate certain complex functions, the weights necessarily have to be
bounded away from zero. This means that reaching zero training error requires to move
far from the basis point, where the difference between linearized and non-linearized model
could become significant. In turn, the implicit bias description derived from a linearization
at the origin may not accurately reflect the implicit bias of gradient descent in the original
non-linearized model.

The above paragraphs discuss why the result of Savarese et al. (2019) does not apply
to gradient descent training without weight norm regularization. It is also interesting to
discuss the difference between our result and the result of Savarese et al. (2019). In our result,
the implicit bias of gradient descent without weight norm regularization is characterized by
2-norm of the second derivative weighted by 1/¢, which is a RKHS-norm. In the result of
Savarese et al. (2019), they showed that training with weight norm regularization (sparing
biases) leads to functions with smallest 1-norm of the second derivative, which is not a RKHS
norm. The reason why training without weight decay gives RKHS norm is because the
training trajectory can be approximated by that of a linear model, which corresponds to a
certain RKHS. And for training with weight norm regularization, the weight in the first layer
is regularized, so it changes the feature space and we can no longer regard that as a linear
model. Some works give empirical evidence that minimizing a non-RKHS norm can have
better generalization than minimizing an RKHS norm because of the limitation of linear
models and the kernel regime. However, as far as we know, there is no theory which shows
that a non-RKHS-norm could result in better generalization than a RKHS norm.

The paper by Parhi and Nowak (2019) follows the approach of Savarese et al. (2019)
and generalizes the result of Savarese et al. (2019) to different types of activation functions
o. Then they show that minimizing the weight “norm” of two-layer neural networks with
activation function o is actually minimizing 1-norm of Lf in place of the second derivative,
where f is the output function of the neural network. Here L and o satisfy Lo =4, i.e., o
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is a Green’s function of L. Such activation functions can be used in combination with our
analysis. We comment further on such generalizations in Appendix J.

B.5 Basis Parameter for Linearization of the Model

We discuss how the quality of the approximation of a neural network by a linearized model
depends on the basis point. For a feedforward ReLU network and a list X = ()", of input
data points, the mapping 6 — f(X,0) = [f(x1,0),..., f(xm,0)] is piecewise multilinear.
Each of the pieces is smooth and we can assume that it is approximated reasonably well by
its Taylor expansion. However, the quality of the approximation can drop when we cross the
boundary between smooth pieces. Consider a single-input network with a layer of n ReLLUs and
a single output unit. At an input x the prediction is f(x;6) = Z?Zl Wj(Q) [Wj(l)x—kbg-l)]Jr—Fb(?),
where § = vec(W® bM)W (). The Jacobian is non-smooth whenever 6 € Hy; =
{Wj(l):c—kbg-l) =0} for some j = 1,...,n. Hence for m input data points z;, i = 1,...,m, the
locus of non-smoothness is given by m central hyperplanes H;;, ¢ = 1,...,m in the parameter
space of each hidden unit j = 1,...,n. For an individual ReLU, if the parameter 6y is
drawn from a centrally symmetric probability distribution, the probability p that an € ball
around cfy intersects one of the non-linearity hyperplanes H;, i = 1,..., m, behaves roughly
as p = O(mc™!) as ¢ goes to infinity. Hence we can expect that the prediction function
will be better approximated by its linearization fi*(z,0) = f(x,cfo) + Vo f(z,cb)(0 — cho)
at a point cby if ¢ is larger. This is well reflected numerically in Figure 11. As we see, for
larger initialization the model looks more linear. We observed that this qualitative behavior
remains same if we try to adjust the size of the window around the initial value.

Appendix C. Proof of Theorem 1 and Theorem 6

The proof of Theorem 1 and Theorem 6 is the compilation of results from Sections 4, 5, 6
and 7. Next we give the proof of Theorem 6. Theorem 1 can be similarly proved.

Proof [Proof of Theorem 6| The convergence to zero training error for ReLU networks is
by now a well known result (Du et al., 2019; Allen-Zhu et al., 2019). We proceed with the
implicit bias result.

For simplicity, we give the proof under ASI (see Appendix B.2). In Section 7, we relax
the optimization problem (20) to (25). Suppose (@, w,v) is the solution of (25). The we can
adjust the training samples {(x;,y:)}M; to {(xi, v — (W, x;) —v)}M,. It’s easy to see that
on the adjusted training samples, (@, 0,0) is the solution of (25). Then @ is the solution
of (20) on the adjusted data. Furthermore, the solution of (20) in function space, g(x, @),
equals to the solution of (25) in function space, g(x, (@, 0,0)), i.e.,

It we change the variable « to v as in Section 7, we get
g(X, (57070)) = g(x7 (77070))7 (39>

On any compact set D C R, according to Theorem 12,

SUP g (%, @) = g(x,)| = Ol /%), (40)
xXE

31



JIN AND MONTUFAR

Parameter space of a ReLU
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Figure 11: Left: For a single ReLU, the map 6 — f(X,0) from parameters to prediction
vectors over a set X = {x1,...,x,,} of m input data points is piecewise linear,
with pieces separated by m central hyperplanes. Right: Shown is the prediction
f(z,0) of a shallow ReLU network on a fixed input point z, over a 2D slice of
parameters 0 = cfy + v1&1 + v2€2 spanned by two random orthogonal unit norm
vectors vy, vy and parametrized by (£1, &) € [—1,1]2. From top to bottom, the
number of hidden units is n = 1, 5,25,125 and in each row the initial parameter
Oy is drawn i.i.d. from a standard Gaussian. In each column we use a different
scaling constant ¢ = 0,0.5,10. As we see, for larger scaling ¢ of the initialization
the model looks more linear.
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where g,(x,@,) is the solution of problem (19) in function space. Since problem (19) is
equivalent to problem (18), g, (x,@y) is also the solution of (18) in function space. According
to discussion in Section 5, f"(x, @) is the solution of (18). Then we have

9n(%,@n) = F1(x, Bec)- (41)

According to Corollary 11, we get

sup | £ (x, @) — f(,67)| = Op(n2). (42)
xeD

Finally, according to Theorem 16 (to prove Theorem 1, apply Theorem 13 and Proposition
14), g(x,(7,0,0)) is the solution of (8), which is ¢*(x). It means that

9(x, (7,0,0)) = g"(x). (43)

Combining (38), (39), (40), (41), (42), (43), we prove the theorem. |

Appendix D. Implicit Bias in Parameter Space for a Linearized Model

Zhang et al. (2020) show that gradient flow converges to the solution with zero empirical
loss which is closest to the initial weights. We show a similar result for the case of gradient
descent with small enough learning rate.

Theorem 20 (Bias of the linearized model in parameter space) Consider a convex
loss function £ with a unique finite minimum and its derivative is K -Lipschitz continuous, i.e.,
|d%€(y1,;g) - d%ﬂ(yg,gjﬂ < Kly1 — y2|. If rank(Vgf(X,6p)) = M, then the gradient descent

M

iteration (14) with learning rate n < Krrman(6m)

converges to the unique solution of following

constrained optimization problem:
min o — folly st (X,w0) = . (44)

The derivative % is with respect to the first argument of ¢ and the gradient Vy is with

respect to the second argument of f (see notation in Section 2).

Remark 21 (Remark on Theorem 20, step size) Note that this statement is valid for
the linearization of any set of functions, not only neural networks. The proof remains valid
for a changing step size as long as this satisfies the required inequality.

Remark 22 (Remark on Theorem 20, rank assumption) The assumption Vo f(X,0p)
M s satisfied in most cases when n > M (here n refers to the number of parameters in 0
since we use the linearized model). This is because Vo f(X,0y) is a M x n matriz. The M
rows corresponds to M training samples and they are almost always linearly independent.
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Here we give the proof of Theorem 20. We note that Zhang et al. (2020) prove a similar

result for gradient flow. Our proof is for finite step size and different from theirs.

Proof [Proof of Theorem 20| We use gradient descent to minimize L' (w) = - SOM 0 (x4, W), i)
First we prove that V,,L'"(w) is Lipschitz continuous as follows:

IV L (1) = Vo L™ (w2) 12
1
:M |Vaof(X, QO)TVflin(X,wl)L —Vof(X, HO)TVflin(X,u&)LHQ

1
SMHVH,]C(Xy QO)THQHVf“n(X,wl)L — vf““(X,wz)LHQ

M

2
Z%HV(MC(X,QO)TM > (Ll(fhn(xi,m)ayi) - (il(f“n(xum)vyi))

i=1

K ) .

§M\|V9f()(,90)T||2Hf1m(/\f,w1) — (X, wo)l2 (K-Lipschitz continuity of )
K T

=27 IVef (X, 00) " [I2][Vef (X, 00) (w1 — wa)l2

S%Wef(?f,90)T||2\|Vef(?f,90)H2H(W1 —w2)ll2

Kn A
Sﬁ)\max(@n)nwl - WQHQ'

So L'"™(w) is Lipschitz continuous with Lipschitz constant %)\max(é)n). Since L' is convex

over w, gradient descent with learning rate n = Kromer (1) converges to a global minimium

of L'"(w). By assumption that rank(Vyf(X,6y)) = M, the model can perfectly fit all data.
Then the minimium of L™ (w) is zero and gradient descent converges to zero loss.
Let woo = limg_s00 wy. Then fi(X,we) = V. According to gradient descent iteration,

oo

weo =00 — > Vo (X,00)7V prin g oy L
t=0
= 00 - 77V0f(/1’, GO)T Z Vflin(X7wt)Llin.

t=0

Since f" is linear over weights w and ||w — 6|2 is strongly convex, the constrained
optimization problem (44) is a strongly convex optimization problem. The first order
optimality condition of the problem is

—9 (X, 65)TA = 0

flin(X,w) — y

Let A =312, V pinx 0,0 L, we can easily check that ws satisfies condition (45). So we is
the solution of problem (44). |
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Remark 23 (Remark on Theorem 20) Making an analogous statement to Theorem 20
to describe the bias in parameter space when training wide networks rather than the linearized
model is interesting, but harder, because the gradient direction is no longer constant. Oymak
and Soltanolkotabi (2019) obtain bounds on the trajectory length in parameter space, putting
the final solution within a factor 43 /c of ming |0y — 6||, where B and « are upper and lower
bounds on the singular values of the Jacobian over the relevant region. However, currently it
18 unclear whether the solution upon gradient optimization is indeed the distance minimizer
from initialization.

Next we discuss the implicit bias of SGD (stochastic gradient descent) in parameter space.
Consider the following stochastic gradient descent iteration for the linearized model:

d in
wo = 0o, wir1 =wp— nt@f(fll (X'r(t)awt)a yr(t))vﬂf(xr(t)a to), (46)

where r(t) is evenly chosen from the set {1,2,..., M} and 7, is the learning rate at the step ¢.
Typically, n; needs to decay in order for SGD to converge. However, for overparametrized
linearized model, we can show that SGD converges for constant learning rate and the implicit
bias of SGD is the same as gradient descent under certain conditions. This is shown in the
following theorem.

Theorem 24 (Bias of the linearized model in parameter space, SGD) Consider a
convex loss function £ with a unique finite minimum and its derivative is K -Lipschitz contin-
uous, i.e., |%f(y1,gj) - d%ﬁ(yg,ﬂﬂ < Kly1 — yo|. If rank(Vyf(X,00)) = M, the stochastic

gradient descent iteration (46) with constant learning rate ny

— < 1 con-
= Kmax; [Vof (<0012

verges to the unique solution of following constrained optimization problem with probability 1:

minw — Oy st [ (X,w) = . (47)

Proof [Proof of Theorem 24| Let w* be the solution to the optimization problem (47). Let
z; = Vo f(x;,6p). It is easy to see that wy — (w; — w*, ﬁ)ﬁ is the projection of w; onto
J J

the hyperplane {(w,z;)} = {(w*,2z;)}. So for any i < 1, we have

2 2
~ Zj Zj * * 12 A\ 2 * Zj
wi — {wg — W™, —— = |lwr — w3 = (1= (1 =90)%) {wr —w*, 7—5)
Z5]l2" [1z]]2 5 1113
(48)
< JJwe — w*|[3. (49)
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The length of the stochastic gradient in (46) can be bounded as follows:

d in
’I’h @g(fl (Xr(t) 9 wt)? yT‘(t)) ||Z7'(t) H2

< K| (%), @) — Yooy |[|Ze o) |2
1
<K
T Kmax; [[Vaf(x),00)l3
1

- —_— _ *
max; HZjH§<wt CRETON OV

Lz 3
S o lZr@)l|2\Wt — W
max; ||z]3 "

’fhn (Xr(t) , Wt) — Yr@) ‘ Hzr(t) H2

* ZT(t)

REATIE

é(wt_wa

Then according to (49), we have

1= M (P 0 01), ) 2 o o — 0| < e — o
dy 12 (1) |2 5
The above equation means that
[werr —wl2 < [lwe — w2 (50)

Then ||w||2 is bounded and lim; o0 ||wr — w*[|2 — [Jwe+1 — w*||2 = 0. Next we show that for
any convergent subsequence {wy, }x>1 of {w¢}i>1, we have limy_,o wy, = w*.

Let limg_yo0 wy, = w. Asuume that @ # w*. According to the first order optimality (45),
we have that w* = 0y + Z]J‘/il Ajz;. From the stochastic gradient descent iterations, we

have wy = 6y — 7722;11 f—yé(fhn(xr(s),ws), Yr(s))Zr(s)- Then w; —w* is a linear combination

of {wj}j]‘il. It means that w — w* is a linear combination of {zj}j]‘il. Since w — w* is not

> O} is not empty. With probability 1, we have that

r(t) € A infinitely many times. So for any given k, we can find t) > t;, such that r(t}) € A
and r(t) € A for t, <t <t.

When we prove (50), we only use the property that flin(xr(t),w*) = Yp)- When
ty <t < t,, we have r(t) € A, so (@, H:ﬁ> = (w*, =) It means that fli“(xr(t),a)) =

> |21y ll2
S (X (1), w*) = yp(r)- Using the same argument as (50), we have [[wiy1 — @|l2 < Jlwy — @||2
when ¢ <t <tj. Then |lwy — o2 < [lwy, — @l[l2. Then limy oo wy = limy oo wy, = @.
According to (48), we have

. N O i I ) B
zero, the set A = {j : ’(w w*, sz“2>

2
ZT‘
et — w13 = o — w13 — (1 — (1 — %) \m o, Oy
120 ()|]2
NG (R @)y ) |20 12
and 7 = Zre) .
(we = o)

36
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Since limy s wy = W, for sufficiently large k we have

2 2
U 1 Zp(
(w —wt, )y > L i | — o, )
k HZ (t,) ||2 2 jeA ||Z7“(j H
= Q(1), (51)
and
_ 1 minjea dyf(f (X]7 ) y]) min;e 4 HZJHQ
Ny =
2 [l — w*||2
— (1) min (1%, @), 3;)
a jeA dy 3«5 Y
— (1), (52)

where (52) holds because fi"(x;,&) —y; = (@ — w*,z;) # 0 for all j € A and d%ﬁ(y,@) =0
if and only if y = ¢ according to the fact that loss function ¢ has a unique finite minimum.
From (51) and (52) we have [jwy — w*||3 — lwyy 11 — w*||2 = Q(1). This contradicts the fact
that limy oo |lwr — w*|l2 — ||wit1 — w*||2 = 0. Then the assumption @ # w* is not true. So
for any convergent subsequence {wy, }x>1 of {w;}i>1, we have limy_,o0 wy, = w*. Combining
the above statement with the fact that ||w||2 is bounded, we have lim;_, o wy = w* [ |

Remark 25 (Remark on Theorem 24) Theorem 24 shows that SGD and gradient de-
scent has the same implicit bias in parameter space. Then our main theorem also holds for
SGD training.

Appendix E. Proof of Theorem 10

We note that assumption liminf,, )\min(én> > ( is satisfied if the empirical NTK converges
and the limit NTK is positive definite. For details see Appendix B.1.

Proof [Proof of Theorem 10| Since set D is compact and x € D, we have ||x||s < C for a
fixed constant C. According to (14),

wip1 = wi — Vo f(X,00)"V pinx o) L™
Since we use the MSE loss, we have
Wit = wp — Vo (X, 00)" (F1 (X, wp) — V).
Using (12), we get

X 1) = X, W) — 0V f (X, 00)Vaf (X, 00)T (F7(X,wp) — V)
= (X, wp) — nnO, (f™(X,wy) — V).

Then we have

fhn(xﬂwt-i-l) -V= (I - nnén)(fhn(x,wt) - y)?
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and
FINX w) =Y = (I = mn©n) (f™(X,60) - V)
= (I =)' (f(X,00) = V).
According to the update rule of w;, we know that w; = Vyf(X,00)7¢ + 0y, where ¢ is a
column vector. Then we have
FINX W) =Y = [T X,w) = f(X,600) + [(X,00) =Y

= Vo f(X,00)(we — 0o) + f(X,00) =Y

= Vo (X,00)Vof(X,00)"¢+ f(X,00) Y

=nOné + f(X,00) =Y

= (I = mm©n)'(f(X,00) - V).

From above equation we can solve for &:
§=-n""0,M I - (I —mm®n)"](f(X,00) — V).
Therefore
wi = —n" "V f(X,00) 0, [T = (I —nnO,)"(f(X,00) — ) + bo. (53)
For any x € R?,

£ (x,wp) = f(x,00) + Vo f(x,00)(we — o)

= f(x,00) ="' Vo f(x,00)Vof(X,00) O, I — (I —nnO,)|(£(X,00) = V).
(54)
For the training process (17), we can define the corresponding empirical neural tangent kernel
in the following way:

1
On = —Vwe) f(X, 00) Ve (X, 60)"

Using the same argument, we have

W = Wy F(X,00)TO, M T — (I —nnd,)|(f(X,00) — V) + Wy (55)

and

F(x,@r) = f(x,00) =0 Ve f(x,00) Vaye) f(X, 00)T 0, T = (I —11©3)'](f(X,00) ).
(56)
According to (54) and (56), we have

[0 (e, @) — 10 (3, wr)|
=n"" Vo f(x,00)Vof(X.00)" 0, [ — (I —nnOn)"(f(X,60) — V) (57)

—Vwe £(%,00) Ve f(X,00)T O, T — (I —nn6,)"|(f(X,0) — V)|
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The next step is to compute the difference between ©,, and ©,,. Let A® = 0, — O, then
the ij-th entry of the matrix A© is

(86);; = [Z ({70 (i3 80), Vg £ 551,00 ) + V0. (%0, 60) V00 £ 31,00) )
= (58)
+ Vi f(x4,00) Ve f(x5, 90)] :

Given x € R%, we have

[V £ 80| =W HQWL ) +07) x| < €| (59)
00 e, 00)] =W H(WL )+ 8] < W) (60)
Ve £ e, 00)| (W) + b1 < CIWT ]+ 0 (61)
Vi £, 60)] =1. (62)
Therefore, )
(A0)y] < [ (W Pl 4+ W7 2) + 1
=1 (63)

CPH1¢ @32 1
= Z|Wk | +—.
nooe= n

According to initialization (3), W,f) 4 \/1/7 W@ Then according to the law of large
numbers, limy, 00 > 5y ]WéQ)lz = E[W®)? almost surely as n — oco. Then S}, \WéQ)\Q =
Oy(1) and |(A6), = Op(nY).

Since the size of A© is M x M, which does not change as n goes up. So |AO|z = Op(n~1),
which means [|©,, — O,|j2 = Op(n~1).

Now we measure the difference of each part in (57). According to assumption inf,, )\min((:)n) >
0, we have

A 1
Amin(O;,1) > ————————— = 0,(1 64
6:)2 s =0 (64)
~ 1
Amin @T_Ll > = =0,(1). 65
(©,7) s A (On) — O (1) p(1) (65)
Therefore ) - ) _ L
105" =05 2 = 107" (6n — 64)67 |2
/{2 P VAN PY [ (66)
= Op(n71).
The assumption n < #(é)) implies
1T — 10Oz < 1, (67)
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and
11 = nnOyll2 < [[I —nnOyll2 + 110, — B2

Amax(@)

< max{nn 5

1 — 19 Amin (On)} + Op(n ).

For any & > 0, as n is large enough, we also have || — nn©, |2 < 1 with probability at least
1 — 4. Then as n is large enough,

I = (1 = m©n)"] = [I = (I = nn©,)"]||2
= |1 = mn©y)" — (I = n1Oy)"|l2
<[ = mn©n) — (I = nn©)](I = n1©,)" "2
+ (I =m0 [(I = 1n©4) — (I = nn©n)](I = 110,) 2|
4.
+ (1 - nnén)t_l[(f - nn@n) - (I - nnén)]!b
< 77”@71 - én”QHI - nnénHt{l
+nlf - nnénH2Hén - én”2”I - nW@an_Q
4.
+ 01 = n0Onll5!|0n — Onll2
< TIHé)n - énHQ -t (max{||/ — mlénHm - nnén‘b})til'

Since max{||1 — nnOy |2, |1 — nnOp|l2} < 1, supyot - (maxf{||I — nnOpll2, | I — nnOy||2}) "
is a finite number. Then we have

I = (I =nn0,)'] = [ = (I = 1m1©,)'][l2 < O(1]| €y, — Oyll2)

= Op(”_l)- (%%)

Let AO(x,X) = n_l(VQf(X, 00)Vof(X, 90)T — Vw<z)f(x, QQ)VW(Q)f(X, GO)T)7 then the ¢-th
entry of the vector AG(x, X) is

n

Z (vwél)f()g QO)VW;;)JC(X’LH 00) + vb;ﬂ”‘f(x’ OO)VbI(Cl)f(Xiv 90))
k=1

+ Vi) (%, 00) Vi f (x4, 90)] '

(A0, X))i =

Similar to (63), we have
(AO(x, X))i| = Op(n™). (69)

Since the size of AO(x, ') is M, which does not change as n goes up. So
1AO(x, X)[l2 = Op(n™"). (70)
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Let O,(x,X) = n Y (Vwe f(%,00)Vwe f(X,00)1)), then the i-th entry of the vector

(Gn )l < = D719,y 05, 0V, 0.7 (50, )|

k=1
1 n
< AWl + B AW el + 651 (71)
k=1

(W + ) WM+ 6.

A
Se
NE

According to initialization (3), (W,gl), b,(i,l)) 4 (W, B). Then according to the law of large
numbers,

(On(x, )il = 0,(1). (72)
Since the size of ©,(x, X) is M, which does not change as n goes up. So

18n(x, X)[l2 = Op(1).
Neal (1996), Lee et al. (2018) show that as m goes to infinity, the output function at
initialization f(-,60p) converges to a Gaussian process in distribution, which means that
f(X,6p) ~ N(0,K(X,X)). Here K£(X,X) can be computed recursively. Then f(X,6) is
bounded in probability and we get

1£(X,60) = V2 = Op(1). (73)
Then following (57) and (73), we get
|5 (x, @r) = f(x, 60)|
=n""[Vof(x,00)Vof(X,00) O I — (I —nnOn)|(f(X,60) - V)

— Ve f(x,00) Ve f(X,00)7 0,1 [1 = (I = n30n) ) (f(X. 60) = V)|
=n""| Vo (x,00) Vo (X, 00)" 6, [ = (I —n1Oy)']
17—
nl

— Vwo [(%,00) Ve f(X,00)7 0,1

S (I —nn©,)"lall £(X,60) — V|2
=n"|Vof(x,00) Vo f(X,00)7 0, I — (I —nn©,)']
— Ve f(x,00) Ve f(X,00)70, [ = (I = nnp6n)]|l2 - Op(1).

According to (66), (67), (68), (70) and (72), we have that

n Vo f(x,00)Vof(X,00)T O, I — (I —nn6,)']

— Ve f(%,00) Ve f(X,00) 70, — (I —nndy)]|l2
<n Y|V f(x.00) Vo f(X,00)" — Viye f(x,00) Ve f(X,00)TI[16, 2/l — (I — nn©n)! 2

+ 0| Ve f(x,00) Vg F(X,00)7 1210, = 6, 2l = (I = nnn)'l2

+ 0|V f(x,00) Vg F(X,60)7 12105, 2/l = (T = nnp©n)'] = [T = (I — nmn©,)"]l2
SOp(n_l)Op(l)Op(l) + Op(l)op(n_l)Op(l) + Op(l)op(l)op(n_l)
=0p(n~").

1
1
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So we have | fii%(x,@;) — f(x,0:)] = Op(n~1), and the constants in Op(n~') do not depend
on t and x. Then we get

sup sup 17 (x, ) — 7, )] = Oyl 1), s = .
xeD

For the difference of parameters, we have

~ o~

Ty — g = Vec(W(l) B V/\\,?)’B(l) B bi”,WE” B Wt@),B(Q) _ggz))‘
According to (53) and (55),

W = WOy = I V) £(X, 06)TOR T — (I — nn©,)')(F(X,600) — V)|l2
< 0w £(X, 00) 712165 21T = (I = nn©n)! |2l £(X, 60) — Pl
n_lHvamf(X, 90)T||2 : Op(l)-

Here Vo f(X,00)7 is a n x M matrix, the ij-th entry of the matrix is ng)f(xj, o).
According to (59), we have V. o) f(x;,00) = O,(n~1/2). Then we get ||V f(X,00)7 2 =

Op(1) by the law of large numbers. So we have HW(D — \/7\\7,51)“2 = Op(n71), and O,(n 1)
does not contain any constant factor which is related to ¢t. Then we get

sup[W' — Wi|l> = Op(n 1), as n — oo,
t
Similarly we can prove
sup b —bi 2 = Op(n™Y), as n — oo, (74)
t
sup |5 — B3| = Op(n 1), as n — co. (75)
t
For WEQ) = Wt@), we have

—(2 — _ A A
W W = 0 Ve F(X.00)7 (6311 — (1~ )]

6,11 = (I = nm©,)1]) (f(X,60) = V)]l
< I~ Ve £ 00)7 2 (165" = 65 21T = (1 = i)' 2+
165 21T = (1 = nn®)] = [ = (1 = nn®)][l2) .f (X, 60) = Vo

<[V f(X,00)T 2(0p(n 1) O0p(1) + Op(1)0p(n™1)) - Op(1)
= Op(n?)[|[Vwe f(X, 00)" ||2.

Here Vi f(X,00)T is a n x M matrix, the ij-th entry of the matrix is ngz)f(xj, 6o).
According to (61), we have VW<2 f(x;,00) = Op(1). Then ||V f(X,00)7 |2 = Op(n'/?)
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by the law of large numbers. So we have HW?) - Wt(z) |2 = Op(n~3/2), and O,(n=3/2) does
not contain any constant factor which is related to ¢t. Then we get

sup IW? — W2 ||, = 0,(n™%?), as n — .

Appendix F. Training Only the Output Layer Approximates Training a
Wide Shallow Network

Corollary 11 is obtained by combining Theorem 10 and the fact that training a linearized
model approximates training a wide network (Lai et al., 2023, Proposition 3.2). Although
Lai et al. (2023, Proposition 3.2) consider Gaussian initialization, the arguments extend
to sub-Gaussian initialization if the initialization distribution has a continuous probability
density.

Proof [Proof of Corollary 11| Using Theorem 10, we have that

sgp | (x, @) — (%, wy)| = Op(n_l), as n — oo. (76)
According to Lai et al. (2023, Proposition 3.2), in the case of Gaussian initialization, we have
sup | i (x, wy) — f(x,0)] = Op(n*%), as n — 0o.
t

Under our neural network setting, which is a one-input network with a single hidden layer of n
ReLUs and a linear output, we can generalize the above result to sub-Gaussian initialization.
Combining the above equation with (76) concludes the proof. |

Appendix G. Proof of Theorem 12
Proof |Proof of Theorem 12| The Lagrangian of problem (19) is

M
Loy, ) — /R a2(WW,0) dun (WD, 0) + A (g0 ) — 15):
j=1

The optimal condition is Vg, L = 0, which means
M

Vo, L = 20, (WD, 0)+ 3" AW WD x) 48] = 0 when (WD, 0) = (WD, b)), i =1,..., k.
j=1

Then we get

M
(W, ) = 2 S AW ) 4], when (WO, 8) = (Wi ), =1,
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Since only function values on (ng), bi)M, are taken into account in problem (19), we can
let

l\Jv—l

M
(W — ST WD xp) by V(WD b) € RE (77)
=1

without changing [, a2(WW b) du, (WD b) and g, (x,@,).
)

Here )\gn)’ j=1,...,M are chosen to make g,(x;,ay) = yi, i = 1,..., M. This means

that
1 M
—§§ :AE-”)/ (WO ) 4+ 0] (WD x3) + 0]y dpn (WD b) =g, i =1,..., M. (78)

Similarly, the Lagrangian of problem (20) is

M

Fad) = [ a*(W.0) au(W,8)+ 3 A 0(x5.0) = 1))
j=1

The optimality condition is Voj = 0, which means
N M
VoL =2a(WH b) + 3" N [(WW x;) + 5], =0 V(WD b) e RH
j=1

Then we get

M
1
a(WW,b) = == S0 [(W0 ) + 5. YWD, b) € R (79)
j=1

Here X\, j =1,..., M are chosen to make g(x, ) =y;, i = 1,..., M. This means that
1 M
—52.% /]R W)+ B LW, i)+ B dp(WW,0) =g, i=1,..., M. (80)

Compare (78) and (80). Since the number of samples is finite, x; is also bounded. Then
by the assumption that W and B have finite fourth moments, we have that [(W®) x;) +
b]+[< (1) xl> + b]+ has finite variance. According to central limit theorem, as n — oo,
Jp2 (W Y+ b (WD %) + 0] dp (WD), b) tends to a Gaussian distribution with
variance O( D). This implies that Vi =1,..., M, Vj=1,..., M,

[<W<1 %) + Bl (WD, x;) 4+ 0] dpn (WO, 0)

/ ) 5x5) + DL LW, x5) + 8], dp(W, )
O 71/2)
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Since (78) and (80) are systems of linear equations and coefficients of (78) converge to
coefficients of (80) at the rate of O,(n~'/2), then we get

IXF =Xl =0p(n?), j=1,...,M. (81)
Compare (77) and (79). Given (W b), we have
[an (W, ) = a(WO,b)] = 0p(n~"/2), (82)

Next we want to prove that supye p [gn (%, @) — g(x,@)| = Oy(n~/2). Firstly, we prove that
SUPxep |gn (X, @) — g(x,@)| = Op(n~1/2). Note that

an(x,@) = [ WO B(WD,x) 4 b1 dpen (WO,
RQ
gx.a) = [ a(WO WD)+ du(wo,b),
]R2
Therefore,

E(gn(xaa» - g(X,@)
Var(ga(x. ) = [ [@(WOLHIW. ) + b~ g, du(W,b),

n

(83)

Here the expectation and the variance are with respect to (ng),bi)?zl. According to
(79) and the assumption that W and B have finite fourth moments, the integral in (83)
is bounded on D. So supyep Var g, (x,@) = O(n™!). According to central limit theorem,
as n — 00, gn(x,@) tends to Gaussian distribution of variance O(n~1) for any x € D.
Then |g,,(x,@) — g(x,@)| = Op(n~/?) pointwise on D.Then we only need to prove that the
sequence of functions {g,(x, @)}, is uniformly equicontinuous. Actually, ¥x1,x2 € D

‘gn(xlaa) - gn(x27a)|

< / a(WW o) (WD xp) + ]y — (WD b)) (WD x0) + b1 | dpn (WD, b)
R2

g/ a(WO, )| [W) 1x1 = x| dpun(WD,0)
R2

g/ a(W(U,b)’ (Wz@l)‘ Apin(WD b) [x1 — 9.
RQ

Notice that [y [E(W O, 5)] [ W] dpiy(WOL5) o [(W 1) [ W] apu(w,
with probability 1 according to the law of large numbers. Hence fRQ ‘E(W(l), b)} ‘W,El)‘ dun(W(l), b)

is bounded and the bound is independent of n. So {g(x, @)} ; is uniformly equicontinuous.
Then by similar arguments to the Arzela-Ascoli theorem,

SUp |gn(x, @) = g(x, )| = Op(n~/2). (84)
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Finally, we prove that supyep |gn (X, @) — gn(x, @)| = Op(nfl/z), Since Vx € D
\gn(x,an) - gn(X,aN
< [ [ WO BUWD ) 4~ WO BW D)+ 8| i (W)
R2

< / (W, 0) — a(WO, )| (WO, %) + 6] dpin (WD, 0)
R2

1 M
<[5 2008 = AUW )+ 8| (W) bl e (W)

M
1

M
1 n
<5 (ma [ OV 4 LW ) 481 apn (W) > -

Because D is compact and fRQKW(l),xj) + 0] (WD x) + by dpn (WD b) converges
according to the law of large numbers, we have that maxxep [po [(W®),x;) + 8] (WD) x) +
bl4 dp, (WM, b) is bounded by a finite number independent of n. Then according to (81),

sup ‘gn(x,an) — gn(X,aN - Op(n_1/2),
xeD

Combined with (84), we have

SUp [gn (X, @) — 9(x,@)| = Op(n~"/%).
xeD

This concludes the proof. |

Appendix H. Proofs of Results for Univariate Regression
H.1 Proof of Theorem 13

The second derivative g” is given by

g"(x.7) = pe(z) /IR YW, 2) W] dvyyiep (W), (85)

The detailed calculation of (85) is as follows:

9" = [ AW, [IW0] 5 - o) dv (W, c)
RQ
= [ ([Aov .0 W] dme- ) ) e - o) el
Supp(VC) R (86)
= [ (v ] ame- 7)) o - pelelae
supp(rc) \/R

= pe(o) [ AWD,2) W] dipyie_ (WD),
R
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Proof [Proof of Theorem 13| First, if ¢ supp((), similar to (85), we have

o, (7.75,9) = pe(e) [ AW D2) WO dipye—, (W)
=0.

Next, we prove that g(zx, (7,%,v)) restricted on supp(() is the solution of the following
problem:

14
min / (@) 4
heC2(supp(Q))  Jsupp(¢)  ¢(@) (87)
subject to  h(z;)=y;, j=1,...,m

B ()2
Let L(f) = Jupp(c) pmEoric=s)

{f € C*(R?)|f(x;) = yi, i = 1,...,m} when m > 2. This means that the minimizer of
problem (87) is unique.

dz. Then the functional L(f) is strictly convex on space

Suppose h(z) is the minimizer of problem (87) and h(x) is different from g(x, (7, u,v))
restricted on supp(¢). Then by uniqueness of the solution,

L(h) < L(g(-, (7,4,7)))- (88)

Now our goal is to find a different (v, u,v) with smaller cost in problem (22). Then (7, u,v)
is not the solution of (22), which is a contradiction. We set

o 4 W
YW, ¢) P EOVIC = o) ¢ € supp(().

Then according to (85),

(1) = pla) [ A0V, \W“)\ e (W)

h” w
- V\}/L2|c —2) / ‘W d”chﬂ(W(l))
B h//( ) B
= EWVIC =) x)IE(WQIC =)

= h"(z), € supp(().
This means that we can find u, v € R such that uz+v+g(z,7v) = h(z). Then we find (v, u,v)

such that g(a, (7, 4, v)) = uz-+v -+ g(w,7) = h(z) on supp(C). So gla, (7,1, v)) = h(;) = yy.
It means that (v, u,v) satisfies the condition in problem (22). Next we compute the cost of
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(v, u,v):

/'¢ww%@dwwﬂ%@
]R2

h// (1)| 2 )
L Gee WQ\C—c) W)
2
h/l W(l)
fom ( ) dchAW“))) e
supp(¢

h// 2
- w2 q _(w® d
[ G VV%C 5) (Lm0 dmew) ) pefeiae

h// )2 </
(1) 2 dV =c (1) > C dC
/supp W2|c L WVEE dvie=e(WH) ) pe(c)

B h// )) N
‘L;mo <><wwc=@d
=L(h).

(89)

On the other hand, the cost of (7,w,7) is

/1fWWQ®dMWmm)
RQ

N /supp@) </ T dyWWZC(W(U)) pele)de

>/ (o 7V, WD diyie—)”
~ Jsupp(¢) fR|W |2 dvyy|e=c

~ 2
_/ ©) f( |1§[ﬁ 7)|2/p(;j(wl) pe(c)de  (according to (85))
Supp R c

_/ (g"(eD)* .

supp(¢) pC(C)E(WQIC = C)

=L(g(-,7))

=L(g(-,(7,w,v))) (g(-,(7,u,v)) has the same second derivative as g(-,7)).

pc(c)de  (Cauchy-Schwarz inequality)
(90)

From this we have
/ MWW o) du(WWM ¢) = L(h) (according to (89))
R2
< L(g(-, (7,u,7))) (according to (88))

< / FWW,e) dv(W,e)  (according to (90)).
R2

It means that the cost of (v, u,v) is smaller than the cost of (7,%,v). So (7,w,7) is not
the solution of (87), which is a contradiction. So our assumption is wrong. So h(x) =
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g(x, (7,u,v)) on supp(¢), and g(z, (7,%,v)) is the solution of problem (87). In the last step
we prove that ¢”(z, (7,4,v)) = 0 when = ¢ [min; z;, max; x;] and g(z, (7,4, v)) restricted on
supp(¢) N [min; z;, max; ;] is the solution of (87). We only need to prove these statements
for h(x), which is the solution of (87).

Since |x;| € [min; x;, max; x;], the function values on (—oo, min; x;) and (max; x;,00) are
not related to constraints of problem (87), so h(x) can be replaced by following iL(x) which
also satisfies the constraints of problem (87):

h(x) x € [min; z;, max; x;]
h(xz) = ¢ B/ (min; ;) (z — min; z;) + h(min; x;) = € (—oo, min; x;)

B (max; z;)(z — max; x;) + h(max; z;) = € (max; z;,00).

Then we get
h'(x) x € [min; x;, max; ;]
B'(x) =140 x € (—o0, min; ;)
0 x € (max; z;, 00).

So the cost of h(z) is less than that of h(z). Then the fact h(zx) is the minimizer of (87)
tell us that h(z) = h(z). So h(z) should be linear on (—oco, min; z;) and (max; ;, 00). Then
h"(xz) = 0 when z ¢ [min; x;, max; z;]. Let h(z)|s denote the function h(x) restricted on
S = supp(¢) N [min; x;, max; x;]. Since h(x) is the solution to problem (87), we get h(x)|g is
the solution to problem (87). This concludes the proof. |

In the case of not using ASI, problem (22) becomes

; 27 (1) (1)
w dv(W
yeC(Rgl,gleR,veR /R2 7 ¢) dv( €)

subject to wux; +v —i—/ AWO WD (25 — )]y dv(WW,¢) =y; — flx;,00),5=1,...,
R2

Then Theorem 13 without ASI is stated as follows.

Theorem 26 (Theorem 13 without ASI) Suppose (7,w,v) is the solution of (91), and
consider the corresponding output function

g(z,(7,u,v)) =ux + 70+ /R FWD, WD (z — )]y dv(WD, ) + f(x,60). (92)

Then g(x, (7,u,v)) satisfies ¢"(x, (7,w,v)) = f"(x,60p) for x & S and for x € S it is the
solution of the following problem:

min / (h"(z) — f"(x,00))* da
s C(z)

heC2(S)
subject to  h(z;) =y;, j=1,...,M.

(93)
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H.2 Proof of Proposition 14 and Remarks to Proposition 15

Proof [Proof of Proposition 14| Let pyy ¢ and pyy g denote the joint density functions of
(W, C) and (W, B), respectively. We have

oW, —We)

(W, ¢) pw (W, =We) = [Wipw (W, -We),

(W, ¢) = ‘

and

Proof [Proof of Proposition 15| The construction is given in the statement of the proposition.
|

Remark 27 (Remark to Proposition 15, sampling the initial parameters) The vari-
ables (W, B) can be sampled by first sampling C' from pc(x) = ﬁ, then independently
sampling W from a standard Gaussian distribution and setting B = —WC. In this construc-
tion, in general W and B are not independent.

[| NI=

Intuitively, if we want the output function to be smooth at a certain point xg, we can let
the conditional distribution of W given C be concentrated around zero for C = xg, or we can
let the probability density function of C to be small at C = zy. Note that p¢ is the breakpoint
density at initialization. The form of this has been studied for uniform initialization by Sahs
et al. (2020a). We provide the explicit form of the smoothness penalty function for several
types of initialization in Appendix H.3.

Remark 28 (Remark to Proposition 15, independent initialization) Note that con-
structing an arbitrary curvature penalty function will necessitate in general a non-independent
joint distribution of W and B. If W and B are required to be independent random variables,
(94) gives

Cla) = BOVAIC = ohnc(a) = [ W (W)ps(~Wa) 4w,
Given a desired function for the left hand side, we can still try to solve for the parameter

densities. This type of integral equation problem has been studied (Nasim, 1973) and one can
write a formal solution, although it is not always clear whether it will be a density.
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H.3 Proof of Theorem 2

We prove the statement for the three considered types of initialization distributions in turn.
Proof [Proof of Theorem 2 for Gaussian initialization| Using (94), we have

E(W2|C = a)pe(z) = /R W pyo (W )pis(— W)W
1 o—wro W
= w3 e 20% e 2% dW
/R| |\/27T0w V2o

(L =2 2
1 /\W\?’e G
R

 2m0,0

Let 02 =1/ <U% + i—i), then we get
w b

o 1 _w?
E(W?|C =z x:/ w3 e 22dW
( | )pC( ) \/%O’wgb ]R’ ‘ \/%O’

_ T 3.9../2
\/%Uwab m
B 20*
 TOowo
202105’

Then we have
((z) = E(W?|C = x)pc(x)
202,02
|

Proof [Proof of Theorem 2 for binary-uniform initialization| Since W is either —1 or 1,
EW?|C = z) = 1 for any = € supp(vc). Since B ~ Unif(—ap,ap), it is easy to check
—B/W ~ Unif(—ap, ap). So ((x) =1/2ap, x € [—ap, ap). [ |

Proof |Proof of Theorem 2 for uniform initialization| According to Theorem 1 in Sahs et al.
(2020a), the density function pe(c) of ve is

1 2
pe(c) = m <min {‘acb’aaw}> , c€supp(ve).

When [c| < 2%, then pc(c)
Let pWﬁ(W(l),b) denote the density function of p, pW’c(W(l),c) denote the density
function of v, so

= 4aiab (aw)?. Tt means that pe(c) is constant when |¢| < .

ab
pwe(W®,¢) = pys(W, —ew )=
. 1)
- TMHW(l)e[*aw,aw] ’ ﬂch(l)e[,ab,ab] : (*W )
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Here 1, is the indicator function which equals to 1 when condition a is true, and 0 otherwise.
Then density function pW|C(W(1)|c) of the conditional distribution vyyc—. is

W, )
wDle) = pw.e( )
pW|C( | ) pC(C>

= mlwme[_aw,aw] ) IL—cW(l)E[—ab,ab] ) (_W(l))
pe(c)

When [c] < 22, |—eW | < aLay = ap. So —cWW € [—ay, ap) is true and 1_cwel-
1. Combined with the fact that pc(c) is constant when |c| < 2=, we have pW‘C(W(1)|C) is
independent of ¢ when [c[ < . So E(W?|C = c¢) is constant when |c| < ok, Since ;= > 1,
E(W?|C = ¢) and p¢(c) are constant when ¢ € [~I,I]. Then ¢((z) = E(W?|C = z)pc(z) is
constant when ¢ € [—I, I]. [ |

ap,ap]

Appendix I. Proofs of Results for Multivariate Regression

I.1 Proof of Theorem 16

In this section, we prove Theorem 16. We will need the following lemmas:

Lemma 29 Let f € Lip(RY) be considered as a tempered distribution and (—A)*f = 0,
s> 0. Then f is linear, i.e., f(x) = (u,x) + v.

Proof |Proof of Lemma 29| In the following proof we regard f as a tempered distribution,
thus the fractional Laplacian and Fourier transform of f can be defined. We first give a brief
introduction of tempered distribution.

The space of tempered distributions S’(R?) is the space of continuous linear functionals
on the space of Schwartz test functions S(R?). The space of Schwartz test functions on R? is
the rapidly decreasing function space

S(RY) := {w € C®(RY) | Va, 8 € N, sup [x’ D (x)| < oo} . (95)

x€R4

The details of defining norms and the topology on S(R?) is shown in (Melrose and Uhlmann,
2008, Chapter 1).
For any f € Lip(R?%), we can define a corresponding tempered distribution Ty by

Ty : S(RY) — R, Ty(y) = /R | fudx. (96)

So any f € Lip(Rd) can be naturally regarded as a tempered distribution 77.
Let F be the Fourier transform. Since F and its adjoint maps a Schwartz function to a
Schwartz function, we can define the Fourier transform of a tempered distribution by

F i8R o S'RY, ()W) = [ Gudx (97)
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where G is the adjoint of F. Details of Fourier transform on tempered distributions can be
found in (Melrose and Uhlmann, 2008, Chapter 1.7).
Similarly the fractional Laplacian of a tempered distribution is defined by

(A S®Y = SR, (CAITw) = [ - (~Ayax, (98)

Since (—A)*f = 0, in Fourier domain we have ||£||?*F f = 0. It means that the support of
Ffis {0}. According to Folland (1999, Chapter 9), Ff is a linear combination of § (Dirac’s
Delta) and derivatives of 6. Then f is a polynomial. Since f is Lipschitz continuous, we
conclude that f is linear. |

Lemma 30 Let o € L*(S%! x R). Suppose that a = a + a~ where a™ is even and o™ is
odd. Then [lallz > [[o" 2 and [al2 = [la~ 2.

Proof [Proof of Lemma 30| Since
ol = llo™ + a7 13
= [la*ll3 + o~ [5 + 2(a™, a™)

— ot B 4 o2 + 2 / ot - do®\(V)de
Sd-1xR

= [la |3 + lla”II3,
where the last equality holds true since at - a~ is odd. Then we have ||a|2 > ||a™|]2 and
2 > fla™ 2. u

The next lemma shows that the output of the infinite-width network is Lipschitz continuous.
This is also observed in (Ongie et al., 2020, Proposition 8).

Lemma 31 Assume that (1) the norm of the random vector |W)|| has the finite second
moment; (2) [ar si1.p 7 (1w, V,c) dv(u,V,e) < +o0; (3) u € R and v € R. Then
g(x, (v, u,v)) is Lipschitz continuous.

Proof [Proof of Lemma 31| Let a(uV, —cu) = y(u, V,c). For all x1,x3 € R we have
9(x1, (7,1, v)) — g(x2, (7,1, v))|

< / a(W ) |[W D, 5x0) + 8l — (WD x2) + 0] du(W(”,b)’ +(u,x1 — x2)|
RexR

<

/ (W, )] (W, x1 = x5)| (W, b)\ + (1, %1 — x2)|

RIxR

< ( [ WO W auw,) + uuu) 1 — %o
RIxR

< ([, Wb auwO0) [ WO W, 4l ) o - el
RIxR RIxR

< ( [ at W) auw ) BWI) + uuu) T
RIxR

6. The k-th derivative of  can be defined as a tempered distribution on the Schwartz test function ¢ by:
39 (9) = (=1)*¢(0).
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According to the assumptions, [pa,p @2(W®,b) du(WW b), E([W)|?) and |u|| are all
finite. Then g(x, (v, u,v)) is Lipschitz continuous. [ ]

Lemma 32 Given a function h € Lip(RY) N C(RY). Define 1 : ST' xR = R by ¢ ==

—aat RUA)DPRY. Assume that (1) [0 (W(V,¢)* /¢(V,¢) do™ 1 (V)de <
+oo, where ((V,¢) is define in (36), and ¥(V,c) =0, V(V,c) & supp(C); (2) [IW||2 and B
both have finite second moments; (3) ( A dHD/2p ¢ Lp(Rd) 1<p<d/(d—1). Then there
evistu € R and v € R such that h(x) = [qa1, 5z ¥(V, ) [(V,x) =4 do? 1 (V)de+(u, x) +v.

Proof |Proof of Lemma 32| Since ||[W]||2 and B both have finite second moments, we have

/ ((V,e) do™H(V)de = / pejy=v (¢) py(V)EU?|V = V,C = c) do* 1 (V)de
supp(¢) supp(¢)

=E (EU*V,C))
=EU?)
=E(|WI3)

< 400,

and

/ C(V.¢)- @ do™ (V)de = / Py (©) p(VIEQRV = V.C = ¢) - & do® (V) de
supp(¢) supp(¢)

=E (EU*C?|V.0))

= EU?C?)

= E(B?)

< +00.

Let h(x) = Jsi1, g ¥(V, ) [(V,x) — c]4 do?"1(V)de. For any x € R?, we have
Lo V. 0lVx) = d o™ (Ve
S/ BV, OV IIzllxl2 + [e]) do® ! (V)de
supp(¢)

<[ RVl el + e dot (Ve

2
<Hx\|2\// o WV, ) dad—l(V)dc-/ ¢V, ¢) dod=1(V)de
supp

V.c) supp(¢)
4 / WV gpa1(v)de. / C(V,¢) - dod=1 (V)de
supp(¢) C(Va C) supp(¢)
< + 00.
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So iL(X) is well-defined. The above inequality also implies that the Lipschitz constant of
h(x) is bounded by fsupp(() [W(V,e)| |V ||]2 do?=1(V)de, which is finite. So h(x) is Lipschitz
continuous. Then we have

(—A)@+D/2], = _(_p)(d-D/2 /S L VRV x) — ) dat T (V)de

— _(_A)(d—l)/Q w(V7 <V,X>) dUd_l(V) (99)

gd—1

— —(~) DR g},

Since (—A)@+D/2h ¢ LP(RY), 1 <p < d/(d — 1), we can apply the inversion formula of the
Radon transform (Solmon, 1987):

A2y L
(=A)%h = 2(27r)d_1(
= —(—A) YRRy}
_ (—A)(d+1)/2il.

A)(d—l)/?R*{R{(_A)(d-i-l)/Qh}}

According to Lemma 29, we have that h — h is linear, which gives the claim. |

Lemma 32 immediately gives the following corollary:

Corollary 33 If R{(—A)D/2g} = R{(=A)HD/2h} | and (—A)4HD/2g (—A)d+HD/2h ¢
LP(RY), 1 <p<d/(d—1), then g — h is linear.

The next lemma shows that the minimizer i(x) of problem (37) satisfies that R{(—A)@+1)/2p}
is compactly supported.

Lemma 34 Consider the training data {(x;,vy;)}M,. Let R be the mazimum 2-norm of

training inputs, i.e., R = max;||x;||2. Suppose h(x) is the solution of the optimization
problem (37). Then R{(—A)HTD2p}(V,¢) =0, V(V,¢) € S%! x [-R, R].

Proof [Proof of Lemma 34| Define ¢ : S*~! x R — R by v = —WR{(—A)W—H)/Z}L}.
Then we construct the function ¢ : S¥~! x R — R as follows:

eV, ferld <R
WV, = {0. for |c| > R.

Since the Radon transform is even, we have that 1) and 1) are both even. Since h is the solution
of (37), 1 satisfies all assumptions of Lemma 32. Then according to Lemma 32, h(x) =
Jsi1, g ¥(V,0)[(V, %) = ]+ do 1 (V))de + (u,x) +v. Let h(x) = [ga—1, 5 ¥(V,0)[(V,x) —
c+ do ! (V)de. Then h(x) — h(x) = [ai1,zg(¥ — ¥)(V,0)[(V,x) — |4 do? 1 (V)de +
(u,x) +v. When |c| < R, ¢ — 1) = 0. When |¢| > R, [(V,x) — c]; is linear with respect to x
on {x: ||x||2 < R}. It means that h(x) — h(x) is linear on {x : ||x|l2 < R}. Then we can find
out 7 and v such that h(x) = h(x)+ (W, x)+v on {x : [|x||2 < R}. Let h(x) = h(x)+ (T, x)+7.
Since all training inputs satisfy ||x;|| < R, we have that h(x) fits all training data. Similar
to (99), we have that Ah =R* {3)}. Since 1) has compact support, the inversion formula of
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the Radon transform (Solmon, 1987) gives that 1) = — 3T )d CR{(=A)@HD/2R) - Since the
support of 9 is contained in the support of , we have R{(— A)HD2RYV ¢) =0, V(V,¢) &
supp((). Since (:A)(d+l)/2h = —(—=A)4=D2R*{3)} and 1 is compactly supported, we have
(=A)@-D2R Y} € LP(RY), 1 < p <d/(d—1) according to (Solmon, 1987, Lemma 4.1).

The above argument shows that h satisfies all constrains of the problem (37). Since h is the

2
solution of (37), we have fsupp © (TPC((V C))) do"H(V)de < fsupp % do (V)de. Tt
means that ¢(V,¢) = 0 when |¢| > R, which gives the claim. [ ]

The proof of Lemma 34 also applies to the optimization problem without the constraint
R{(=A)HD2RY(V ¢) = 0, V(V,¢) & supp(¢). Then we have the following corollary.

Corollary 35 Consider the training data {(x;,v;)}},. Let R be the mazimum 2-norm
of training inputs, i.e., R = max; ||x;||2. Suppose h(x) is the solution of the following
optimization problem:

R{(=A)FHD2p (V)
min / ( {( ) }( 70)) do_d—l(v)dc
heLip®RINCERY)  Jsupp(c) (Vo)

subject to h(x;)=y;, j=1,..., M,
(=AY HD2p e [PRY), 1< p<d/(d—1).

(100)

Then R{(—=A)HD2p1(V ¢) =0, Y(V,¢) & S*1 x [0, R]. It means that if S“~! x [0, R] C
supp((), h(x) is also the solution of (37).

Now we are ready to prove Theorem 16. We use the proof technique of Theorem 13 and
(34).
Proof [Proof of Theorem 16| First, according to (28) and (34), if (V',¢) & supp(¢), we have

[R{A) D 2g(, (7, u,0) H(V, )]

—j2(2m)t! / A, V) - Ay o) - pepyy (€) p(V)]
R (101)

<[2(2m)! /R V2, V. ¢) dugyy c—olu) - EQUV = V.C = pepypoy (©) py(V)]
=0.

By Lemma 31, we have that g(x, (7, @, ?)) is Lipschitz continuous, thus ¢g(x, (7, U, 7)) satisfies
all constraints of (37). Next, we prove that g(x, (7, T, 7)) is the solution of (37).

_A)(d+1)/2 )2
Let L(f) = fouppe) 2 ZOVAN 4041y )de, W first show that when m >

d + 1, the functional L(f) is strictly convex on the feasible set, which means that the
minimizer of problem (37) is unique.

Suppose f1, fo are two different functions in the feasible set of (37). Then R{(—A)@+1D/2f}
and R{(—A)@D/2 1 should be different. Otherwise, according to Corollary 33, fi — fa
is a linear function. We know that (f1 — f2)(x;) = 0,7 =1,...,m. So fi = f2 on at least
d + 1 points. Then f; — fo = 0 and this is a contradiction. Since R{(—A)@D/2(f)} and
R{(=A)@HD/2(£,)} are different, by strict convexity of the square function, we have that
L(f) is strictly convex on the feasible set.
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Suppose h(x) is the minimizer of problem (37) and h(x) is different from g(x, (7,1, 7)).
Then by uniqueness of the solution,

L(h) < L(g(x, (7,1, 7))). (102)

Now our goal is to find a different (y,u,v) with smaller cost in problem (26). Then
(7,a, ) is not the solution of (26), which is a contradiction. We set

R{(—A) D2V ¢) - u
Y(u,V,e) = 2001V, e) (V,¢) € supp(¢),

0, (V,c) & supp(().

According to (32), we have Ag(+,(7,0,0)) = R*{S} where j is defined in (28) and (31).
Using Lemma 34, we know that R{(—A)(@*1D/2h} is compactly supported. Then we can
easily verify that (3 is also compactly supported. According to (Solmon, 1987, Lemma 4.1),
(=AY @=D2R B} € LP(RY), 1 < p < d/(d— 1), which means that g(-, (7, 0,0)) satisfies the
third constraint of the optimization problem (37).

Since the Radon transform is an even function, we have v(u, V', ¢) = y(u, =V, —c). Since
the distribution of (W, B) is symmetric, we have that 1y_y c—. is the same probability
measure as Vyy—_v,c——c and pejy—vy (¢)p-v(V) = pejy—v (—¢)py(=V). From the defini-
tion of k (28) and /5 (31), we have that x and 3 are even. Then the odd part 3~ of 5 is 0.
According to (34),

R{(~8) D 2g(.,(3,0,0)) V)
= =220 ey (V) [ A V.0) u digyoy (o)

R{(=D) IR}V c) - u?

= —22m) " pepy—v ()py (V) 2RIV, o) dvyjy=v c=c(u)  (103)

R+

_AN(d+1)/2 c) - EU?|VY = =c
:—2(27T)d_1pc|vzv(0)pV(V)R{( &) —};}((2‘7:)"1_)1(1?&0)‘) e

=R{(-A) 2R}V, c), (V,c) € supp(().

It is not difficult to show that if (V,¢) ¢ supp(¢), then R{(—=A)(HD/24(., (,0,0)))}(V,¢) =
0 as in (101). Then, according to (103), R{(—A)@+1/2g(. (v,0,0)))} = R{(—A)(¢HD/2p},
According to Corollary 33, we have that g(-, (,0,0))) — h is a linear function. This means
that we can find u € R% v € R such that (u,x) + v + g(x,(7,0,0))) = h(x). Then we
find (7, u,v) such that g(x, (v,u,v)) = (u,x) + v + g(x,(7,0,0))) = h(x) on supp(¢). So
9(xj, (v,u,v)) = h(x;j) = y;. This means that (v, u,v) satisfies the condition in problem
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(26). Next we compute the cost of (v, u,v):

/ v (u,V,¢) dv(u, V,c)

R+ xS4-1xR

3 RY=A) D2V o)\

a /R+ xSd—1 xR ( —2(27T)d_1C(V, c) dv(u, V)

R{(—=A) D2V (Vv ¢ ? L u? dyyp— c—c(u)
_ /SR< SR >> (fR Syore >dw,c(v,c>

L[ (R Y0 ) B = VC = riyr @) ) sy
B Sd—1xR C(V,C) 4(27T)2(d_1) o c
_ 1 (RU=2)ED20} (v, )" )
R /Sd IR ) do®™H(V)de
1
(104)

According to (34), the cost of (7,W,v) is

/ ¥ (u, V,¢) dv(u, V,¢)

R+ xSd-1xR
:/Sd1 . (/]R+ ¥ (u, V, ) dl/uvv,cc(u)> drye(V,c)

(Jor 7w,V 0) - u duygpy—y o—c(u ))?

> /S s iy e(V,¢)
_ )20, (7,0,0)}(V,¢) — 22m) 15\ 1
_/S ( 2(2m)* pepy=v (¢) py(V) ) Ewev=v.c=q MvelV:o

Y

2(2m)*pepy=v (c) py(V) EWUV =V,C=c)

(R{(~A)*D72(., (7,0,0))}(V, ¢))”
Sd- 1><R (2m)2d=Vpey_y (c) pu(V)EU?|Y =V ,C = ¢)
WL( q(-,(7,0,0)))

1
:WL@(" (7,u,v))) (since (—A)T1/2 ig invariant up to a linear function),

4(27)2(d=
(105)

where the first inequality is by the Cauchy-Schwarz inequality and the second inequality

R{(=2)TD/2g(,(7,0,0)} (V1)
is by the Lemma 30 and the fact that 20T ey (@) Py (V)

[ ( 2><d+l>/2< 3,0, o>>}<v,c>>2 peyv(©) V) i g,
Sd-1xR

do?1(V)de

is an even function and
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—2(2m)4"18~
2(2m) 9 1pey—v (¢) py(V)

is an odd function. Then we have

/ V(u, V,¢) du(u, V., c)
R+ xS9—1xR

1 .
:WLUL) (according to (104))

<4(27r)12(dl)L(9(.a (7,u,v))) (according to (102))

<

_9 .
_/R+><Sd1><R W’y (u,V,c) dv(u,V,c) (according to (105)).

This means that the cost of (v, u,v) is smaller than the cost of (7,W@,v). This implies that
(7,7, ) is not the solution of (26), which is a contradiction and hence the assumption cannot
be true. In turn, h(x) = g(x,(7,d,v)), and g(z, (7,1, v) is the solution of problem (26).
This concludes the proof. |

1.2 Proof of Theorem 7

Proof [Proof of Theorem 7| To simplify the analysis, we let f(x,6p) = 0. The analysis still
holds without this simplification. It is easy to verify that supp(¢) = S¥! x [—ay, ap] and
¢(V,¢) is constant over supp(() according to Proposition 17. According to Corollary 35, we
have that the variational problem (8) is equivalent to the following variational problem:

2
min R{(=A) D20V )} do? 1 (V)de
heLip(RH)NC(R) /Supp(g) ( {( ) }( )) ( )

subject to  h(x;)=y;, j=1,...,M, (106)

(=A)HD2h ¢ [P(RY), 1< p<d/(d—1).

The solution h(x) of (106) satisfies that R{(—A)@+D/2p}(V ¢) = 0, ¥(V,c) & ST x
[0, max; [|x;]|2]. The assumption aj > max; ||x;||2 means that S¥=1x [0, max; ||x;||2] C supp(¢).
So R{(—=A)D2RY(V ) = 0, V(V, ¢) & supp(¢), which means that h(x) is also the solution
of the following variational problem:

2
i R{(—=A)4D2p (v, doe 1 (V)d
hELip(%ldl)?ﬁC(Rd) /Sd—lxR ( {( ) }( C)> 7 ( ) ¢
subject to h(x;) =y;, j=1,...,M.
(=AY HD2p e [PRY), 1< p<d/(d—1).

(107)

So it is sufficient to prove that if h € Lip(R?) and (—A)@+1)/2p ¢ LP(RY), 1 < p < d/(d—1),
we have

Lo (RUES207.0) do= (vide = [ ((8) 9 hx))” dx.
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Given f:S 1 xR = R, let fbe the Fourier transform over affine parameter:

f(V,T) = /OO f(V,c)e_iCTdc.

[o.9]

According to Solmon (1987, Lemma 4.5), we have

R{(=A) V2RV, 7) = (~A)4D2h(rV)

= |7|* Rz V) ae.,
where % is the Fourier transform of k. Then we have

/ (RU-2) D21y (V. )) o (V)de
Sd-1xR

/ (ﬁ{(—A)(d“)/?h}(V, 7)>2 do?=1(V)dr
Sd-1xR

(||T||d+1B(TV))2 o (V)dr

:/Rd (
— [, (=87 nx) ax
[

(—A)<d+3>/4h(x))2 dx.

1.3 Proof of Theorem 8

In order to prove Theorem 8, we need following lemmas:

Lemma 36 For any d > 2 and x1,%9 € R, we have (—A)HD/2(||x —x1||? — ||x — x2|]%) =
Ca(T'(x —x1) — I'(x — x2)), where Cy is a constant.

Proof [Proof of Lemma 36| In order to prove the lemma, we need the following simple fact
that .
(=A)[Ix[P = CplIx|P2, (108)

where C’p is a constant depends on p.
For d > 3, we can actually prove that (—A)@+1D/2|x||3 = Cy(I'(x)). We discuss the cases
of odd d and even d separately. If d is odd, we apply (108) for (d 4+ 1)/2 times and get

(—A) 2| x| = x>~ @+
= Cd(F(X)),

where Cj and C' are some constants.
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If d is even, we apply (108) for d/2 times and get
(=2) 2 |x|? = O (=a)"?|x|*~.

Then we only need to prove that (—A)Y2|x||>~¢ = C||x||>~¢ for some constant C. Let

g(x) = (=A)Y?||x||*>~?. Since the fractional Laplacian can be written as a singular integral
(Kwasnicki, 2017), we have

1/2

Is<][* = — [ly [~

9(x)=C1
R flx —yl[dt?

dy,

where C] is some constant. Since the fractional Laplacian of a radially symmetric function
is also radially symmetric, we have that g(x) is radially symmetric, which means g(x) only
depends on ||x||. For any positive number k& > 0, we have

e [[*~¢ — ||y [~

kx) =C d
)= Lo oyl
x| |3~ — kly |3~
R O [y AN
3—d 3—d
b x—yl# Y
= k> g(x).

Combining the above equation with the fact that g(x) is radially symmetric, we show that
g(x) = Hx||2_dg(ﬁ) = C||x||*~? for some constant C.

Now we have proved the lemma for d > 3. Next we consider the case when d = 2. Since
(—A)¥2([x — x4 * — x — xall*) = (~A)2(|x — x1]| — x — xa]), we only need to prove
that (—A)Y2(||lx —x1|| — ||x — x2||) = C(log ||x — x1|| — log ||x — x3||), where C' is a constant.
Using the singular integral definition of fractional Laplacian, we get

(=2)2(lx =3l = [Ix — x2[])

X —X1|| — ||X — X2 — — X1 + —X
_o, [ 1 = 2| Hy3 1 +ly 2de
Rd [x =yl
o0 i I =l = = ol = Iy = xall + ly = el
R—00 JB(x1,R)UB(x2,R) [x —yll
¢ tm Ix=sxall =y =il I =l — ly — sl
R—0c0 JB(xq,R) x -yl R—00 JB(x2,R) [x -yl
LC1 i Ix =l = ly =l
R—00 J B(xa, R)\B(x1,R) [x -yl
_oy 1im Ix =l — Iy —xal
R—00 J B(x;,R)\ B(x2,R) [x -yl
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Since for y € B(xa, R)\B(x1, R), we have ||y|| > R—||x1]|. And the area of B(x2, R)\B(x1, R)
is at most 2R||x; — x2||. So

I [x —x1]| = [ly — x1]

11 3

R—00 J B(xa,R)\B(x1,R) [x -yl

[x —x1]| + R+ [Ix1]| + [Ix2]l
(R —Ix[l = [[xa1l)?

dy

< lim 2R|x; — x2]| -
R—o0

=0.
i ; llx—xo ||~ lly—x2|l 3+, _
Similarly we have limp_o [ B(x1,R)\B(x2,R) Hx_—y”gdy = 0. Then we get
(=) 2(flx = x| =[x — xall)

—C) lim e =il =y =xall g ) iy I = ol = Iy =l
R—00 JB(x,,R) [x =yl R—00 JB(xy,R) [x =yl

~C Tim b= xall =Wl gy _ ¢y i I ol = iy 4
R—=oo Jpo,r) IIXx—x1 =¥l R—oo Jpo,r) IIXx—x2 =¥l

Let £(x, R) = [0, Py, Then (~A)V2(x — 1| — [x — xa) = limp o £(x -

x1, R) — f(x — x2, R). Next we show that f(Ax, AR) = f(x, R) for any A > 0. Actually
FOX,AR) = / I =yl

B(0,AR) [Ax -yl

A - A
-/ Il = Ayl i,
B(0,R) [Ax — Ay

Il - iyl
= ——=dy = f(x, R).
/B(o,m =[P & R)

Also it is easy to see that f(x, R) is radially symmetric over x. So f(x, R) = f(||x[u, R) for
any unit vector u € R2. Then we get

R R
li _ B B — .
Rg%of(x Xl,R) f(X x27R) RE}I;Of(lL HX_XIH) f(u7 HX-XQ”)
L = Iyl

00 B0, e p\B O i) la =yl

— lim _HYH
- 3
R0 B0 e\ BO i =V
2
= — Rlim idr
R R
e [Hx—x2ll’Hx—x1 H] "
= —27 lim 1 —1
e e R P
— 2r(log [x — 1| — log |x — %))
So we proved the lemma for case d = 2. |

The problem (37) is over the Lipschitz continuous function space, which is hard to analyse.
The following Lemma shows that we can consider the optimization problem over —Ah.
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Lemma 37 Suppose h(x) is the solution of the variational problem (37). Then there exist
u € R% v € R such that (—Ah(x),u,v) is the solution of the following variational problem:

R{(—=A)4-D2 £}V, ¢))”
FEC(RY), supp(¢) C(Va C)
ueR? veR

subject to f(s)[I'(xj —s) —=I'(—s) — (x5, VI'(=s))]ds + (w,x;) +v=vy;, j=1,...,M,
Rd

R{(=A)IV2 YV, e) =0, Y(V,¢) & supp(C),
(—A)ED2f e PR, 1 <p<d/(d—1),

sup [[x|| - | f(x)] < oo,
x€R4

(109)
where I'(x) is the fundamental solution of the Laplace equation —AT'(x) = §(x). The closed

form of T'(x) is
—-L log |||, d=2,
I'(x) = { o 108 |

1
da v 423

where Vy is the volume of the unit ball in RY.

Proof [Proof of Lemma 37| First we prove that supycpa [|x| - | — Ah| < 00. According
to Lemma 34 and Lemma 32, we have —Ah = R*{¢}, where 1 is tightly supported.
Then (Solmon, 1987, Corollary 3.6) shows that R*{y} = O(||x||~!), which gives that

SUpPyeprd ||IX|| - | — Ah| < o0. B B
Now it is sufficient to prove that for any h € Lip(R?) satisfying that —Ah € C(RY) and
Supyepd |[X|| - | — Ah(x)| < oo, there exist u € R% v € R such that

Rd[—AE(S)] [[(x —s) — [(—s) — (x, VI'(=s))] ds + (u,x) + v = h(x).

Let g(x) = [pa[—Ah(s)] [['(x —s) — T'(—s) — (x, VI'(=s))] ds. First we show that g(x) is
well-defined. Since fIISH>1 |s|| =P ds < oo, we only need to prove that I'(x —s) — ['(—s) —

(x,VI'(—s)) = O(||s||=) as ||s|| — oo for any given x. Using Taylor’s expansion, we have
[(x —s) —T'(=s) — (x,VI'(=s)) = x” Hp(cx — s)x for some c € [0, 1], (110)
where Hr is the Hessian matrix of I'. Since

or 5@'”8”2 — dSiSj

e i i —d 111
aSZ‘aSj (S) dVdHSHd+2 O(HSH )7 ( )

where d;; = 1 when ¢ = j, and d;; = 0 otherwise. According to (110) we have I'(x —s) —
I'(—s) — (x,VI'(=s)) = O(||s||~%) as ||s|| — oc. Then we proved that g(x) is well-defined.

Next we prove that ||Vg(x)|| = O(log||x||). We only need to consider the large enough x.
Suppose ||x|| > 2. The partial derivative of g is given by

g 1 — T — 8 S;
= ——[=A . 112
) /R v A T T ] (112)
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Since supyepa [|x[| - | — Ah(x)| < 0o, we have || — Ah(x)|| < C-min{1, 1)} for some constant
C. Tt is easy to see that the integrand of (112) is O(||s||*!). So \g—i(xﬂ < 00. Next we
estimate the integral (112) on R\ B(0, ||x||/2):

- Ty — S S;
[—AhR(s)] [ + } ds
/s||>||x/2 [x —s||@ ~ [|s[|
1 Ty — S5 S;
— + ds
/s||>||x/2 sl {HX — s/ ||S|d}
1 xi/||x|| — s S ]
= — + ds
/s||>1/2 IIsll [||X/||X|| —sfl4 " [Is[|4

< x/ 1[9ﬁi_sid+ sid}ds
isii>1/2 I8l Ll —sl|4  |s]]

IN

(113)

< ma
lIx([=1

L T;—S; _Si . B . . -~
Since ‘f” 1>1/2 Ts] [||§_st + HSHd} ds‘ is well-defined and continuous function over X. Then

L[ &
max||z|=1 ‘f||s||>l/2 Tsll [Hi s”d + Hslld} ds‘ is a finite number.
Next we estimate the integral (112) on B(0, ||x||/2):

J— a:" J— S> S,
e =
/nsngnxn/z [x —s[j==t  [Is[|4
1 1 C 1 1
C [ + } ds| + / - [ + } ds
/||s||§1 [x —s|4 ~ [s[|4-? 1<|isi<lixl/2 Isll LlIx —s[j4=1  [[s||4-1
24 1 C 2d 1
C [ + } ds| + / — [ + ] ds
/||s||§1 [[x[|4  []s]l4-1 ‘ 1<lisli<iixl/2 Isll Lllle=t  [Is[[4=1

d
cor 20 || Lol
1<sli<lx/2 lIsll 1<[sl<lxl/2 NS

~U1 TMlld—1

<+
d d—1

7HXHd,1IIXII — 4+ Cslog |Ix||

<Cy + Cslog ||x]|,

IA

IA

<Ci +

(114)
where C1, Cy, C3 and Cy are some constants. Combining (113) and (114) we proved that
I¥(x)| = Olog Ix]).

In our last step, we prove that g — h is linear. Because of the property of the fundamental
solution, we have —A(g — h) = 0. Since h is Lipschitz continuous and ||Vg(x)|| = O(log ||x]|),
we have V(g —h) = O(log ||x||). So we can regard g— h as a tempered distribution. Using the
proof technique of Lemma 29, we have that g—h is a polynomial. Since V(g—h) = O(log ||x]|),
G — h must be a linear function, which gives the claim. |
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Proof [Proof of Theorem 8| To simplify the proof, we let f(x,6p) = 0. The analysis still
holds without this simplification. Let h(x) be the solution of (9). Then Lemma 37 tell
us that there exist u € R%,v € R such that (—Ah(x),u,v) is the solution of the following
variational problem:

2
min /((—A)(d_l)/4f(x)> dx
feC®Y),  JRrd

ueR? veR

subject to /Rd f(s)[I'(x; —s) —I'(—s) — (xj, VI'(=s))]ds + (u,x;j) +v=vy;, j=1,...,M

()2 f e PR, 1<p<d/(d—1)

sup x| - | £(x)| < oo,
x€R4

(115)
Suppose that f(x) is the solution of (115). Let J(f,w,v) = [pa ((—A)(‘Fl)/‘lf(x))2 dx
and Gj(f,u,v) = [pa f(s)[T(xj —s) —T(—s) — (x5, VI'(—s))]ds + (u,x;) + v. For any
function ¢ in Schwartz space S (Rd),7 @ € R? and ¢ € R, we consider the perturbation
(ep, ena, €D) to the solution (—Ah,u,v). It is easy to verify that —Ah + ep satisfies that
(=A)@=D2(_Ah+ep) € LP(RY), 1 < p < d/(d—1) and supyepa |X]| - [(~Ah+ep)(x)] < 0.
Next we have

(=)D =am)) ((—a)@Dg)) dx

=2 [ o (AR am)) ax
R4

d
—J(—Ah+ €ep,u+ eq,v + €v) = 2/
d€ R4

The last equality holds because ¢ € S(RY). Also we have

%Gj(—Ah +ep,u+eq, v+ €v) = / @(s) [I'(x; —s) — I'(=s) — (x5, VI'(=s))] ds + (1, x;) + 0.
R4

Then according to the first-order optimality condition, there are scalars i, ..., Ays such that

(=)@ (=Ah(x)) = 370 Ay [P(x; = %) = D(=x) = (x;, VI(=x))]

" -

ijl Aj=0 ,
=1

> j=1A%; =0

which can be simplified to

(=2) D 2h(x) = 300, N [D(x — %) = T(x)]

J=1
M
Zj:l Aj=0 . (116)
Mo
dj—1Ajx; =0
7. The Schwartz functions on R? is the function space S(RY) = {f € C®R?Y) : Va,B8 €

N sup, cpa x*(D” f)(x) < oo}, where a and f are multi-indices.
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According to Lemma 36 and Lemma 29, we can find out u € R% v € R such that

M
hx) = Ciz e = x5l = 1] + G, %)+

M
Z lx = x5 + (u,x) + v

which gives (10) after substituting é—i by A;. Since h(x) should fit all training data and A;
should satisfy (116), the coefficients A;, u and v satisfy (11). Now h(x) satisfies the first-order
optimality condition and fits all training data. Since the variational problem (107) is convex,
we only need to check that h € Lip(R%) and (—A)@1/2p € LP(RY), 1 < p < d/(d— 1) then
we can conclude that h(x) is the solution of (107). Using (110), we have

A [D(xj — %) = T(=x) = {x;, VI'(—x))]

M=

(—2) D 2h(x) =

<.
Il

M-

S\jx]THp(cxj — x)x; for some ¢ € [0,1].

1

According to (111), we get that (—A)@FD/2p(x) = O(||x[~%). W

satisfies 1 < p < d/(d —1). It is easy to verify that fB(xj o TP (%,

small enough € and [pa\ o 1) ||x||~P?dx is integrable. Then (—A)@+D/2h ¢ LP(RY).
Similarly we have

.
Il

e set p = (d+ 1)/d which
— x)dx is integrable for

[l = %7 = I = x[I* = x5, V(1| - [IP)(=x))]

925

H” j3(cx; — x)x; for some ¢ € [0,1],

where H| s is the Hessian matrix of Ix||3. As ||x|| — oo, we have

al-II°
Ox;0x;

Liky _
x|

where &;; = 1 when i = j, and §;; = 0 otherwise. Then we have h € Lip(R%). [ |

(x) = 305/ — 3 O([Ixl1); (117)

1.4 Explicit Form of the Curvature Penalty Function

Proof [Proof of Proposition 17| Since W ~ U(S%™1), we have that py (V') is constant over
S and E(U?|V = V,C = ¢) = 1 because U = |W| = 1. Since B ~ U(—a,a) and W and
B are independent, we have pey—_y (c) = iﬂ[_(w}(c). Then we get
(V) = pep—v (e) py(VIEU |V =V .C =)
= Cl:ﬂ-[—a,a] (C)v

66



IMPLICIT BIAS OF GRADIENT DESCENT FOR REGRESSION

where Cy is a constant. [ ]

Proof [Proof of Proposition 18| Let pyy 5 and py,y ¢ denote the joint density functions of
(W, B) and (U, V,C), respectively. We have

O(uV, —uc)

S ey [PV ) = up (V. —uc),

puve(u,V,c) = ‘

and )
pev=v(c) pu(V)EU |V =V,C =)

=pejv=v(c) pv(V) - /R+ W pyy—v c=c(u) du

2 (118)
= wpyye(u,V,c) du
R+
—/ w2 pyy p(uV, —uc) du.
R+
|
Proof |Proof of Theorem 19| Using (118), we have
(V.0 = [ sV, —ue) du
R+
u 2 u2C2
= u®t? - 6_% ! e > du
R+ vV (27)dod V2o
_ 1 ud+26_(ﬁ+;’2§)qﬂdu
C2m) @D 26d oy Jpy '
Let 02 =1/ (J% + Cig), then we have
w oy
o 1 u?
V)= ——7 utt? e 202du
(Vse) (2m)4/ 208 o, /R+ 2o
d+3
_ g odt2 . 9d/2 . F(%)
2n)ioia, v
B od+3 d+ 3)
@+ D)/26d 5y 2
1 d+3
= I( )
(d+3)/2 2
_ aiagl+2 I‘(d + 3)
7(@+)/2 (62 0202)(d+3)/2 2 7
w
|
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Appendix J. Other Activation Functions for Univariate Regression

We have focused on networks with ReLUs. The ReLU is special in that the second derivative
of ReLLlU is a delta function. For other activation functions the variational problem on
function space will look different.

The paper by Parhi and Nowak (2019) considers different types of activation functions
o. These are then related to different types of linear operators L in the definition of the
smoothness regularizer. Here L and o satisfy Lo = §, i.e., o is a Green’s function of L.
Suppose o is homogeneous. Then Parhi and Nowak (2019) show that minimizing the weight
“norm”® of two-layer neural networks with activation function o is actually minimizing 1-norm
of Lf where f is the output function of the neural network.

The approach in Parhi and Nowak (2019) can be combined with our analysis. So if
for example we replace the ReLU by another homogeneous activation, we can replace the
operator accordingly and get an analogous result.

Proof [Proof of Corollary 4| Use the same notation as in Section 5, and let o be the
activation function, where we assume that o is a Green’s function of a linear operator L.
Then optimization problem (19) becomes:

i 2 w®
W 0b) dp, ,b
anrencl‘gR?) /R2 o +0) dyun )

(119)
subject to / o (WO, b)o’(W(l)xj +b) dp, (WD ) = yi, j=1,...,M.
R2
The limit of the problem (119) as width n — oo is
i 20 (1)
min (W b)) du(WH b
acC(R?) /R2 ( ) dul ) (120)

subject to / a(WW, b)a(W(l)xj +0) dp(WW b) = yj, j=1,...,M.
R2
As in Section 6, we can change the variables and relax the optimization problem (120) to

min / VW o) de(WwW ¢)
vEC(R?), R2
peC(R)

subject to  p(z;) +/ AW, e)o (W(l)(xj - c)) dv(WW ¢) = yj, j=1,....M
R2

Lp=0.
(121)
If the activation function o is ReLU, p is a linear function. Then (121) becomes the
optimization problem (22). Define the output function g of the neural network by

9(z, (7v,p)) = p(z) + /R2 YW, WO (z - )l dv(WW, 0.

8. Here the form of “norm” depends on the degree of homogeneity of the activation o. We use quotation
marks because it is a generalized notion of norm which may not satisfy the property of a norm.
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k

Assume that the activation function o is homogeneous of degree k, i.e., o(ax) = a"o(x) for

all @ > 0. Similar to (86), we have

(o)te. (o) =1 ( [

} YWD, o) ’Wu) ”“

o (sign(w<1>) Sz — c)) (W, c)>
_ /R AW, ) [ ]k 5z — ¢) (WD, ¢)
= pe@) [ V0.2 WO doppie, (WD),

Then similar to Theorem 13, we show that the solution of (121) in function space actually
solves the following optimization problem:

: ((Lh)(x)) ,
————d 4. h(x) =y =1,... 123
poming /S ) s (zj) =y;, j=1,...,m, (123)
where ¢(x) = pe(z)E(W?|C = ) and S = supp(¢) N [min; 2;, max; z;]. Then Corollary 4
can be shown by using (123) and the technique used in proof of Theorem 1. |

Appendix K. Effect of Linear Adjustment of the Training Data

In this section, we show that the solution of the variational problem with linearly adjusted
training data (25) is close to the solution of training with the original training data (20). This
means that our characterization of the implicit bias in Theorem 1 gives a close description of
the solution of gradient descent training with the original data set. The high level intuition is
that fitting a linear function only requires a very small adjustment of the parameters of the
network in comparison with the parameter adjustment needed to fit a non-linear function.
For the reader’s convenience, we restate the continuous version of the problem (20):

min / 2(WW by dp(W p)
RIxR

aeC(RIxR) (124)
subject to / a(W(l),b)KW(l),Xj) + by dp(WO ) = yi, j=1,....,M,
RIxR
and the linearly adjusted variational problem:
min / 2(WD by (WD p)
a€C(R*xR), JRIxR
ueR4 veR
subject to / a(WD )WY x) + by du(WD b)) + (u,x;) +v =1y, j=1,..., M.
RixR
(125)
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In this paper, our main focus is on the variational problem (125), thus we derive our main
result Theorem 1 and Theorem 6 which are statements on linearly adjusted training data.
In this section, we try to analyze the difference between solutions of variational problems
(124) and (125), and thus show that to what extent the variational problem (5) and (8) in
Theorem 1 and Theorem 6 describes the implicit bias of gradient descent on original training
data.

Suppose the solution of problem (124) is @;, and the corresponding output function is

gix.an) = [ as(WOBWD,x)+ 85 du(W,0)
R2
The solution of problem (125) is (&, @, v) and the corresponding output function is:
g(x, (a2, 1,0)) = (8,%) + 0+ / (WO 0)[(WW, ) + 8] du(WD,0).

RQ

Our goal is to show that g(x,@;) and g(x, (@2, 1,v)) are close to each other.
Suppose that the linear function (@, x) + v can be fitted by an infinite width network
with parameters ag, i.e.,

/ as (WO, D)W, ) + 8], du(WD,b) = (1, x) + o. (126)
RQ

Then ag+ s is a feasible solution of the problem (124). It is easy to show that g(x, @ +as) =
g(x, (@2, 1,7)). So we only need to measure the difference between g(x, &) and g(x, & + as).
The next theorem characterizes the relative difference between &; and &g + a.

Theorem 38 Suppose that the solution of the optimization problem (124) is &y and the
solution of the optimization problem (125) is (o, ,v). Suppose that o satisfies (126). Then
we have

Jy2(01 = 02 = 0)? du(WD.b) _ [ fra02 du(WD,0) | [oo 02 du(W ™), b)
Jor 67 (W8] =\ fprad du(W0)  fa? du(W.b)

Proof [Proof of Theorem 38| Since (@g, @, v) is the minimizer of (125), we have that (&y,0,0)
is a feasible solution of (124) but not optimal, which means

/R at(WO.b) du(W,p) > /R _az(W.b) du(W,b). (127)
From the optimality of oy, we have
[, @AW auW,6) < [ (@ + a2 (W) du(w,b)

Using the first order optimality condition on the problem (124), we have that there exist

A;j € R such that
M

a1 (W b) = > N[(WD x) + 5] (128)
j=1
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Since both @1 and &9 + a5 are the feasible solutions of the problem (120),
/ (@1 — ag — ag) - (WU x5) + b dp(WN b) =0, j=1,....M.  (129)
R2
Using (128) and (129), we have
/ (61 — di — ey dp(W D, p)
R2
:/ ap — Qg — Qg Z)\ x) + bl dup(WD b)
R2
(130)

- Z Y /Rz(é‘l —az —ay) - (W, x) + b4 du(W,b)

=0.

Then we measure the difference between a7 and as + as:

(@1 — @ — as)? du(WH, b)

[V

(o + Ozs)2 — (2a2 + 205 — a1) g du(W(l), b)

2

(G2 + as)? — @2 + (22 + 205 — 2a1)ay dp(WH | b)

2

(@2 + a)® —af du(WM,b)  (use (130))

2

Il
\%\%\%\%\%\,%\

(a3 + 2000, + 02) — a2 du(WW | b)

2

< [ (@2 + 2a0a5 + ) —a? du(WW ) (use (127))

2

< 2a2a3 + o2 du(WW b)

<2\// a2 (WO b)-/ a2 du(W(l),b)Jr/ o? du(WW p)
R2 R2

<2\// 2 dp(WO b)~/ % dﬂ(w<1>,b)+/ o? dp(WW b)  (use (127)).
R2 R2 R2

Then we bound the relative difference between & and ag + a:
Jge (o — ag — as)? dp(W b)
Tz a3 dp(W, )
2\/fR2 a? du(Wm,b) - [, a2 du(WW,b) + [r, a2 du(WO), b)
Tz a3 dp(W, )
Jgz @2 dp(WD, ) oo a? du(WH, b)
Jgz @2 dp(WD ) [o, a2 du(WD),b)

=2
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dimension| training input set X training output ) | distribution of
of inputs (W, B)
Setting 1 | 1 -2, -1.6, 0.3, 0.6, 2 1.5,0.5,1.5,0.5,1.5 | W~ U(-1,1)
B ~U(-2,2)
Setting 2 | 2 (=1,-1), (1,1), (0,0), | 1.5, 1.5, 0.5, —0.5, | W ~ U(ST)
(-1,1), (1,-1) —0.5 B~U(-2,2)
Setting 3 | 2 (-1,1), (1,1), (0.5,0.9)] 1.5, 1.5, 0.5, —0.5, | W ~ U(S?)
(-1,-1), (1,-1), (0,0)] —0.5, —1.5, —1.5,| B~ U(-2,2)
(—-1.3,-0.7), (—0.8,0.3), —0.5, 0.5, 0.5
(—0.4,1.6), (1.6,—0.4)

Table 1: Experimental settings.

The above theorem means that if [, o2 dp (WM | b) is much smaller than Jge &3 dp(W b),
the relative difference between & and s + o is quite small. Here oy fits a linear function
and a; fits the original training data. Since it is much easier for a neural network to fit a
linear function than a non-linear function, in practice we observe that [g. o2 dp(WO b) is
indeed much smaller than fRZ a? d,u(W(l), b) when the training data is not highly linearly
correlated. This is shown in the right panel of Figure 12.

Generally speaking, the relative difference between g(x,@;) and g¢(x, (&2, u,v)) can

be related to the relative difference between @; and as + ag, which can be bounded by
_ Jrz ol du(Wp)

using Dy = Tsa? du(WOTD)

. In experiments, the relative difference between g(x,@;) and
f[fR,R]d(g(xval)fg(xv(&%ﬁvﬂ)))z dx
f[_RyR]d(g(x:dl))Q dx
positive number such that [—~R, R]? includes all training samples. In order to compute
Jge as dp(WM|b) we only need to solve the optimization problem (124) and get a;. To

9(x, (@2, 1,v)) is measured by D =

, where R is the minimal

compute fR2 a? d,u(W(l),b), we first need to solve the optimization problem (125) and
get (ag,u,v). Then we need to find out «, which satisfies (126). We can give an easy
form of oy if we assume that the distribution of (W, B) is symmetric over each component,
Le, Wi, ..., Wi, ..., Wy, B) and W, ...,—W;, ..., Wy, B) have the same distribution for
i=1,...,d. In this case we can choose a,(WW), b) = C1 (W), @) + Cot where Cy, Cy are
constants which is determined by (126).

Next, we conduct some experiments to verify the above argument. We try three different
settings and they are summarized in Table 1. For each setting, we add different linear
functions to training data and compute corresponding D; and D. In order to verify the
idea that D1 is small if training data is not highly correlated, we compute the coefficient of
determination R? of the training data and then compare it with D;. In Figure 12 we plot
D against D; and D; against R%. We observe that D; is small when R? is small and D; is
a loose upper bound of D. Actually, D is very small even if D; is relatively large, which
implies that the relative difference between solutions of (124) and (125) is small in practice.
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D against D, D, against R?
[ ] Sett!ng 1 ’ [ ] . - Sett?ng 1
Setting 2 ° 107 Setting 2 l
) ° .
& Setting 3 . & Setting 3
. .
10 . o :
L] L 1]
° . °
° e
=} g []
107¢ < 10 . . :
. L ° . Se .
¢ L e % ®
4 e @ ° ® ..O' . .
10-° ] . .
.
[ ] ° L] 1072
10 107 10° 0o 02 04 06 08 10
D R

Figure 12: Scatter plots of D1, D and R?. The left panel is the scatter plot of D against D1,
which shows that D is a very loose upper bound of D. Even when D; is around
1, D is still around 1073, The right panel is the scatter plot of D; against R?,
which shows that D; is small when training data are not highly linearly correlated
and D1 is large when training data are highly linearly correlated.

Appendix L. Neural Networks with Skip Connections

For any given input x € R?, the network with skip connections from the inputs to the outputs
computes a function of the form

f(x,0) = En: W&o (W x) + 1) + (u,x) + 0.

i=1

(131)

The skip connection corresponds to the term (u,x). The initializations of Wz(l), bgl), VVZ@) are
the same as (3). The parameters of skip connections are initialized by zero. We also train this

network by gradient descent. The learning rate of parameters ng), b,gl), WZ@) is 7, and the
learning rate of parameters of skip connections u, v is ns. Let 6y = VGC(W(l),B(l), W(Q), 0,0)
be the parameters at initialization and 6; = Vec(ng), bﬁl),ng), ut, v¢) be the parameters
after t steps of gradient descent. Then the gradient descent iterations are

WO - WO, W =W v 20,
b(()l) = B(l)a bfgr)l = b(l) N Vb(l)Lhn(et)
wi =W Wi = wi - ﬂrVWmL " (6) (132)
ug =0, W1 = uy — 15 Vo L' (6;)
vg = 0, Vg1 = U — Lhn(et>
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ec(W(l),B(l), W?), u,v) be the parameters at time ¢ under the update rule where

are kept fixed at their initial values, and

Let Wy = v
(1)’5(1)

=

— —(2 — - in/~
W =W W = W - Ve @)
ug =0, Up 1 = Uy — 15 Vo L (@) (133)

v = 0, Ve1 = T — s Vo LM (@)

(S

Let ¥ = Z]]\il (x;,1)T(x;,1). Using the similar argument in Section 4, we can show that
training all parameters can be approximated by training only output weights and skip
connections parameters, which is actually a linearized model. Then we can apply Theorem 44
with some modifications and show that gradient descent training of the output weights (133)

: M M .
< — < —
on mean squared loss with 7, < T (G s < Dmax(0)? achieves zero loss and solves the

following optimization problem:

. 1 =+(2) 1
- (2) o 2 - 2 2
min mHW W5 + " ([[allz +v%)

s.t. Z(W.(Q) — W§2))[<W£1),xj> +5§1)]+ +(u,xj) +v=y; — f(x5,60), j=1,..., M.
i=1
(134)
Similar to Section 5, we let fi(x,6y) = 0 by using the Anti-Symmetrical Initialization (ASI)

(1)75(1))?217 i'e'7 MH(A) =

) 7

trick. Let y, denote the empirical distribution of the samples (W,
% S la ((WZ(.”,BEU)), where 14 denotes the indicator function for measurable subsets A
in R2. We further consider a function a,,: R? — R, an(ng),El(-l)) = n(Wi(Q) — WZ@)). Then
(134) with ASI can be rewritten as

i 2 (1) (1) nnr 2 2
n 7b d n \v% ,b + — +
i [ aROVO.0) (WO, 5 T (a0

5.t / (WO D)W x5 4+ 0]y dpn (WS ) + (u,x) +v=1y;, j=1,..., M.
R2

(135)

Now we can consider the infinite width limit. Let u be the probability measure of (W, B).

Assume that 1, < n~1?n,. Then "Z’" = o(1) as n — oo, thus it can be ignored in the infinite

width limit. By substituting p for u,, we obtain a continuous version of problem (135) as
follows:

i 2w p) dup(WW b
i, /R?a( ,b) dp( ,b)

s.t. / a(WD )W x) + by dp(WD b) + (u,x;) +v=1y;, j=1,...,M.
]R2

(136)
Using that p, weakly converges to pu, we show that in fact the solution of problem (135)
converges to the solution of (136) in Theorem 39.
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Theorem 39 (Infinite width limit for network with skip connections) Let (ng),ggl))?zl

be i.i.d. samples from a pair (W, B) with finite fourth moment. Suppose p, is the empirical
distribution of (Wﬁ”,égl));;l and (@, Uy, Uy) is the solution of (135). Let (@,u,v) be the
solution of (136). Assume that n, < n~'%n,. Then, for any compact set D C R?, we
have SUPxe D ’g’IZ<X7 (anaﬁnaﬁn)) - g(X, (av u, 6))‘ = Op(nil/z) ’ where gn(X7 (anaﬁnaﬁn)) =
Jre (WO DWW x) + ]y dpn (WD b) + (u,, X) + vy, is the function represented by
a network with n hidden neurons and skip connections after training, and g(x, (@, W,7v)) =
Jre (WO D) [(WD x) + b, du(WD,b) + (u,x) 4 v is the function represented by the
finite-width network with skip connections.

The proof of Theorem 39 is provided at the end of the section. In Section 6 and Section 7,
we show that the optimization problem (136) is equivalent to (24) in the univariate case
and equivalent to (37) in the multivariate case. From this we immediately obtain our main
theorems for networks with skip connections without adjusting the training data, namely the
following Theorem 40 and Theorem 41.

Theorem 40 (Implicit bias of networks with skip connections, univariate) Consider
a two-layer feedforward network with skip connections (131). Assume parameter initialization
(3), which means for each hidden unit the input weight and bias are initialized from a sub-
Gaussian (W, B) with joint density py . Then, for any finite data set {(xj,yj)}j]\/il and suf-
ficiently large n, the optimization of the mean squared error on the training data {(z;, yj)}j]\il
by gradient descent iterations (132) with learning rate ns < ﬁx(q}),m < n~ 1, converges
to a parameter 0* for which the output function f(x,0%) attains zero training error. Further-
more, letting ((z) = [ [W*pw (W, -Wz) dW and S = supp(¢) N [min; z;, max; z;], we
have sup,eg || f(z,0%) — g*(2)||2 = Op(n_%)over the random initialization 6y, where g* solves
following variational problem:

. L ") — 'z 2 T
i [ @) - )R d .

subject to  g(zj) =vy;, j=1,...,M.

Theorem 41 (Implicit bias of networks with skip connections, multivariate) Consider
the same network settings as in Theorem 40 except with d input units instead of a sin-
gle input unit. Assume that W is a random vector with P(|W| = 0) = 0 and B is a
random variable; the distribution of (W, B) is symmetric, i.e., (W,B) and (—W,—B)
have the same distribution; and ||W|l2 and B are both sub-Gaussian. Then, for any fi-
nite data set {(xj,y;)}M, and sufficiently large n, the optimization of the mean squared
error on the training data {(x;, yj)}jj‘il by gradient descent iterations (132) with learning
rate ns < ﬁx(\y),nr < n~ Y9, converges to a parameter 0* for which f(x,0*) attains
zero training error. Furthermore, let U = |Wl]2, ¥V = W/|W]|2, C = —B/||W]||2 and
C(V,c) =pyc(V,e)EU?|V = V,C = c), where py ¢ is the joint density of (V,C). Then,
for any compact set D C R%, we have supyep || f(x,0%) —g*(x)|]2 = Op(nfé) over the random
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initialization Oy, where g* solves following variational problem:

R{(=A)FHD2(g — £(-, 00}V, 0))
O A "R G Tt o
g€Lip(R?) supp(¢) C(V7 C)
subject to ¢(xj)=y;, j=1,....,.M (138)

RE(=A) D2 (g — f(-,00)}(V,e) =0, (V) & supp(()
(=) (g — f(-,00)) € LPRY), 1< p<d/(d—1).

Proof |[Proof of Theorem 39| The Lagrangian of problem (135) is

M
L((am, 1, v9), A = / a2(WW b dun<w<1>,b>+f7’” (a3 + 02)+ 5" A (g (x5, @) ;).
R2 s

Jj=1

The optimal condition is V,,, L = 0, which means

M
20, (WD, 5) + 3" AW (WD, x) + 8], = 0 when (WD, b) = (WY b)), i =1,... .k
j=1

2n M
T, +3 A%, =0

Ns =
2n M
ilis U, + Z Agm =0.
S ]:1

Since only function values on (WEI), bi)M, are taken into account in problem (135), we can
let

(W, b) =~ STAW WO x;) + 5 V(WD b) € RIH (139)

Jj=1

N =

without changing [, a2(WW b) du, (WD b) and g, (x,@,).

Here A§n), j=1,..., M are chosen to make g,(x;,@,) =y;, i = 1,..., M. So we get a

M

system of linear equations in variables {)\§-n) j=1> Up and vp:

M
1 ZA§">/ (WD 3) 4+ 1 (WD, 50 + B dpan (WD, 0) + (s xi) + 0n = i i = 1,0, M

22N L
M 2n
S AMx; 4 T, =0
j=1 G
M 2n
Z Agn) + I Up = 0.
=1 s

(140)
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Similarly, the Lagrangian of problem (136) is

M
Fad) = [ a*(W.0) au(W,6)+ 3 A 0(x5.0) = 1))
j=1

The optimality condition is Vol = 0, which means

M
WO, 8) + S AD WO ) bl =0 VWD, 5) € RO

M
O'u—I—Z)\gn)xj =0
j=1

M
0.0+ > A" =0
j=1

Then we get

1
a(Wm p) = -3 S ONIWWY x5 +0 V(WD b) e R?. (141)

Here X\, j =1,..., M are chosen to make g(x,a) =y;, i = 1,..., M. This means that

—*ZA / x;) + 0l (W, x3) + 04 dp(WW,0) + (wxi) o=, i =1,...,. M
M
> Axj+0-u=0
j=1

M
D A+0-0=0
j=1

(142)
Compare (140) and (142). Since the number of samples is finite, x; is also bounded. Then

by the assumption that W and B have finite fourth moments, we have that [(W®) x;) +
b]+[<W( ) > + b]+ has finite variance. According to central limit theorem, as n — oo,
Sz (W ) , %) 4+ b (WD ) + 0]y dpn (WM b) tends to a Gaussian distribution with
variance O(n~1). This implies that Vi = 1,..., M, Vj=1,...,M

Y

[<W<1 %) + Bl (WD, x;) 4+ 0] dpn (WO, 0)

/ ) 5x5) + DL LW, x5) + 8], dp(W, )
O 71/2)
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Also according to the assumption 7, < n~15n, we have 27?& = O(n~1/2). So coefficients of

s

(140) converge to coefficients of (142) at the rate of O,(n~'/2), then we get

A2 = Nj| = O0p(n?), j=1,...,M. (143)
Compare (139) and (141). Given (W1, b), we have

@, (WO b) — (WL b)| = 0,(n~Y?). (144)

Next we want to prove that supyep |gn (X, (@n, U, 5n)) — 9(X, (@, 0, 0))| = O,(n~/?). Firstly,
we prove that supye p |gn (X, (@, 0, 7)) —g(x, (@, @, ))| = Op(n~'/2). Note that |g,(x, (@,1,7))—
9(x, (@,a,0))| = |gn(x, (@,0,0)) — g(x, (a,0,0))|]. According to (84) in the proof of Theo-
rem 12 in Appendix G, we have supxep |gn (X, (@, 0,0)) — g(x, (@,0,0))| = Op(n~'/?). Then
we have

sup lgn (x, (0,7,7)) = g(x, (@,,7))] = Op(n~1/2). (145)

Finally, we prove that supyep |gn (X, (@n, Tn, Tn)) — gn (X, (@, T, 7))| = Op(n~1/2). Since
vxeD

|gn(X7 (amﬁnain)) - gn(xv (aa u, 5))|
< [ (WO DLW )+ 8= WO BWD, )+ b | (W)
R2

+ [Ixll2f[w, — a2 + [vn — 7]

<[ |-
R2

+ [Ixll2f[w, — w2 + [vn — 7]

< [ [ (W.5) = a(W 5] (W) + b1 dpn(WO,0) + [l — w + o~ 0
R2

M
S = AW ) + 814 (W) + B, du (WO )
Jj=1

N | —

M
1
<52 A7 =l /RQKW(”,XJ» + 8 (W, x) + 8]y dpn (WD, 1)
j=1

+ Izl — w2 + [vn — 7]

M
1 1 1 1 n
<5 <§€a§AQ[<W( ) %) + b (WO x) + By dpa, (W %b)) ; RVEPY

+ max [[x||2[[t, — |z + [0, — 7.
xeD

Because D is compact and fR2[<W(1),xj> + b [(WD x) 4+ )y dpn (WD ) converges
according to the law of large numbers, we have that maxxep [g2 (WX, x;) + bl (WD x) +
bl dpn, (WM b) and maxyep ||x||2 is bounded by a finite number independent of n. Then
according to (143),

SUp (g5 (5%, @ T, ) = 9 (36 (.0 D)] = Opln~"12).
bS]
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Combined with (145), we have

SUP [ (%, (@, W, B)) — (%, (@, 1,9)| = Op(n™"?).
Xe

This concludes the proof. |

Appendix M. Equivalence of Our Characterization and NTK Norm
Minimization for Univariate Regression

In this section we demonstrate that NTK norm minimization (Zhang et al., 2020), which
characterizes the implicit bias of training a linearized model by gradient descent, is equivalent
to our characterization in Section 5 and Section 6. For simplicity, we only consider univariate
regression in this section. Following Jacot et al. (2018), Zhang et al. (2020) show that gradient
descent can be regarded as a kernel gradient descent in function space, whereby the kernel is
given by the NTK. Then for a linearized model, gradient descent finds the global minimum
that is closest to the initial output function in the corresponding reproducing kernel Hilbert
space (RKHS). Let ©,, be the empirical neural tangent kernel of training only the output
layer, i.e.,

1
On(x1,22) = ﬁvw(%f(XbHO)VW(?)f(x% 00)"

1 n
- n Z vwl@)f(xh 90)VWi(2>f(a:2, to)
=1

n

= Sy + b 6
=1
As n = 00, ©,, — O, where
O(z1,22) = / Wz + oW WMy + W] dp(WD, p). (146)
R2

Equivalently, using the notation in Section 6, we have

O(z1,29) = /R ] WO (21 — )] WD (29 — )]y de(WWD, ). (147)

Next, Zhang et al. (2020) construct a RKHS Hg(S) by kernel O, and the inner product
of the RKHS is denoted by (-,-)g. Then Hg(5) satisfies:

(i) Vo€ S 0(,z)€Hy(S); (148)
(i) Ve S VfeHs (f(),0(,2) = f(z); (149)
(i) Va,y €S, ((:)(',:U),C:)(~,y)>é = (:)(x,y) (150)

Here the domain is S = supp(¢) N [min; ;, max; x;|, which is the same as in Theorem 1 and
Theorem 13. Using the reproducing kernel Hilbert space, Zhang et al. (2020) prove that
fi" (2, @) (defined in Section 4.2) is the solution of the following optimization problem:

min |lgllg s.t. glz;) =y;, j=1,..., M.
i lalls, st ()=
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As the width n tends to infinity, the above optimization problem becomes

min 5 st.glz)=y;, 7=1,..., M. 151
e’Hé(S)HgHG 9(xj) = y5, J (151)

In Section 5, we show that f"(z,&) is the solution of the optimization problem (19) in
function space. As width n tends to infinity, the optimization problem (19) becomes (20),
which we repeat below:

min / o2(WW by du(W D b)
aeC(R?) R2 (152)

subject to / a(W(l),b)[W(l)xj + 0] dp(WH ) = yj, j=1,...,M.
R2

Since optimization problems (151) and (152) both characterize the implicit bias of training a
linearized model by gradient descent, they must have the same solution in function space.
We express this formally in the following theorem:

Theorem 42 (Equivalence of our variational problem and NTK norm minimization)

Assume that optimization problems (151) and (152) are both feasible. Suppose & is the solution
of (152), and consider the corresponding output function:

o) = [ @O pW O ). du(w ) (153)
R2
Then g(x) restricted on S is the solution of the optimization problem (151).
Next, we give a standalone proof of this theorem using the property of kernel norm. The
proof gives us an idea of what the kernel norm actually looks like.

Proof [Proof of Theorem 42| Since @(W M), b) is the solution of (152), according to (79) in
the proof of Theorem 12,

M
1
a(wm p) = -5 > Wi+ by VW, p) € R?
7j=1

for some constants A;,j =1,..., M. Then we write E(W(l), b) in the following form:
a(wWm p) = / h(z) Wz + b, de, (154)
S

where h(z) can be a combination of Dirac delta functions. Then substitute (154) into the
expression of g(x) (153) to obtain

() = / @)W OF + 5 WDz 4 8, dp(W D, b)di
RZxS ] (155)
_ /S h(#)O(z, 7)d7,
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where we use the expression of the NTK in equation (146). Then we get

(9(x), g(z) /h 0 (2, ) di) o d

O(x, z))gdT
(156)

2)O(z,z)dzdz  (use (155)).

/ M@ g(),

S

/ h(z)g(z)dz  (here we use the property of RKHS norm (149))
S

| n@n

SxS

On the other hand, using (154), the objective of (152) becomes
[ @) auw )
S2

= / W@ WO + b, h(@) WDz + b, didzdu(WD, b)
SxSxR2
(157)
:/ h(f)h(i’)/ WOz 4+ ] WOz + b, du(WD, b) didz
SxS R2

:/ h(E)h(Z)O(%, %) didZ  (use (146)).
SxS

Comparing (156) and (157), we have that optimization problems (151) and (152) are equiva-
lent if (W) b) has the form (154) and g(x) has the form (155). Moreover, if every function
g € Hg(S) can be approximated by the shallow network, we can find (WM b) in form of
(154) such that g(x) is expressed in the form of (155). In this sense we show that optimization
problems (151) and (152) are equivalent. [ |

In Section 6, we relax the optimization problem (21) to (22) in order to characterize
the implicit bias in function space. This relaxation can also be done in the NTK norm
minimization setting. It means that we can equivalently relax the problem (151) to the
following problem:

min —uxr —v|g st.glz;)=y;, 7j=1,..., M. 158

peta D g ver lg I 9(xj) = y5, J (158)

Then the optimization problems (22) and (158) are equivalent. Theorem 13 shows that (22)

and (24) have the same solution on the set S = supp(¢) N [min; z;, max; z;]. Then we have
that optimization problems (158) and (24) are equivalent, which means that

(9" (x))?
—ux — = d 5(9). 1
ueIIIR31116R lg —ur —vlg = /s @) r, VgeHg(S) (159)
Next, we directly prove the above equation (159). Given function g € Hg(5), let h =
argming ey, (s) |h|lg, s.t. h = g—ux—wv for some v € R,v € R. Then according to optimality
of h, we have (h,z)g = 0 and (h,1)g = 0. Consider the space G = {h € Hg(S5) : (h,x)g
0,(h,1)g = 0}, which is the orthogonal complement of span{1,x}. Then A is the projection
of gon G. Since h = g — ux — v, " = ¢”. So we can reformulate the equation (159) which
we want to prove in the following theorem:
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Theorem 43 (Explicit form of the kernel norm) The kernel norm on the space G =
{h e Hg(S) : (h,x)g = 0,(h,1)g = 0} is given as follows:

1A% —/ (hé’(@)))? de, VheG. (160)
S Xz

This theorem gives the explicit form of the kernel norm in a subspace of Hg(S5). Next we
prove the above theorem using the property of kernel norm.

Proof [Proof of Theorem 43| Let éx() = O(-,z). We can find the orthogonal projection of
O, on space G, which is denoted by ©, . Then we only need to prove that (h,0;c)g =

v ()0 (y)
S ¢(y)

First, (:)5,;76; = O, — ux — v for some constant u,v € R. Since h € G, (h,1)g = 0 and
(h,z)g = 0. Then we have

dy for any h € G and z € S.

(161)

2

O (1) = (O2(y) —uy —v)" = 6,(y)" = =56(x,y)

82

= o [ V0@ = AL = anw,0) - (use (147)

2
= [V g ) - ) sV )y — ) e W)l

2
— s [ BV 2 0)¢ = e —cluly — .

SEOVELOY < 0)[C = )fe — ali eyl ) pe(e) de
2

= [ (Bov10v > 0)i¢ = 9fe i - s

82
HEOVALW < 0)C = )fe —al1 5 [e - yu) pe(e) de

- [ 100 = 0)i¢ = )le 3l —)

+EW?L(W < 0)|C = ¢)[c — z]+6(y — ¢)) pe(c) de
= (EOWVI(W 2 0)[C = y)lz — ]+ + EOVIW < 0)IC = y)ly — zl4) pe(y)-
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Then we have

W' (y)OL ¢ (y)
/s C(y) d

:/ ' (y) (EOV*I(W > 0)[C = y)[a — y]+(&)E(W2ﬂ(W <0C=yly— o)) 4
:/ 1w > 0)jc = y)[SU(WQ]'z ili)(WQTL(W <0)[C=y)ly —a]+) dy
s
AEMﬂJ%Z95‘”mmeyp+EmﬁggESEZWM@M—ﬂ+@.
Now, if we regard fS % dy as a function of z, then we get
_£;AEmﬁggifﬁzwwwmkyu+E“@gg;fﬁzwm@M—ﬂ+@
- [ B 2 O iy sta — gy + BV SOy ) g

=h"(z).

From the definition of the space G, we see that the second derivative uniquely determines the

element in G. Since h € G, in order to show that [ w dy = h(z), we only need to

' ()0} () R ()0} ¢ (y) W' ()04 ()
show [ T)G dy € G, ie., ([q T)G dy,1)g = 0 and (/ — - e =0.
Then we get
(/muxd>d1%%/m@$ﬁmmd1%
s CW) se g ¢(y) e
B! li O(z,y+h)—20(z,y)+O(z,y—h)
s ¢(y)
. W' (y ) O(zy+h)—2 ’(lazn,y)qL@(:Jc,yfh)
= s ¢(y) do:1e
h//( ) < ( y+h)» > 72<é(xry)71>é+<é(xvy7h)71>é
= lim b dy
h=0Jg ¢(y)
h"(y)w
= lim h d
h=0Jg ¢(y) /
=0.
. ] W' (y)0! (y) o . )
Similarly we can show that (fs — dy,x)g = 0. This concludes the proof. |
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Appendix N. Gradient Descent Trajectory and Trajectory of Smoothing
Splines for Univariate Regression

In the following we discuss the relation between the trajectory of functions obtained by
gradient descent training of a neural network and a trajectory of solutions to the variational
problem with the data fitting constraints replaced by a MSE for decreasing smoothness
regularization strength. This Lagrange version of the variational problem is solved by so-
called smoothing splines. Smoothing splines have been studied intensively in the literature
and in particular they can be written explicitly. We give the explicit form of the solution for
the trajectory in the context of our discussion.

N.1 Regularized Regression and Early Stopping

Bishop (1995) shows that for linear regression with quadratic loss, early stopping and Lo
regularization lead to similar solutions. Let us recall some details of his analysis, before
proceeding with our particular setting. He considers the loss function E(w) = || Xw — y||3,
where X = [x1,...,xp]7 is the matrix of training inputs, y = [y1,...,ya]” is the vector of
training outputs, and w is the weight vector of the linear model. Next the loss function can
be written in the form of a quadratic function:

E(W) =[IXw - yl3
=w/XTXw—-2y" Xw+yly
=w/XTXw—-2y" Xw+yly
1

= i(w —w)TH(w —w*) + Ey,
where H = 2X7 X, Ey is the minimum of the loss function, and w* is the minimizer. The
eigenvalues and eigenvectors of H are as follows:

HUj = /\jllj.

Then expand w and w* in terms of the eigenvectors of H:
w = wjuy, wh = wjug.
J J

For the Lo regularized regression problem, consider the regularized loss function E(w) =
E(w)+c|[w|%. Denote the minimizer by w = W and consider its expansion as W = > Wiy
Bishop (1995) shows that
A
Wi = Aj+ ij ’

For early stopping, consider the gradient descent on F(w) with zero initial weight vector:

(162)

w() = w1 nVvE
_ W(T—l) o nH(W(T—l) - W*),
w(® = 0.
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Figure 13: Plot of functions hq(x) and he(x). The left panel plots the two function when
A; = 1. The right panel plots the two function when \; = 5.

Writing w(™) =S i wj(.T)uj, we have
w = (1= (1 —n\)"w}
J J J

Note that 1 — (1 —nX;)” = 1— e~ as n — 0. Hence choosing a sufficiently small learning
rate, approximately we have

wj(»T) =(1- e_m)‘j)w;. (163)

From (162) and (163), Bishop (1995) observes that if ¢ is much larger than \;, then the
regularized solution has coordinate w; close to 0, and similarly if 1/(n7) is much larger than
Aj, then the early-stopping solution has coordinate w](-T) close to the initial value 0. We
note that analogous observations apply when the regularization term has a reference point
different from zero, c|w — W||3, and the gradient descent iteration is initialized at a point
different from zero, w(® = w.

Now we want to take a closer look at the trajectories. Consider the following two
functions:
_ A
N )\j +a’

hl(x) hz(ﬂ?) =1- e_Aj/w.

Actually we can verify that h1(0) = he(0) =1 and lim, oo Z;—g) = 1. It implies that these

two functions are close to each other on [0, 00). Figure 13 shows the plot of functions hq(z)
and ha(x).

Now we choose the coefficient of regularization ¢ = % Comparing (162) and (163), and
using the fact that hy(z) and ha(x) are close to each other on [0,00), we show that early
stopping and Ls regularization lead to similar solutions across different values of ¢ = niT

Back to our problem, we repeat the gradient descent procedures (17) here:

WeD =W W =W Ve L @).
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It is actually minimizing the following loss function of W2 — W

n

Y 2
EW® -w)=>" (Z(Wi(Z) ~WEW Oy + i)y — (5 Fay, 90))> :
j=1

=1

Here we change the variable from W) to W) — . Then Wt(Q) — W =0 when t =0, so
that gradient descent starts from the zero initial weight vector. Since the above model is
linear with respect to W) — W, we can apply the above argument about early stopping
and Lo regularization. Suppose that we use learning rate u, for the neural network of width
n. We show that the solution WN/t(Q) at iteration t is close to the minimizer of the following
regularized optimization problem:

.

M n 2
min (Z(Wi‘”— §2))[W¢(1)$j+bz’]+—(yj—f(l‘jﬁo))) +e|w® — W3, (164)

where ¢ = . Using the same approach and notation as in Section 5, the optimization
) is equivalent to

M 2
min Z (/ (WO D)WWz + 0]y dpn, (WD b) — yj>
am€C(R) 4= R2
=1 (165)
1 2 prr(1) (1)
A /R 2 WD, b) dpy (WD, 1),

where we use the ASI trick (see Appendix B.2). Here (165) has an extra factor % compared

to (164). This is because we define an(Wi(l), bi) = n(Wi(Q) - WZ(-Q)). According to Theorem

20, n, < #(@) is sufficient in order to ensure convergence. Then we suppose that

1n = 7/, where 7 is a constant so that the requirement on the learning rate in Theorem 20
is satisfied. The limit of the optimization problem (165) as the width n tends to infinity is:

M 2
min Z </ a(W(l)’ b) [W(l)mj + b+ d,u(W(l), b) — yj)
acC(R?) — R2
= (166)
1 2(777(1) (1)
+— [ o (W, b) du(WH,b).
mt Jr2

Following the same reasoning of Section 6, we relax the optimization problem (166) to the
following one:

M 2
; ‘ 1) (O M By — ws
aec(ﬂ{gglgl@@ﬂ@ Jzz:l <uxj +v+ /R2 a(WW )W x; + b dp(WH ) b) yj>

1
nt Jre

(167)
2(WW by (W b).

_l’_
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Trajectories of functions 2D PCA of the trajectories

® training data

smoothing splines
NN trained with GD

—#— smoothing splines
NN trained with GD
,

Figure 14: Trajectories of functions obtained by gradient descent training a neural network
and by smoothing splines of the training data with decreasing regularization
strength (from dark to bright). The left panel plots 20 functions along each
trajectory. The right panel shows the same functions in a two dimensional PCA
representation. With asymmetric initialization of the network parameters and
adjusting the training data by ordinary linear regression, both trajectories start
at the zero function. The trajectories are not equivalent, but are close, and both
converge to the same (spatially adaptive) cubic spline interpolation of the training
data (in the limit of infinite wide networks). Here we used a large network with
n = 2000 hidden units and Gaussian initialization W ~ N (0,1), B ~ N (0,1).

The results are similar for smaller networks and different initializations.

Using the same technique and notation as in Theorem 13, we can prove that the solution of
(167) actually solves the following optimization problem:

M

| 2 1 [ (W)
i 3 0Ges) =+ | i e (168)

Then in order to study the trajectory of gradient descent, we can study the optimization
problem (168) with varying ¢. Figure 14 illustrates smoothing spline and gradient descent
trajectories. The solution of (168) is called spatially adaptive smoothing spline. Here

the curvature penalty function is %ﬁ, with time dependent smoothness regularization

coefficient % Next, we give the solution of (168) in the following two cases: (1) uniform case
(¢ is constant over domain S); (2) spatially adaptive case (¢ is not constant over domain S).

Remark 44 (Spectral bias) We have thus that the gradient descent optimization trajectory
can be described approzimately by a trajectory of smoothing splines which gradually relaxes the
smoothness regularization (relative to initialization) until perfectly fitting the training data.
If the function at initialization is at the zero function, e.g., by ASI, then the reqularization
is on the function itself. Hence the result provides a theoretical explanation for the spectral
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bias phenomenon that has been observed by Rahaman et al. (2019). The spectral bias is that
lower frequencies are learned first.

N.2 Trajectory of Smoothing Splines with Uniform Curvature Penalty

Suppose the reciprocal curvature penalty is constant ((z) = z on the domain S. Let A = L

ntz
Then (168) becomes the following optimization problem: !
M
i h(z;) — ;] A/h” 2 da. 169
i Y 4 f 000 (169

German (2001) gives the explicit form of the minimizer h of (169), which is called a smoothing
spline. The minimizer h is a natural cubic spline with knots at the sample points x1, ...,z ;.
The smoothing spline does not fit the training data exactly, but rather it balances fitting
and smoothness. The smoothing parameter A > 0 controls the trade off between fitting and
roughness. The values of the smoothing spline at the knots can be obtained as

(h(x1), ..., h(zar) T = (I +AA)7LY. (170)

The matrix A has entries A;; = [ b7 (x)h/ () dz, where h; are spline basis functions which
satisfy h;(z;) = 0 for j # i and h;(z;) = 1 for j =i. German (2001) gives a rather explicit
form of matrix A, which is an M x M matrix given by A = ATW=IA. Here A is an
(M — 2) x M matrix of second differences with elements:

1 1 1 1
— A= —— — 1 A =
hiy 2,0+1 hz hi+1 ) 1,0+2

A =
hit1

And W is an (M — 2) x (M — 2) symmetric tri-diagonal matrix with elements:
hi h@' + hi+1

Wiiii=Wiii=—, W;;=

G’ , here hy = x;11 — z;.

As A — 0, the smoothing spline converges to the interpolating spline, and as A — oo, it
converges to the linear least squares estimate.

N.3 Trajectory of Spatially Adaptive Smoothing Splines
Let the curvature penalty p(z) = & - +-. Then (168) can be written as

e (@) M-
1 M
. 2 2
i 1y Do)~y [ ) @) a (1)

where W(S) = {f: f, f' absolutely continuous and f” € L?(S)}, with L%(S) the square
integrable functions over the domain S. Abramovich and Steinberg (1996); Pintore et al.
(2006) give the solution of (171) explicitly, which is called a spatially adaptive smoothing
spline.

According to Pintore et al. (2006), the solution can be derived in terms of an appropriate
RKHS representation of W3 with inner product (f,g), = [ f"(z)g"(z)p(z) dz. Here
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WE(S) = Wa(S)NBa(S), where Wa(S) is defined above, and By (S) = {f : f(0) = f/(0) = 0}.
Notice that when defining B2(S) we need 0 € S. Actually we can choose any point in S.
Pintore et al. (2006) define B2(S) in this way just for simplicity. Then the kernel of the
space WZ(S) is given by

Kyfora) = [ p()7 o1 = oo = ] (172

Then the minimizer A of (171) is given by

M
h(z) = chKp(xj,x) +a+ bx. (173)
j=1
Now define the M x M matrix
Yo = {K, (i, %) }ij=1,...M, (174)
and the M x 2 matrix
1 I
1 x5
T=1. . [|. (175)
1 xp
Denote the vector of coefficients ¢ = (c1,...,cpr)? and the vector of output values y =

(y1,.-.,ym)T. Then the coefficients in (173) satisfy the following conditions:

a

Sy [(Sp + MI)e+ T <b>} =%,y and T' [ch +T (‘bﬂ =TTy, (176)

After solving for (176), we get the values of ¢, a and b. Plug them into (173), then we get
the exact form of the minimizer of (171).

Appendix O. Solution to the Variational Problems for Univariate
Regression after Training

0.1 Interpolating Splines with Uniform Curvature Penalty

Theorem 2 (b) and (c) show that for certain distributions of (W, B), ( is constant. In this
case problem (5) with ASI is solved by the cubic spline interpolation of the data with natural
boundary conditions (Ahlberg et al., 1967).

Theorem 45 (Ahlberg et al. 1967) For training samples {(zi,y:)}M,, suppose z; €
S, j=1,...,M. Then cubic spline interpolation of data {(xz,yz)}f\il with natural boundary
condition is the solution of

min /S (W (2))2dz

heC2(S)
subject to  h(z;) =y;, j=1,...,m.
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As already mentioned in Appendix N, cubic spline interpolation is a finite dimensional
linear problem and can be solved exactly. A cubic spline is a piecewise polynomial of
order 3 with (M — 1) pieces. The j-th piece has the form S;(z) = aj + bjz + cja? + dja?,
j=1,...,M — 1. These (M — 1) pieces satisfy equations S;(z;) = vi, Si(Ti+1) = Yit1,
1= 1, PN ,M —1 and S:($1+1) = SZ{+1({L‘Z'+1), Sl{,({l:prl) = Sgﬁrl(l‘prl), 1= 1, NN ,M — 2, and
ST (x1) = SY;_1(xar) = 0. Hence computing the spline amounts to solving a linear system in
4(M — 1) indeterminates.

0.2 Spatially Adaptive Interpolating Splines

In the case that ¢ is not constant, we can still give the form of the solution to the variational
problem (5) with ASI by using the result in Appendix N. We multiply by a coefficient A the
regularization term in the optimization problem (171) and choose p(x) = ﬁ Then we get

M
1
i 37 o) —wl? 2 [0 am)
=1

As A — 0, the minimizer of (177) converges to the solution of the following optimization
problem:

W (x 2
min /S(C((ff)))dx st. h(zj)=vy;, j=1,...,m,

heWw?2(S)

which is the variational problem (5) with ASI. According to Appendix N, the solution of
(177) is given by:

M
Z Nk Kx( )+ a™ 4+ Nz, (178)
Jj=1 ‘

And the vector ¢ = (cg)‘), ey cg\’}))T, a™ and b satisfy the following conditions:

A

™ ™
s | (s + MDe™ +T (ZW)] =Yy and T7 [zécm +T (ZW)] =T'y, (179)

where K, ¥» and T are defined in (172), (174) and (175). Next we show that K, is
¢ < ¢
inversely proportional to A:

(x1,22) = /S (2)1 (21 — u]4[we — ul4du

_ )\_1/3 (2)4 o1 — ][22 — ] du (180)

= /\_1K%(m1,x2).

Also 2)\ = A" 121 Then we let Ey‘) = A_lcg-)‘) and ¢ = A~1cWM. So we can rewrite (178)
and (179)
. M
V@) =3 EE.A)K% (z,2) + a® + bV, (181)
j=1
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where ¢V, a® and 8™ satisfy the following conditions:

) ()
(B2 + AMIDEN + 1 (Z(”H =1y and T" [2 ey (ZWH =TTy, (182)

> 1
¢

1
¢

Now, as A — 0, (181) and (182) become:

M
RO (z) = 6§0+)K1 (xzj,x) + al®) 40", (183)
=1 ‘
where é(0+), a(oﬂ, and (0" satisfy the following conditions:

Y [2.e0) 41 o) =Yy and T' (XMW 4T o)
¢ |7e p(0") ol ¢ b0

The expressions (183) and (184) give the solution of (177) as A — 0, which is also the solution
to the variational problem (24).

=T'y. (184)

Appendix P. Possible Generalizations
P.1 Deep Networks and Other Architectures

For deep networks with L layers, if we only train the output layer, then we actually train a
linear model. We can actually write down the exact form of the NTK. However it is unclear
whether we can write the explicit form of implicit bias in this case.

In the case of shallow networks, we show that training only the output layer is similar
to training all parameters. Our analysis of shallow networks is based on this. However, in
the case of a deep network, training only the output layer is no longer similar to training all
parameters. If we train all model parameters, the results from Lee et al. (2019); Lai et al.
(2023) show that the model still is approximated by a linearized model. The result on kernel
norm minimization (Zhang et al., 2020) holds in this case. It will be interesting to study the
explicit form of the kernel norm, and extensions of our analysis to the case of training all
parameters of deep networks.

P.2 Other Loss Functions

We have focused on the implicit bias of gradient descent for regression. For this type of
problems, one often considers a loss function (per example) which has a single finite minimum.
Roughly speaking, our description of the bias is in terms of smoothness properties of the
solution functions. There are various works on the implicit bias of gradient descent for
classification problems, e.g., Soudry et al. (2018). In this case, the implicit bias is often
formulated in terms of maximum margins.

In our analysis, some theorems require that the loss function is mean square error (MSE).
In Theorem 10, the gradient flow is a linear differential equation if we use MSE. If we use
a different loss, this will be more complicated. However, we think that the results can be
generalized. We are also using the result from Lee et al. (2018), which is based on MSE.
According to them it is not clear whether their result will still apply for other loss functions.
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Theorems 12 and 13 are about a variational problem that is derived from Theorem 20, in
relation to the minimization of ||§ — #2]|2. Theorem 20 remains valid for other loss functions
beside MSE. To sum up, if we can generalize the Theorem 10 and the result of Lee et al.
(2018) to other loss functions, then we can generalize our main result in Theorem 1 to other
loss functions as well.

P.3 Other Optimization Procedures

It would be interesting to extend the analysis to modifications of the basic gradient descent
optimization procedure. The implicit bias of different optimization methods has been
studied by Gunasekar et al. (2018a) covering some instances of mirror descent, natural
gradient descent, Adam, and steepest descent with respect to different potentials and norms.
In particular, they show that the implicit bias of coordinate descent corresponds to the
minimization of the 1-norm of the weights. It will be interesting to work out the explicit
form of these descriptions in function space.
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