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Learning from multiple related tasks by knowledge sharing and transfer has become increas-
ingly relevant over the last two decades. In order to successfully transfer information from
one task to another, it is critical to understand the similarities and differences between
the domains. In this paper, we introduce the notion of performance gap, an intuitive and
novel measure of the distance between learning tasks. Unlike existing measures which are
used as tools to bound the difference of expected risks between tasks (e.g., H-divergence or
discrepancy distance), we theoretically show that the performance gap can be viewed as a
data- and algorithm-dependent regularizer, which controls the model complexity and leads
to finer guarantees. More importantly, it also provides new insights and motivates a novel
principle for designing strategies for knowledge sharing and transfer: gap minimization.
We instantiate this principle with two algorithms: 1. gapBoost, a novel and principled
boosting algorithm that explicitly minimizes the performance gap between source and target
domains for transfer learning; and 2. gapMTNN, a representation learning algorithm that
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reformulates gap minimization as semantic conditional matching for multitask learning.
Our extensive evaluation on both transfer learning and multitask learning benchmark data
sets shows that our methods outperform existing baselines.

Keywords: Performance Gap, Transfer Learning, Multitask Learning, Regularization,
Algorithmic Stability

1. Introduction

Transfer and multitask learning have been extensively studied over the last two decades (Pan
and Yang, 2010; Weiss et al., 2016). In both learning paradigms, the underlying assumption is
that there is common knowledge that can be transferred or shared across different tasks. This
sharing of knowledge can lead to a better generalization performance than learning each task
individually. In particular, transfer learning improves the learning performance on a target
domain by leveraging knowledge from different (but related) source domains, while multitask
learning simultaneously learns multiple related tasks to improve the overall performance.
However, not all tasks are equally related, and therefore sharing some information may be
more beneficial than sharing other. In this work, we investigate how to quantify the similarity
between tasks in a manner that is conducive to better knowledge-sharing algorithms. While
the two paradigms of transfer and multitask learning are conceptually intertwined, they
have typically been studied separately. From the theoretical aspect, most existing results
on transfer learning primarily focus on domain adaptation (Ganin et al., 2016), where no
label information is available in the target domain. As a result, the benefits of transfer
learning when target labels are available have remained elusive, and existing generalization
bounds require additional assumptions for domain adaptation to succeed, which cannot be
accurately estimated due to the lack of labeled examples in the target domain (e.g., the
labeling function is A-close to the hypothesis class (Ben-David et al., 2007, 2010)). Similarly,
for multitask learning, most existing methods and theoretical results only consider aligning
marginal distributions to learn task-invariant feature representations (Maurer et al., 2016;
Luo et al., 2017a) or task relations (Zhang and Yeung, 2012; Bingel and Sggaard, 2017; Shui
et al., 2019; Zhou et al., 2021c¢), without taking advantage of label information of the tasks.
Consequently, the features can lack discriminative power for supervised learning even if their
marginal distributions have been properly matched.

In this paper, the fundamental question we address is: when label information is available,
how can we leverage it to measure the distance between tasks and to motivate concrete
algorithms that share and transfer knowledge between the tasks? To this end, we develop a
unified theoretical framework for transfer learning and multitask learning by introducing
the notion of performance gap, an intuitive and novel measure of the divergence between
different learning tasks. Intuitively, if the learning tasks are similar to each other, the
model trained on one task should also perform well on the other tasks, and vice versa.
We formalize this intuition by showing that the transfer and multitask learning model
complexities (and consequently their generalization errors) can be upper-bounded in terms
of the performance gap. Our formulation eventually leads to gap minimization, a general
principle that is applicable to a large variety of forms of knowledge sharing and transfer,
and provides a deeper understanding of this problem and new insight into how to leverage
the labeled data instances. Gap minimization is, to the best of our knowledge, the first
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unified principle that accommodates both transfer and multitask learning with the presence
of labeled data. On the other hand, the specific form that gap minimization takes depends
on the underlying transfer or multitask learning approach, and therefore the performance
gap can be viewed as a data- and algorithm-dependent regularizer, which leads to finer and
more informative generalization bounds. On the algorithmic side, the gap minimization
principle also motivates new strategies for knowledge sharing and transfer.

Our analysis is based on algorithmic stability (Bousquet and Elisseeff, 2002). Most
existing theoretical justifications for transfer and multitask learning in the literature based
on algorithmic stability have examined the convergence rate of the stability coefficient under
the assumption that the model complexity (and hence the loss function) of an algorithm is
upper-bounded by a fixed constant. However, as we demonstrate in this work, the model
complexity itself can be viewed as a function of the performance gap, which lends a new
perspective on transfer and multitask learning algorithms. In particular, we show in a
diversity of settings that a small performance gap equates to a small model complexity.
This provides mathematical evidence for the intuition that if two tasks are similar to each
other, transfer or multitask learning across these two tasks can successfully improve model
performance. Usefully, in many cases, this performance gap is modulated by algorithm
parameters (e.g., instance weights or representational parameters) and can therefore be
minimized. In some settings, our analysis does not reveal immediate gap minimization
strategies; in such cases, our analysis still provides theoretical insights that reveal when
knowledge sharing and transfer can successfully improve performance.

We instantiate the principle of gap minimization with three algorithms: gapBoost for
transfer learning in classification problems, gapBoostR for transfer learning in regression
problems, and gapMTNN for deep multitask learning. gapBoost and gapBoostR are based on
four rules derived from our generalization bounds that explicitly minimize the performance
gap between source and target domains. As boosting algorithms, they offer out-of-the-box
usability and readily accommodate any base algorithm for transfer learning. To make gap
minimization feasible in a deep learning setting, we create gapMTNN by reformulating the
gap minimization problem as semantic conditional matching. In addition, we also derive a
theoretical analysis on representation learning based on the notion of conditional Wasserstein
distance (Arjovsky et al., 2017; Shui et al., 2021), which justifies our algorithm and motivates
practical guidelines in the deep learning regime.

The remainder of this paper is organized as follows. Section 2 provides a brief overview
of related work. Section 3 presents the preliminaries and notions used for our analysis. Our
main theoretical results are presented in Section 4, followed by gapBoost and gapMTNN
described in Section 5. The experimental results are reported in Section 6. Section 7 presents
our conclusions and avenues for future work.

An earlier version of some of the results in this paper appeared in the International
Conference on Artificial Intelligence and Statistics (Wang et al., 2019b) and in Advances in
Neural Information Processing Systems (Wang et al., 2019a). This submission substantially
extends those results, containing: (1) extension of prior theoretical results to other transfer
and multitask learning scenarios in Sections 4.1.2, 4.1.3, 4.2.1, and 4.2.3; (2) gapBoostR,
a novel transfer boosting algorithm for regression problems in Section 5.1; (3) gapMTNN,
a novel multitask representation learning algorithm in Section 5.2; and (4) additional
experiments on transfer regression multitask learning problems in Sections 6.1.1 and 6.2.
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More importantly, in addition to the theoretical results and algorithms developed for two
specific learning scenarios in our previous works, this paper presents a comprehensive
and unified framework for both transfer and multitask learning based on the notion of
performance gap, which opens up avenues for future work.

2. Related Work

A large number of theoretical analyses on transfer learning and multitask learning have been
developed. Thus, we briefly review the most related work.

2.1 Transfer learning

Most results in transfer learning have been obtained for the domain adaptation setting,
where label information in the target domain is generally not available (Pan and Yang, 2010;
Wilson and Cook, 2020). To deal with the lack of label information in the target domain,
multiple works have used the H-divergence to measure the distance between two domains
in terms of the data distribution in the feature space for binary classification (Ben-David
et al., 2007; Blitzer et al., 2008; Ben-David et al., 2010). This theory was later extended to
the general loss function by introducing the discrepancy distance (Mansour et al., 2009),
Wasserstein distance (Redko et al., 2017), and Jensen-Shannon divergence (Shui et al.,
2022b).

For transfer learning based on instance weighting, the concept of distributional stability
was introduced by (Cortes et al., 2008) to analyze the generalization gap between the perfect
weighting scheme and the kernel mean matching (KMM) (Huang et al., 2007). Other works in
this setting studied a transfer learning algorithm that minimizes a convex combination of the
empirical risks of the source and target domains (Blitzer et al., 2008; Ben-David et al., 2010).
In the context of representation learning, theoretical results focus on learning transferable
representations (Liang et al., 2020). For instance, (Zhang et al., 2019) proposed a domain
adaptation margin theory based on the hypothesis-induced discrepancy. The importance of
task diversity was studied by (Tripuraneni et al., 2020), who obtained statistical guarantees
for transfer learning by studying the impact of representation learning for transfer learning.
Another approach adopted a Bayesian perspective of causal theory induction and used these
theories to transfer knowledge between different environments (Edmonds et al., 2020). In
addition, it has been revealed that the function of the source domain data can be interpreted
as a regularization matrix which benefits the learning process of the target domain task (Liu
et al., 2017c). However, as the proof schema in this latter work does not exploit the label
information in the source domain, the generalization bound does not verify the benefits of
source data. On the other hand, the fundamental limits of unsupervised domain adaptation
have been investigated, showing that there is no guarantee for successful domain adaptation
if label information is not available (Zhao et al., 2019).

When target label information is available, several transfer learning algorithms with
theoretical justifications have been proposed. A boosting approach was proposed to reweight
the data from different domains (Dai et al., 2007; Wang and Pineau, 2015). While the
effectiveness of the algorithm has been empirically verified, the theoretical analysis based on
VC-dimension did not demonstrate the benefit of transferred knowledge. Other work proved
the benefits of sparse coding by showing that by embedding the knowledge from the source
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domains into a low-dimensional dictionary, the resulting model had smaller Rademacher
complexity (Maurer et al., 2013). In the setting of hypothesis transfer, analysis of the
algorithmic stability has shown that good prior knowledge learned from source domains
guarantees not only good generalization, but also fast recovery of the performance of the
best hypothesis in the class (Kuzborskij and Orabona, 2013, 2017). More recent work has
focused on the setting where limited target labels are available. For example, (Mansour
et al., 2021) developed a novel meta-learning theory when learning limited target labels in
the presence of multiple sources. Another approach for semi-supervised domain adaptation
used entropy minimization (Saito et al., 2019). A novel, theoretically justified method for
semi-supervised domain adaptation has recently been proposed for using min-max to align
the marginal and conditional distributions between source and target domains (Li et al.,
2021). (Acuna et al., 2021) obtained a generalization bound based on the f-divergences of
different distributions. Other recent work studied minimax lower bounds to characterize the
fundamental limits of transfer learning in the context of regression (Kalan et al., 2020).

2.2 Multitask learning

There have also been extensive theoretical studies on multitask learning. For example, by
utilizing the notations of VC-dimension and covering number, the generalization bound of
multitask learning has been investigated under the assumption that the tasks share some
common hypothesis space (Baxter, 2000). Later, improved bounds were presented under
the assumption that the tasks are related in a way such that they share a common linear
operator which is chosen to preprocess data (Maurer, 2006), or the linear model parameters
lie in a low-dimensional subspace (Maurer et al., 2013, 2016). The latter work was also
extended to eigenvalue decomposition (Wang et al., 2016) and nonlinear model by gradient
boosting (Wang and Pineau, 2016). More recently, algorithm-dependent bounds have also
been analyzed, based on the notation of algorithmic stability (Zhang, 2015; Liu et al., 2017b).
Moreover, it has also been proved that the algorithmic stability method has the potential to
derive tighter generalization upper bounds than the approaches based on the VC-dimension
and Rademacher complexity (Liu et al., 2017b). Other work used random matrix theory
to analyze the performance of the multitask least-square SVM algorithm (Tiomoko et al.,
2020). (Zhang et al., 2020) studied generalization bounds from the perspective of vector-
valued function learning, specifically analyzing under what conditions multitask learning
can perform better than single-task learning.

In the context of representation learning, (Chen et al., 2018) proposed a method to balance
the joint training of multiple tasks to ensure that all tasks are trained at approximately the
same rate. (Shui et al., 2019) explored a generalization bound that combines task similarity
together with representation learning under an adversarial training scheme (Ben-David
et al., 2010; Shen et al., 2018). In the setting of deep multitask learning theory, (Wu et al.,
2020) showed that whether or not tasks’ data are well-aligned can significantly affect the
performance of multitask learning. A task grouping method was proposed to determine
which tasks should and should not be learned together in multitask learning (Standley et al.,
2020). This method is theoretically efficient when the number of tasks is large. Another
theoretical analysis was presented on the conflicting gradients (Yu et al., 2020b). The
authors also presented a method to mitigate this challenge in multitask learning. The regret
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bound was studied for online multitask learning in a non-stationary environment (Herbster

et al., 2020).

One drawback of theoretical results in both transfer and multitask learning is that they
either do not explicitly exploit the distribution distance between tasks or only consider
marginal distribution alignment, which does not take the label information into consideration.
As a result, they usually require additional assumptions to ensure the algorithms succeed
(e.g., the combined error across tasks is small (Ben-David et al., 2010)), which may not
hold in practice. In contrast to existing theoretical results that rely on the distribution
distance defined over the input or feature space (e.g., H-divergence or Wasserstein distance),
our analysis takes advantage of label information by relating performance gap with model
complexity and provides a unified framework that encompasses a variety of transfer and
multitask learning algorithms.

3. Preliminaries

In this section, we first introduce the notation and problem settings for transfer learning
and multitask learning. Then, we define several notions that are later used as tools for our
analysis.

3.1 Problem Settings

Let z = (z,y) € X x Y be a training example drawn from some unknown distribution D,
where z is the data point, and y is its label, with ) = {—1, 1} for binary classification and
Y C R for regression. A hypothesis is a function h € H that maps X to the set )’ (sometimes
different from )), where H is a hypothesis class. For some convex, non-negative loss function
0:Y x Y Ry, we denote by ¢(h(zx),y) the loss of hypothesis h at point z = (z,y). Let
S = {z; = (z4,y:)}Y; be a set of N training examples drawn independently from D. The
empirical loss of h on S and its generalization loss over D are defined, respectively, as
Ls(h) =+ Zf\;l 0(h(z;), i), and Lp(h) = E,p[l(h(z),y)]. We consider the linear function
class in a Euclidean space, where the hypothesis h € H has the form of h(x) = (h,z), but
our analysis is also applicable to a reproducing kernel Hilbert space. We also assume that
|lz]l2 < R,Vz € X for some R € Ry, and the loss function is p-Lipschitz continuous for some
peR,.

In the setting of transfer learning, we have a training sample S = {S7,Ss} of size
N = Ny + Ns composed of St = {z] = (27, yZT)}l:G drawn from a target distribution
D7 and S5 = {25 = (25,¢y5)}5 drawn from a source distribution Ds. The objective
of transfer learning is to improve the generalization performance in the target domain by
leveraging knowledge from the source domain. In the setting of multitask learning, we
denote by S = {S}X | the K related tasks, where Sy = {2F = (aF, yF) ?2“1 is the k-th task
drown from a distribution Dy. For simplicity, we assume that Ny = N,Vk=1,..., K. The
objective of multitask learning is to improve the generalization performance of all k tasks by
sharing knowledge across them. Note that, in contrast to multitask learning in the computer
vision (Sermanet et al., 2013; Misra et al., 2016; Cordts et al., 2016; Doersch and Zisserman,
2017; Yu et al., 2020a) or multi-label learning (Zhang and Zhou, 2013; Gibaja and Ventura,
2015; Sener and Koltun, 2018; Liu et al., 2021) settings, where the learning paradigm of



GAP MINIMIZATION FOR KNOWLEDGE SHARING AND TRANSFER

each task can be different (e.g., classification, regression, detection, and localization) or each
instance has multiple labels, we study the setting where the tasks share the same label space
Y, but each task k is sampled from a different (yet related) distribution Dy, (Zhang, 2015;
Maurer et al., 2016; Liu et al., 2017b; Wang et al., 2019b; Zhang et al., 2020).

3.2 Definitions

Our main analysis tool is the notion of uniform stability (Bousquet and Elisseeff, 2002;
Mohri et al., 2018), as introduced below.

Definition 1 (Uniform stability) Let hg € H be the hypothesis returned by a learning
algorithm A when trained on sample S. An algorithm A has B-uniform stability, with 8 > 0,
if the following holds:

Suglf(hs(fﬂ),y) —U(hgi(x),y)| <B VS, S,

where S is the training sample S with the i-th example z; replaced by an i.i.d. example 2.
The smallest such B satisfying the inequality is called the stability coefficient of A.

Our analysis assumes that the loss function is p-Lipschitz continuous, as defined below.

Definition 2 (p-Lipschitz continuity) A loss function ¢(h(x),y) is p-Lipschitz contin-
uous with respect to the hypothesis class H for some p € Ry, if, for any two hypotheses
h,h' € H and for any (xz,y) € X x Y, we have:

|£(h(@), y) — €W (2),9)] < p|h(z) = 1 (2)]

We use the notion of Y-discrepancy (Mohri and Medina, 2012) to bound the difference
of expected risks between two tasks.

Definition 3 (Y-Discrepancy) Let H be a hypothesis class mapping X to Y and let
£:Y x )Y Ry define a loss function over Y. The Y-discrepancy distance between two
distributions D1 and Dy over X x Y is defined as:

diSty(Dl, Dg) = sup ‘ﬁpl(h) — ﬁpz(h)‘
heH

Remark 4 While disty(ﬁl,ﬁg) is defined taking into account the label information in the
target domain, estimating its empirical counterpart disty (S, S2) is still elusive (Wang et al.,
2019a). Therefore, the notion of Y-Discrepancy has limited practical use to motivate concrete
transfer and multitask learning algorithms.

4. Main Results

In this section, we provide the generalization bounds for a batch of representative transfer
and multitask learning algorithms. We define an algorithm-dependent notion of performance
gap for each algorithm, based on a straightforward intuition: if two domains are similar,
the model trained on one domain should also perform well on the other. In contrast to
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existing theoretical tools which bound the difference of expected risks between two different
distributions, our analysis reveals that each performance gap can be viewed as a data-
and algorithm-dependent regularizer, which can lead to finer performance guarantees and
motivate new strategies for transfer and multitask learning.

Specifically, we study the instance weighting, feature representation, and hypothesis
transfer approaches to transfer learning; and the tasking weighting, parameter sharing,
and task covariance approaches to multitask learning. Note that these approaches are not
isolated, but are intertwined with each other in various ways. As examples, parameter
sharing is equivalent to the task covariance approach with an appropriately chosen task
covariance matrix (Zhang and Yeung, 2010), and task weighting can be integrated with
representation learning for transfer learning (Shui et al., 2021) and multitask learning (Shui
et al., 2019; Zhou et al., 2021a).

4.1 Transfer Learning
4.1.1 INSTANCE WEIGHTING

We first investigate the instance weighting approach for transfer learning, where the objective
is to correct the difference between the domains by weighting the instances, which has been
widely adopted in the literature. Specifically, we analyze the following objective function:

ggﬁﬁg(h) + AR(h) , (1)

where £L(h) = ﬁg:(h) + ng(h) is the weighted empirical loss over the source and target
domains, R(h) is a regularization function to control the model complexity of h, and A
is a regularization parameter. The domain-specific weighted losses are given by Eg:(h) =

S Al =), yT) and L5 (h) = S5 45 4(h(2F),yF). The instance weights T = [[7;15],

with I'7 = [47,... ,VET}T eRYT and IS = [47,... ANsl T € RYS, are such that the overall weight
sums to one: SN AT 4 32V 45 — 1. As we consider the linear function class, the hypothesis

h has the form of an inner product h(xz) = (h,x), and we study the regularization function
R(h) = ||h]|3 throughout this paper unless otherwise specified.

A special case of (1) is to minimize a convex combination of the empirical losses of the
source and target domains (Blitzer et al., 2008; Ben-David et al., 2010; Liu et al., 2017¢):

minyLsy (h) + (1 = 7)Lss(h) + AR(R)

where v € [0, 1] is a weight parameter that controls the trade-off between target and source
domains. Note that we only investigate instance transfer from a single source domain, but
the extension to multi-source transfer is straightforward (Yao and Doretto, 2010; Eaton and
desJardins, 2011; Sun et al., 2011).

There are a variety of weighting schemes developed in the literature. The instance weights
can either be learned in a pre-processing step, such as kernel mean matching (KMM; (Huang
et al., 2007; Gretton et al., 2007; Cortes et al., 2008; Pan et al., 2011)) or direct density
ratio estimation (Sugiyama and Kawanabe, 2012), or incorporated into learning algorithms,
such as boosting (Dai et al., 2007; Pardoe and Stone, 2010; Yao and Doretto, 2010; Eaton
and desJardins, 2011) or probability alignment (Sun et al., 2011).

For instance transfer, we define the notion of performance gap as follows.
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Definition 5 (Performance gap for instance transfer) LetVs(h) = Egi (h) +nAR(h)

and V7 (h) = ,Cg:(h) + nAR(h) be the objective functions in the source and target domains,

where 1 € [0, %) Let their minimizers, respectively, be hs and hy. The performance gap for
instance transfer is defined as:

V=Vr+Vs,
where VS = Vg(hT) - Vg(hg) and VT = VT(hS) - VT(hT).

The following theorem bounds the difference between Lp, and Eg, which provides general
principles to follow when designing an instance weighting scheme for transfer learning.

Theorem 6 Let h* be the optimal solution of the instance weighting transfer learning
problem (1). Then, for any ¢ € (0,1), with probability at least 1 — §, we have:

Nlog%
2 )

Lp, (h*) < L5(h*) + ||y disty(Dr, Ds) + B+ (A + B+ ||[T]|B(T))

where B(T') is the upper bound of the loss function ¢, such that E(h(m),y) < B(I). g =
max{8],... ,B;GT, BT, ... ’6]\73} and A = Zl A %TBT+ZZ A 7S BS, with the weight-dependent
stability coefficients upper bounded by:

T, 2p2 S 2p2
67 < W0 ana s < BLE

Remark 7 Substituting ﬁzT and ﬁf into B and A, we can reformulate the upper bound as:

* * . I‘OC>2R2
Lo, (h7) < L5 + |1y disty(Dr, ) + 11"

2\ 2 P2 oo L
+<mmw+ymmR_HMMB@0/N;%_ @

Then, it can be observed that if v; = %,W € {1,...,N}, we recover the standard stability
bound from (2), which suggests assigning equal weights to all instances to achieve a fast
convergence rate, due to |T'|| and ||T||2. In particular, if |T||os (and hence |T(3) is O(%),

(2) leads to a convergence rate of O(ﬁ) In the setting of transfer learning, it is usually the

case that N7 < Ng. Consequently, we may have ||T'||o0 < NLT, which implies that transfer
learning has a faster convergence rate than single-task learning. On the other hand, as we
will show in Lemma § and Corollary 9, the loss bound B is also a function of I', which
suggests a new criterion for instance weighting.

Lemma 8 Let h* be the optimal solution of the instance weighting transfer learning problem
(1). Then, we have:

< + .
1Pl = \/2)\(1 —2n) 2 (3)

9
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By bounding the model complexity, we obtain various upper bounds for different loss
functions.

Corollary 9 The hinge loss function of the learning algorithm (1) can be upper bounded by:

\ 1sll3 + 1A 713
B(I) <1 .
() = +R\/2)\(12n)+ 2

For regression, if the response variable is bounded by |y| <Y, the £, loss of (1) can be

bounded by:
v Ihsl3 + Ia7l3
Sli2 T2
B < (v
”—( +R\/2A(1—2n)Jr 2 )

Remark 10 Lemma 8 shows that, given fixed weights, the model complexity (and hence the
upper bound of a loss function) is related to the intrinsic complezity of the learning problems
in source and target domains (measured by ||hs||3+||h7|3) and the performance gap between
them (measured by V). Intuitively, if two domains are similar, V should be small, and vice
versa. In other words, Lemma & reveals that transfer learning (1) can succeed when the
hypotheses trained on their own domains also work well on the other domains, which leads
to a lower training loss and a faster convergence to the best hypothesis in the class in terms
of sample complezity. If we assume B to be constant as previous work has done (and not
dependent on T’ as we show in Corollary 9), then we would wrongly conclude that the optimal
weighting scheme should only focus on the trade-off between assigning balanced weights to
data points (i.e., treat source and target domains equally), as suggested by |T|l2 and ||T'||co,
and assigning more weight to the target domain sample than to the source domain sample,
as suggested by |T°||1. However, Lemma § reveals that, even though this leads to a smaller
stability coefficient, its convergence rate may still be slow if the performance gap is high, due
to the higher model complexity. In other words, a good weighting scheme should also take
minimizing the performance gap into account.

In contrast to previous analyses, which usually require additional assumptions to charac-
terize the difference between the source domains and the target domain — e.g., A-closeness
between a labeling function and hypothesis class (Ben-David et al., 2007, 2010), or bound-
edness of the difference between the conditional distributions of the source domain and
the target domain (Wang and Schneider, 2015) — our analysis takes advantage of the label
information in the target domain and does not make any assumption on the relatedness
between the domains, as such property has already been characterized by the performance
gap, which can be estimated from the training instances.

4.1.2 FEATURE REPRESENTATION

Feature representation is another important approach to transfer learning, which aims to
minimize the domain divergence by learning a domain-invariant feature representation.
Specifically, we consider a predictor (h o ®)(z) = h(®(x)), where ® : X — Z is a feature
representation function, and h is a linear hypothesis defined over Z such that h(z) =

10
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(h,z),Vz € Z. For any fixed representation function ®, we analyze how it can affect the
complexity of h by studying the following objective function:

min LE(h) + AR(R) , (4)

where LE(h) = E?T(h) + Eqs’s (h) is the combined empirical loss, and the empirical target
and source losses are respectively given by E%’T(h) =+ Zf\z ((h(®(x])),y]) and £%’S(h) =
N,
% > E(h(®(2)), yP).-
For feature representation, the performance gap can be defined in a similar way as for
instance weighting.

Definition 11 (Performance gap for feature transfer) LetVs(h) = E?S(h) + nAR(h)
and Vr(h) = ﬁgT(h) + nAR(h), respectively, be the objective functions in the source and

target domains, where n € |0, %), and let their minimaizers, respectively, be hs and hy. The
performance gap for feature representation transfer is defined as:

V=Vr+Vs,
where Vs = Vs(ht) — Vs(hs) and V7 = Vr(hs) — Vr(hr).

Theorem 12 Let h* be the optimal solution of the transfer learning problem (4). Then, for
any § € (0,1), with probability at least 1 — &, we have:

Lp,(h*) < LE(W) + WS disty (D2, DE) + 21 4 ( P g3

AN A +B(@)> 2N

where disty(D?f,Dg’) 1s the Y-discrepancy between two domains defined over Z x Y induced
by .

Similarly, B(®) and hence ||h*||]2 can be upper bounded in the same way as in Lemma 8.

Lemma 13 Let h* be the optimal solution of the feature representation transfer learning
problem (4), hy, hs, and V be defined as in Definition 11. Then, ||h*||2 can be upper
bounded by (3) as in Lemma 8.

Note that, unlike in Theorem 6, where the )-discrepancy is a constant independent of the
algorithm, here it is defined over the learned feature representation ®, and can therefore be
optimized. However, estimating disty(D?i7 Dg’) from finite samples is challenging in practice.
In (Wang et al., 2019a), it has been shown that in a binary classification problem, the
Y-discrepancy can be upper bounded from a finite sample by constructing a classification
problem, where the positive target examples and negative source examples are positively
labeled, and the negative target examples and positive source examples are negatively labeled.
However, how to extend this notion to the more general multiclass classification problem
remains elusive. Moreover, it has been shown recently that aligning two distributions by
minimizing the )-discrepancy can be problematic when dealing with multiple tasks (Mansour
et al., 2021). Therefore, in most existing works, the feature representation is learned by
minimizing dist(Di‘Ir’, Dgf) and its variants (Ganin et al., 2016; Redko et al., 2017), defined as
follows.

11
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Definition 14 (Discrepancy) Let H be a hypothesis class mapping X to Y and let
£:Y xY — Ry define a loss function over Y. The discrepancy distance between two distri-
butions D1 and Dy over X is defined by:

diSt(Dl,Dg) = Sup ‘EDI (h,h/) - £D2 (h, h/)‘ y
h,h'eH

where we have slightly abused our notation without creating confusion by making Lp(h,h') =

Epp [E(R(2), I (2))].

If there exists an underlying labeling function f (i.e., a deterministic scenario) in the
hypothesis class H (f € H), then disty(D;,D2) can be bounded by dist(D;, D) (Mohri and
Medina, 2012).

Remark 15 While dist(Dy,D3) can be accurately and efficiently estimated from finite
samples by adversarial training (Ben-David et al., 2010; Ganin et al., 2016), it is only
defined over the marginal distribution of input features and therefore does not leverage label
information. In other words, neither the discrepancy nor the YV-discrepancy can motivate
concrete and efficient algorithms that leverage the label information for knowledge transfer in
general. Gap minimization indicates a new principle to leverage the label information in the
target domain, which is complementary to existing transfer learning strategies. Specifically,
in addition to learning an invariant feature space across source and target domains (e.g.,
adversarially), a good representation should also minimize the performance gap between the
domains.

4.1.3 HYPOTHESIS TRANSFER

In hypothesis transfer, we consider the setting where we are given a training sample S7
from the target domain and multiple hypotheses {hk}szl learned from K source domains
as in (Kuzborskij and Orabona, 2013, 2017). Let = = [¢1,...,&x] " be fixed weights of the
source hypotheses. Then, the objective function of hypothesis transfer is given by:

min Ls-(h) + AR (h) (5)

where RZ(h) = ||h — (H,Z)||3, H = [h1,...,hk]" is the ensemble of K hypotheses.
For hypothesis transfer, the performance gap can be defined as follows.

Definition 16 (Performance gap for hypothesis transfer) Let hy be the minimizer
of Ls,(h), the empirical loss in the target domain. The performance gap of hypothesis
transfer is defined as:

V =Ls;((H,5)) = Lsy(hT) -

Theorem 17 Let h* be the optimal solution of the transfer learning problem (5). Then, for
any 0 € (0,1), with probability at least 1 — §, we have:

2 p2 2 p2 1
N . PR 2p°R log 5

Lp (h") < Ls (MW7) + + + B(= .
(") sr(h”) ANT ( A ( )> 2NT
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Remark 18 As no source sample is available, the convergence rate of B has the order of
O(NLT), which has been shown in (Perrot and Habrard, 2015). It has been proved that a
fast convergence rate can be achieved under certain conditions (Kuzborskij and Orabona,
2015, 2017), but the analysis therein is restricted to linear regression. More importantly,
their theoretical results do not motivate any approach to leveraging the knowledge of multiple
source hypotheses. In contrast, the following Lemma indicates a finer bound on the model
complexity of h* and suggests a principled scheme combining source hypotheses.

Lemma 19 Let h* be the optimal solution of the hypothesis transfer learning problem (5).

Then, we have:
R Vv -
1712 < A/ 5 + K B2 - (6)

Remark 20 Lemma 19 indicates that in order to reqularize the target hypothesis, one should
assign the weights of source hypotheses in a way such that it can approach towards the target
optimal solution as much as possible. When the number of tasks is smaller than the input
feature dimension, it can be viewed as a low-dimensional embedding of the target solution
into the space spanned by source hypotheses (Maurer et al., 2013, 2014).

4.2 Multitask Learning
4.2.1 TASsKk WEIGHTING

The first multitask learning approach we investigate is task weighting (Shui et al., 2019),
where the objective function of the j-th task is:

min LY (h) + AR(n) | (7)

where L, (h) = % iy €(h(2), yf), and £§ (h) = 34y 1 La (h). T =[] T €
TK = {’yi; >0, Z§=1 7,1 = 1} are the task relation coefficients for the j-th task. Note that I/
is task-dependent, and we do not force fyf = ’y]Z In other words, (7) can capture asymmetric
task relationships.

For the task weighting approach to multitask learning, the performance gap is defined as
follows.

Definition 21 (Performance gap for task weighting) Let Vi.(h) = Ls, (h) + n\R(h)
be the loss function of the k-th task, where n € [0,1), and let hy be its minimizer. For any

given simplex T9 € YX. The performance gap of task weighting with respect to the j-th task
1s defined as:

V=Y Vr(hy) — Vi)
k#j

Note that the performance gap of the j-th task is defined in terms of the losses over the other
tasks k # j.
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Theorem 22 Let h;- be the optimal solution of the task weighting multitask learning problem
(7). Then, for any § € (0,1), with probability at least 1 — &, we have:

p,(h;) < Lg ( j)"‘Z'Yk isty(Dj, k)"‘i/\N
Py

(T ]Joo + IT7[13)P*R* | [T ][00 11y KNlog ;
+< N + =B —= .

Remark 23 By leveraging the instances from other tasks, the weighted multitask learning

problem (7) may achieve a fast convergence rate of(’)(\/ﬁ) when 7y, = % On the other hand,

Theorem 22 suggests that Egj(h;f) and disty(Dj, Dy,) should also be taken into consideration
in order to minimize the upper bound in Theorem 22. Specifically, IV is chosen by balancing
the trade-off between LY (h), Dkt v]. disty(Dj, D), ||T7||oc, and ||T9||3. Intuitively, the task
coefficients {yi}szl should capture the relatedness between tasks. Therefore, one should
assign a small value to 'yi; if Ls, (h}) and disty(D;, D) are large. (Shui et al., 2019) replace
disty(Dj, Dy) by dist(D;, Dy) for computing wi, and therefore the label information is ignored
when measuring the distance between tasks. As complementary to this approach, the following
Lemma suggests an additional criterion for learning T7.

Lemma 24 Let h;’f be the optimal solution of the task weighting multitask learning problem
(7). Then, we have:

* v 7,
||hj||2§\/)\(1177)+||hj”% ~ (8)

Remark 25 Similar to Lemma 8, Lemma 2/ indicates that merely balancing the trade-off
between assigning balanced weights to tasks and assigning more weight to the j-th task can
still be insufficient to achieve a high generalization performance due to the performance gap.
Intuitively, Lemma 24 implies another principle that one should also assign more weight to
the tasks over which h; performs well (i.e., Vi(hj) is small).

Integrating with Representation Learning The task weighting approach can also be
integrated with representation learning for multitask learning (Shui et al., 2019). Specifically,
the objective function becomes:

. TJ9,®
fg}ﬁs (h) + AR(h) , (9)
where £ (h) = £ SN 0(h(@(2F)), yF), £5 % (h) = K A1£2 (h). Also, let VE(h) =
S N 2ui=1 L Yi)y g k=1 Tk Sy, - ) k
Egk (h) +nAR(R) and V;(®,T7) =37, ;7 [V,?(hj) — V2 (hi)], where hy is the minimizer
of V2 (h). Note that given a fixed set of weights IV, V; is only a function of ®, not h. Then,
we can obtain the generalization bound for task weighting multitask representation learning.
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Corollary 26 Let h; be the optimal solution of the task weighting multitask learning problem
(9). Then, for any § € (0,1), with probability at least 1 — 6, we have

* * 2R2 F] >
ﬁpj (hj) FJ 2 h + Z”y dZSty CD) + p)\w
k#j

(I oo + T7113)p* R? | [IT7|]oo i KNlog ;
+< NG + = B(@.1Y) .

where disty(D;-b,D;f) s the Y-discrepancy between tasks j and k over Z X Y induced by ®.
Besides, the model complexity can be bounded in the same way as in Eq. (§).

4.2.2 PARAMETER SHARING

Another widely used multitask learning approach is parameter sharing, where the objective
function is:

1 K

min — Z [Ls,, (hi) + Ry (hy)]
{hk}le k=1

To exploit the commonalities and differences across the tasks, the parameter sharing approach
assumes that for each task, the model parameter h; can be decomposed as hy = wy + wy,
where wy is a global parameter that is shared across tasks, and wy is a task-specific model
parameter (Evgeniou and Pontil, 2004; Parameswaran and Weinberger, 2010; Liu et al.,
2017b). To this end, we analyze the following multitask formulation:

K
min 3 [£, (w0 4+ wg) + dollwol3 + Ml ] (10)
{we —
where A\g and A are the regularization parameters to control the trade-off between the
empirical loss and the model complexity. Furthermore, they also balance model diversity
between the tasks. If \g — oo, (10) reduces to single-task approaches, which solve T' tasks
individually, and if A — oo, (10) reduces to pooling-task approaches, which simply treat all
the tasks as a single one.

For the parameter sharing approach to multitask learning, the performance gap is defined
as follows.

Definition 27 (Performance gap for parameter sharing) For any task k, let Vi (h) =

Ls, (h) + A||h]|3 be the single-task loss, where \ = %, and let the pooling-task loss be

Vo(h) = + Zéil (Ls, (h) + Xo||h]13). Let hi and ho, respectively, be the minimizers of V)
and Vy. The performance gap for parameter sharing is defined as:

=

V = KWo(ho) = > Villu) -
k=1
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Theorem 28 Let {w;;}kK:O be the optimal solution of the parameter sharing multitask
learning problem (10) and let h; =wy+wj,Vj=1,...,K. Then, for any task j and any
0 € (0,1), with probability at least 1 — §, we have:

SO

log

Lo,(K}) < L5, (1) + 5+ (NG + B, M| o2

and the stability coefficient B can be upper bounded by:

2R2 2R2
P L

B <
MEKN AN

Remark 29 Theorem 28 shows how the reqularization parameters Ay and A control the
stability coefficient B;. In particular, B; achieves a fast convergence rate in (’)(K—lN) as
A — oo, with the risk that the empirical loss can be high. Ao — oo leads to the single-task
solution with the convergence rate in (’)(%), and therefore there is no benefit of multitask
learning. When K = 1, we obtain the stability coefficient B; of single-task learning with the
same reqularization strength. If we further set \g = X\, we can show that the ratio between
overall convergence rates of multitask and single-task learning is % R % In other words,
Theorem 28 formalizes the intuition that the parameter sharing approach can be viewed
as a trade-off between single-task and pooling-task learning. To obtain good generalization
performances, one should the control balance between the model diversity and training loss
across the tasks by tuning Ag and A. Note that in order to make a fair comparison between
the multitask and single-task learning methods, Lp;(h}) is upper bounded in terms of Ls; (h;‘)

rather than + Ziil Ls, (h).

Lemma 30 Let {w,’:}szo be the optimal solution of the parameter sharing multitask learning
problem (10) and let h; =wj+wj,Vj=1,...,K. Then, we have:

* v 7
115112 < /5 + 113 -

Remark 31 Lemma 30 connects the model complexity of parameter sharing multitask
learning (10) to the diversity between tasks, which is measured by the performance gap
between pooling-task learning and single-task learning. It formalizes the intuition that the
parameter sharing approach can work when tasks are stmilar to each other in a way such
that pooling-task learning and single-task learning have similar learning performances.

4.2.3 TASK COVARIANCE

In addition to task weighting, another approach to capturing the task relationships is learning
with a task covariance matrix. Specifically, the objective function is formulated as:

K
1
min - ;cs,xhk) +R(H) , (11)
where H = [h1,...,hx]' is the ensemble of K hypotheses, R(H) = tr(H Q" H). tr(-)
denotes the trace of a square matrix, and ) € Slf is a positive definite matrix that captures
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the pairwise relationships between tasks. From a probabilistic perspective, the regularizer
R(H) corresponds to a matrix normal prior over H, with Q capturing the covariance between
individual hypotheses (Zhang and Yeung, 2010; Zhang, 2015).

Remark 32 Let M = I — %, where J is the all-one matrixz. Then, it can be shown

that (10) is a special case of (11) with Q™' = w1 4+ woM, where m = and

__AoA
2 K(Xo+X)
Ty = m (Evgeniou and Pontil, 2004).

For the task covariance approach to multitask learning, the performance gap is defined
as follows.

Definition 33 (Performance gap for task covariance) For any task k, let Vi(h) =
Ls, (h) + ﬁHhH% be the single-task loss, where Oumqy s the largest eigenvalue of 2, and
Vo(h) = + Zszl Ls, (h) +wl||h||3 is the pooling-task loss, where w be the sum of the elements
of Q1. Let hy, and hg, respectively, be the minimizers of Vi, and Vy. The performance gap
for task covariance is defined as:

K
V = KVo(ho) = > Vi(ha) -
k=1
Theorem 34 Let H* = [h],..., h}]T be the optimal solution of the task covariance multi-

task learning problem (11). Then, for any task j and any 0 € (0,1), with probability at least
1 -9, we have:

Lp;(h}) < Ls;(h}) + B+ (2NB + B(Q))

and the stability coefficient B can be upper bounded by:

Remark 35 When Q! = %I, where I is the identity matriz, we have ope = and

K
D
therefore the stability coefficient B is upper bounded by %, which is consistent with the fact
that (11) reduces to K individual single-task problems: Lg, (h) + ||hx||3 with Q71 = %I.
On the other hand, choosing Q) such that e < % leads to a faster convergence rate of 3;,

which indicates benefits of task covariance approach (11).

Lemma 36 Let H* = [hi,...,h}] be the optimal solution of the task covariance multitask
learning problem (11). Then, for any task j, we have:

. OmazV .
gl < /722 i

Remark 37 Lemma 36 reveals that the model complexity of the task covariance approach
(11) can be bounded in a similar fashion as in the parameter sharing approach (10). In
addition, Theorem 34 and Lemma 36 also indicate that one should also reqularize o q., which
can be achieved by penalizing tr(Q)), or equivalently penalizing the trace norm of H (Argyriou
et al., 2007; Pong et al., 2010; Zhang and Yeung, 2010; Zhang, 2015).
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5. Algorithmic Instantiations

We have now analyzed a variety of transfer and multitask learning approaches, and the
theoretical results have consistently shown that in order to achieve good generalization
performance, transfer and multitask learning algorithms should trade off empirical risk mini-
mization and performance gap minimization. To this end, we frame the general framework
of performance gap minimization for transfer and multitask learning as:

min L (h, ¥) + M V() + dor(h, ¥) (12)

where ¥ are the model parameters involved in gap minimization (e.g., instance weights,
representation layers of a deep net, or a task covariance matrix between tasks). In Eq. (12),
we have treated V as a data- and algorithm-dependent regularizer to guide the learning
of ¥, r(h,¥) accommodates other regularization functions over h and ¥ — e.g., fo-norm
regularization or marginal discrepancy between tasks (Ben-David et al., 2010; Ganin et al.,
2016; Zhou et al., 2021b,d; Shui et al., 2022c) — and A;, A2 are the parameters that bal-
ance the trade-off between the loss function and the regularization functions. In practice,
minimizing (12) leads to bilevel optimization problems, which are challenging to optimize
and require high computational cost for large-scale problems (Bard, 2013; Franceschi et al.,
2018). To see this, consider the instance weighting problem (1), which essentially boils down
to two nested optimization problems: the inner objective is to find hs and h7 by minimizing
the source and target domain losses, and the outer objective is to minimize (12). To realize
the principle of gap minimization sidestepping these optimization challenges, we present two
algorithms, one for transfer learning and one for multitask learning.

5.1 gapBoost and gapBoostR for Transfer Learning

Our primary algorithmic goal in this paper is to derive a computationally efficient method
that is flexible enough to accommodate arbitrary learning algorithms for knowledge sharing
and transfer. To this end, we consider the instance weighting problem (1) as an instantiation
of our framework (12), which aims to assign appropriate values to I" so that the solution
leads to effective transfer. Instead of solving (1) by bilevel optimization, we follow four
intuitively reasonable and principled rules motivated by Theorem 6:

1. Minimize the weighted empirical loss over the source and target domains, as suggested
by Eg.

2. Assign balanced weights to data points (i.e., treat the source and target domains
equally), as suggested by [|T'||2 and [|T']|cc-

3. Assign more weight to the target domain sample than to the source domain sample,
as suggested by ||T¥||;.

4. Assign the weights to the examples such that the performance gap V = Vs + V7 are
small.

Note that these rules are somewhat contradictory. Thus, when designing an instance
weighting algorithm for transfer learning, one should properly balance the rules to obtain a
good generalization performance in the target domain.
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Algorithm 1 gapBoost
Input: Ss, S, K, ps < p7 < 0, Ymax, a learning algorithm A

1: Initialize DY (i) = D (i) = yx

2: fork=1,...,K do

3:  Call A to train a base learner hy using Ss U Sy with distribution Df U D,;r
Call A to train an auxiliary learner h‘,g over source domain using Ss with distribution D,f
Call A to train an auxiliary learner h]/ over target domain using S7 with distribution D}
ek = Y0y DR ()L, (05) 98 + 2ich DT () Ln a7 )57
ay = log — 1= 6’“
fori=1,...,Ns do

B = PS“hS(mS)#hT(mS) T arly, @248

10: Dy (i) = DR (i) exp (57)
11:  end for
122 fori=1,..., Ny do

13: B = pT gl #nl o7) + Ly aT)e?
14: DZ+1(i) = DkT(z) exp (ﬂf)
15: end for

N .
16: Zk""l Zz 1 k:+1( >+ Z ! D]Z-Jrl( )
17: if any Dk+1( ) DZ—+1( ) > Ymax Zk+1 then
18: Df+1(i)’ Dz+1(l) = P)’maka:+1
19: end if
20: Normalize ijL1 and D,CJrl such that ZN‘S Dfﬂ( )+ ENT DkTH(') =1
21: end for

Output: f(z) = sign (Zszl akhk.(a:))

To this end, we propose gapBoost in Algorithm 1, which exploits the rules explicitly.
The algorithm trains a joint learner for source and target domains, as well as auxiliary
source and target learners (lines 3-5). Then, it up-weights incorrectly labeled instances
as per traditional boosting methods and down-weights instances for which the source and
target learners disagree; the trade-off for the two schemes is controlled separately for source
and target instances via hyper-parameters ps and p7 (lines 6-15). Finally, the weights are
clipped to a maximum value of Yyax and normalized (lines 16-20). 1. gapBoost follows Rule
1 by training the base learner hj at each iteration, which aims to minimize the weighted
empirical loss over the source and target domains. 2. By tuning vmax, it explicitly controls
|IT||co and implicitly controls ||T'||2, as required by Rule 2. Additionally, as each base learner
h is trained with a different set of weights, the final classifier f returned by gapBoost is
potentially trained over a balanced distribution. 3. Moreover, by setting p7 > ps, gapBoost
penalizes instances from the source domain more than from the target domain, implicitly
assigning more weight to the target domain sample than to the source domain sample, as
suggested by Rule 3. 4. Finally, as ps, pr < 0, the weight of any instance x will decrease
if the learners disagree (i.e., h‘,f(:c) =+ h[(x)) By doing so, gapBoost follows Rule 4 by
minimizing the gap V. 5. The trade-off between the rules is balanced by the choice of the
hyper-parameters pr, ps and Ymax.

Table 1 compares gapBoost various traditional boosting algorithms for transfer learning
in terms of the instance weighting rules. Conventional AdaBoost (Freund and Schapire,
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Table 1: Boosting algorithms for transfer learning.

Rulel Rule2 Rule3 Rule4

AdaBoost v v X X
TrAdaBoost v X v X
TransferBoost v X v X
gapBoost v v v v

1997) treats source and target samples equally, and therefore does not reduce |||y or
minimize the performance gap. On the other hand, TrAdaBoost (Dai et al., 2007) and
TransferBoost (Eaton and desJardins, 2011), as described in Appendix B, explicitly exploit
Rule 3 by assigning less weight to the source domain sample at each iteration. However, they
do not control ||T'||s or ||T'[|2, so the weight of the target domain sample can be large after a
few iterations. Most critically, none of the previous algorithms minimize the performance
gap explicitly as we do, which can be crucial for transfer learning to succeed.

The generalization performance of gapBoost is upper-bounded by the following proposi-
tion.

Proposition 38 Let f(x) = Zle arhi(x) be the ensemble of classifiers returned by
gapBoost, with each base learner trained by solving (1). For simplicity, we assume that
Zszl ar = 1. Then, for any 6 € (0,1), with probability at least 1 — d, we have:

202 R2 07; log 2
Lo (f) < Lsp(f) + 2=51=1/2log § + B(I)y/ op> -
where ’yz; s the largest weight of the target sample over all boosting iterations.

Remark 39 We observe that if 707; > NLT, the bound will be dominated by the second

term. Then, Proposition 38 suggests to set Ymaez = O(\/%T) to achieve a fast convergence

rate. On the other hand, as the loss function is convex, B(T') can be upper bounded by
B(T) < Zle aB(T'y), where Ty is the set of weights at the k-th boosting iteration. In
other words, one should aim to minimize the performance gap for every boosting iteration to
achieve a tighter bound.

Extending to Regression Problems Our principles can also be applied to boosting
algorithms for regression (Pardoe and Stone, 2010; Wu et al., 2019). In this section, we
explore AdaBoost.R2 (Drucker, 1997) that has been shown generally effective and propose
gapBoostR for regression problems in Algorithm 2. The high-level idea of gapBoostR is the
same as that of gapBoost. The main difference is that the error in regression problems can
be arbitrarily large since the output is real-valued. Therefore, we adjust it in the range [0, 1]
by dividing it by the largest error at each iteration, and the weight of an instance is updated
according to the value of the corresponding error.!

1. We simply use the absolute error as adopted in (Pardoe and Stone, 2010), but other error (e.g., squared
error) is possible (Drucker, 1997).
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Algorithm 2 gapBoostR

Input: Ss, S, K, ps < pr <0, fy,mx, a learning algorithm A4
1: Initialize DS (i) = D7 (i) =
2: fork=1,...,K do
3:  Call A to train a base learner hy using Ss U Sy with distribution Df U D,;r

s +N for all ¢

4:  Call A to train an auxiliary learner h‘,g over source domain using Ss with distribution D,f
5:  Call A to train an auxiliary learner h] over target domain using Sy with distribution D]
. _ o) —yT Nt
6 By =max {{|huef) =y} {ae]) = o7 17},
s _ |mGESH—vf T |hk x])—y;
€= 7& | and e 7o ‘
N
T e =Y, Di(i )6;“ + Z N DI (@)ef ;o an =
. S _ 5( hi (@) —h (a}
s B = max (1) - W) x —'—
hi (2] )=h] (2])
o B =max {|p$(T) - AL}, w _ Il D] [

10: fori:L...,Nsdo
11: B = pS“f,i + ake‘lg,ia Diiy1(i) = Dy (i) exp (57)
12:  end for
13:  fori=1,. NT do
14: 5T = PT’% + akﬁk i Dk+1( i) = DT( ) exp (37—)
15:  end for
N N )
160 Zpy1 = Df+1( + i DZH( )
17:  if Df+l(i),DZ—+1( ) > YmaxZk+1 then
18: Dngl(i)v DkT+1(i) = YmaxZk+1
19:  end if
20:  Normalize Df,, and D], such that ZNS Dy (i) + ZNT DL (i) =1
21: end for
22: Normalize o, such that Zszl ap = 1.

Output: f(z) = Zszl aghy(x)

5.2 gapMTNN for Multitask Learning

In this section, we instantiate the principle of performance gap minimization with gap
multitask neural network (gapMTNN), which jointly learns task relation coefficients and a
feature representation for multitask learning. Specifically, we consider a widely used deep
multitask learning architecture (Kumar and Daumé III, 2012; Maurer et al., 2014, 2016;
Shui et al., 2019; Zhou et al., 2021a) that consists of a feature extractor & shared across
tasks and task-specific classifiers {hi,...,hx}. Then, the weighted empirical loss for the
j-th task can be defined as:

LL(®, hyj, T7) Z’Vk; Z€ N,y .

In the view of Corollary 26 and Eq. (12), gapMTNN aims to minimize the following regularized
weighted empirical loss function:

min &, st. TV e YK vj | (13)
{h]};f—pq)v{r‘]}]l{—l; ’
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where:
& = LD, 7y, T7) + M\ V(D,T9) + Ao (@, T9) + N3 |TY| 3,

and rj(®,T7) = 3", £ fyj dmt(D‘I> D) measures the marginal discrepancy between task j
and the other tasks, which can be minimized by centroid alignment (Xie et al., 2018; Dou
et al., 2019; Zhou et al., 2021a).

In order to minimize the gap term V;, we note that for the task weighting approach, if
we ignore the regularization term in VJ‘»I’ (h), performance gap minimization is equivalent to
conditional distribution alignment. To see why, note that by definition, V; = 0 (regardless
of the loss function) when hj = hy over Sg,Vk # j. On the other hand, since we can
treat hj(®(x)) as an empirical model of the conditional probability D;I’(y\:n) over the
representation space induced by ® (e.g., using a softmax function), then V; vanishes
when D;D(y]:n) = Dy (y|lz),Vj # k. In other words, V; can be viewed as the overall
disagreement between conditional probabilities of the j-th task and the other tasks. In
consequence, we adopt centroid alignment to approach gap minimization due to its simplicity
and effectiveness (Luo et al., 2017b; Snell et al., 2017). Specifically, let S; be the set of
instances of the k-th task labeled with class c. Its centroid in the feature space is defined
as Cf = A SC| Z ok yFyesy, ®(x¥). Then, if all the classes are equally likely, the conditional

probability can be formulated as (Snell et al., 2017):

exp(=d(®(z), C))
> exp(—d(®(x),Cf))
where d(-,-) is a distance measure function (e.g., the squared Euclidean distance). It can

be observed that the conditional probability can be aligned if C} = C7,Vj = k. Therefore,
gap minimization can be achieved by minimizing the distance of the centroids across the

domains:
Vi i lles=cill;
k#j c
which can be solved by aligning moving average centroids (Xie et al., 2018).

On the other hand, the centroid can also be viewed as an approximation of semantic
conditional distribution if the instances on the latent space follow a mixture of Gaussian dis-
tributions with an identical covariance matrix: p(®(z)ly = ¢, (z,y) ~ Di) = N (uf, ¥) (Shui
et al., 2021), where N (1, X)) is the Gaussian distribution with mean p and covariance matrix
Y. Then, we develop the following proposition, which provides theoretical insights into
representation learning for multitask learning.

ply = c[®(x), (z,y) ~ Dy) =

Proposition 40 We assume the predictive loss is positive and p-Lipschitz. We also define
a stochastic representation function ® and we denote its conditional distribution as D(z|y) =
[, ®(z|z)D(zly). We additionally assume the predictor h is v-Lipschitz. Then, for any task
j the expected error in the multitask setting is upper-bounded by:

Lp,(h}) < L h* +mzykzm (Di(2|y) || De(2]y))
k#j y

where |Y| is the number of classes, and W1(-||-) is the Wasserstein-1 distance with {s distance
as the cost function.
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Algorithm 3 gapMTNN (one epoch)
Input: {S;}X |, initial task weights {T¥}X | and a learning rate a.
1: > DNN Parameter Training Stage (given {T*} ) «
2: for min-batch {(z¥,y¥)} from task {S;}X , do
3:  Compute the feature centroids for each task on the current batch; use moving average to
update the class centroids {Cg}%ﬁ
4:  Update the network parameters @, {h;} | by

O | LE + M\ Vg + Aot . oLk

P+ d—« 9% ohy

5: end for
6: > Update {T"*}_| by optimizing over Eq. (13) (given ® and {h;}£ ) <
Output: neural network parameters ®, {hy}X | and task relation coefficients {I*}5

Remark 41 It is worth mentioning that under proper assumptions, similar theoretical results
could be derived through other divergences such as the Jensen-Shannon (JS) divergence or
the Total Variation (TV) distance (Tachet des Combes et al., 2020). We present this result
in terms of the Wasserstein distance because it captures distribution shift better than the JS

or TV distances in cases where the distribution supports are not identical (Arjovsky et al.,
2017).

Proposition 40 introduces a (probabilistic) representation function ®(z|z). The resulting
upper bound on the risk is related to two functions: the representation function and the
prediction function. In contrast, conventional divergence-based theories operate directly
on the input space X without considering the effect of the representation function ®(z|z).
Proposition 40 provides a principled result for understanding the role of the representation
function in multitask learning.

The proposed gapMTNN algorithm is described in Algorithm 3. The high-level protocol
is to alternately optimize the neural network parameters @, {hk}le and the task relation
coefficients {Fk}é(:l. Concretely, within one training epoch over the mini-batches, we
fix {Fk}szl and optimize the network parameters. Then, at each training epoch, we re-
estimate {Fk}ﬁil via standard convex optimization?. Note that the regularization term
[[T7]|2 in &; leads to a quadratic programming problem, which encourages a uniform task
weighting scheme and prevents the relation coefficients from focusing only on q/j . The
regularization parameter A3 balances the trade-off between learning the single task and
leveraging information from the other tasks.

6. Experiments

In this section, we evaluate the proposed algorithms on both transfer and multitask learning
scenarios.

2. In our implementation, we use the CVXPY package for re-estimating the I'’s, as it is a standard convex
optimization problem.
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Table 2: Comparison of different methods on the 20 Newsgroups (top) and Office-Caltech
(bottom) data sets in term of error rate (%). gapBoost outperforms all baselines in the
majority of transfer problems, and is competitive with the top performance in the remaining
ones. Notably, the performance of gapBoost is considerably better in all cases than the
no-transfer baseline, AdaBoosty. Standard error is reported after the +.

AdaBoost7  AdaBoost7gs — TrAdaBoost — TransferBoost gapBoost
comp vs sci 12-45i0.47 13-45i0.48 12-03i0_41 8.83i0_37 7.68i0,25
rec vs sci 10-99:t0.37 11.79:|:0_35 10-03:|:0.36 7.93:|:0_30 7.39:|:0.21
comp vs talk 11.83:t0_42 14.57:|:0_47 10~67:|:0.37 6~45:|:0,25 7.10:‘:0.27
comp vs rec 15.80:‘:0.53 17~50:|:0.64 14.86:|:0‘67 12.11:|:0‘43 9.81:&0.29
rec vs talk 12-08i0,36 9-40i0.31 12-21i0.40 6.26i0.30 5.66i0,21
sci vs talk 11-74i0.49 10-52i0.37 10-13i0.46 6~45i0.26 5~92i0.24
avg. 12.48 12.87 11.66 8.00 7.26
A= C 43.8710.52 277610 85 37.5710.68 27.8610 82 27.0610 87
A—-D 32.6541.35 28.33+1.33 34.9311 43 28.9611 .38 25.081 37
A—-W 37.23+0.98 26.9411 17 31.0340.95 26.9541 15 24.3441 10
C— A 39.9240.74 20.32.0.50 29.1340.50 19.684.0.50 19.13 1053
C—D 27.8841.14 25.69+1.19 19.8411 09 23.4441 33 21.03+1.20
C—-W 30.2541.05 24.50+1.30 22.8640.95 23.4141.30 21.5541 .20
D— A 44.3040.45 40.8640.39 45.3310.48 40.5010.44 40.661.0.39
D—-C 44.0040.56 40.0940.46 43.7210.62 40.3540.46 40.0040.46
D—-W 50.63+0.58 49.64 4066 49.954065 49.63 1065 50.2410.62
W — A 42.91 4046 37.22.40 56 442440 50 37.021053 37.0440.52
W= C 44124950 37.9310.58 44.7810.65 37.79+0.56 37.48.0.50
W —D 40.6341 45 45.5241 58 40.0041 51 44.8841 58 41.7441 40
avg. 39.86 33.73 36.95 33.37 32.11

6.1 Transfer Learning

We evaluate gapBoost on two benchmark data sets for classification. The first data set we
consider is 20 Newsgroups®, which contains approximately 20,000 documents, grouped by
seven top categories and 20 subcategories. Each transfer learning task involved a top-level
classification problem, while the source and target domains were chosen from different
subcategories. The source and target data sets were in the same way as in (Dai et al., 2007),
yielding 6 transfer learning problems. The second data set we use is Office-Caltech (Gong
et al., 2012), which contains approximately 2,500 images from four distinct domains: Amazon
(A), DSLR (D), Webcam (W), and Caltech (C), which enabled us to construct 12 transfer
problems by alternately selecting each possible source-target pair. All four domains share
the same 10 classes, so we constructed 5 binary classification tasks for each transfer problem
and the averaged results are reported.

For gapBoostR, we evaluate it on five benchmark data sets: Concrete, Housing, Au-
toMPG, Diabetes, and Friedman. The first three data sets are from the UCI Machine
Learning Repository?, and the Diabetes data set is from (Efron et al., 2004). Following (Par-

3. Available at: http://qwone.com/~jason/20Newsgroups/.
4. Available at: http://www.ics.uci.edu/~mlearn/MLRepository.html.
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Table 3: Comparison of different methods on five regression benchmark data sets in term of
RMS error. gapBoostR consistently outperforms all the other baselines. Standard error is
reported after the =+.

AdaBoost.R27 AdaBoost.R27gs TrAdaBoost.R2 gapBoostR

Concrete 12-06i0.89 9~91i0.50 10.2510477 7~77i0.38
Housing 6-63i0_82 5~52i0.35 6.19i0.71 4~15i0.27
AutoMPG 5.24:|:0_35 3.69:|:0,17 3.69:‘:0.14 3~25:|:0.16
Diabetes 76.3244 38 74.08 42,77 67.8943.34 59.0141 32
Friedman 3.87:&0,29 4.92:|:0‘16 4.57:‘:0.11 2.91:|:0'17
avg. 20.82 19.62 18.52 15.42

doe and Stone, 2010), for each data set, we identify a continuous feature that has a moderate
degree of correlation (around 0.4) with the label. Then, we sort the instances by this
feature, divide the set in thirds (low, medium, and high), and remove this feature from the
resulting sets. We use one set as the target and the other two as sources, for a total of three
experiments for each data set, and the averaged performances are reported. In the Friedman
data set (Friedman, 1991), each instance consists of 10 features, with each component x;
drawn independently from the uniform distribution [0,1]. The label for each instance is
dependent on only the first five features:

y=a110 Sin(ﬂ'(bll‘l + Cl)(b2$2 + 62)) + a220(b3x3 +c3 — 0.5)2
+ a310(b4x4 + 64) + a45(b5a:5 + 05) —l—N(O, 1) ,

where a;, b;, and ¢; are fixed parameters. To construct regression transfer problems, we
follow (Pardoe and Stone, 2010) and set a; = b; = 1 = ¢; = 1 for the target domain, and
draw each a; and b; from N(1,0.1) and each ¢; from N(1,0.05) for each source domain.

6.1.1 PERFORMANCE COMPARISON

We evaluated gapBoost against four baseline algorithms: AdaBoosts trained only on target
data, AdaBoostygs trained on both source and target data, TrAdaBoost, and TransferBoost.
Logistic regression is used as the base learner for all methods, and the number of boosting
iterations is set to 20. The hyper-parameters of gapBoost were set as Ymax = ﬁ as per
Remark 39, p7 = 0, which corresponds to no punishment for the target data, and ps = log %

In both data sets we pre-processed the data using principal component analysis (PCA)
to reduce the feature dimension to 100. For each data set, we used all source data and a
small amount of target data (10% on 20 Newsgroups and 10 points on Office-Caltech) as
training data, and used the rest of the target data for testing. We repeated all experiments
over 20 different random train/test splits and the average results are presented in Table 2,
showing that our method is capable of outperforming all the baselines in the majority of
cases. In particular, gapBoost consistently outperforms AdaBoosts, empirically indicating
that it avoids negative transfer.

For regression tasks, we evaluated gapBoostR against AdaBoost.R27, AdaBoost.R27¢.s,
and TrAdaBoost.R2, an extension of TrAdaBoost to the regression scenario (Pardoe and
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Figure 1: Test error rates (%) with different sizes of target sample on different tasks and
on average across all tasks. gapBoost consistently outperforms the baselines on all regimes
of target sample size. Since gapBoost more effectively leverages the target instances, its

improvement over the baselines is more noticeable as the target sample size increases. Error
bars represent standard error.

Stone, 2010), as described in Appendix B. The results, reported in Table 3, demonstrate
that gapBoostR consistently outperforms all the other baselines for all the regression tasks.

6.1.2 LEARNING WITH DIFFERENT SIZES OF TARGET SAMPLE

To further investigate the effectiveness of the gap minimization principle for transfer learning,
we varied the fraction of target instances of the 20 Newsgroups data set used for training,
from 0.01 to 0.8. Figure 1 shows full learning curves on three example tasks, as well as the
average performance over all six tasks. The results reveal that gapBoost’s improvement over
the baselines increases as the number of target instances grows, indicating that it is able to
leverage target data more effectively than previous methods.
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Figure 2: Test error rates (%) averaged across all tasks with respect to the values of the
hyper-parameter ps for varying sample sizes. The rightmost graphic shows results averaged
over all sample sizes. gapBoost becomes less sensitive to the choice of ps as the target sample

grows larger. In all cases, there is a range of ps that outperforms all baselines. Error bars
represent standard error.

6.1.3 PARAMETER SENSITIVITY

Next, we empirically evaluated our algorithms’ sensitivity to the choice of hyper-parameters.
We first fixed pr = 0 and varied exp(ps) in the range of [0.1,...,0.9]. Figure 2 shows the
results averaged over all transfer problems on the 20 Newsgroups data set, showing that as
the size of the target sample increases, the influence of the hyper-parameter on performance
decreases. In particular, we see that we are able to obtain a range of hyper-parameters for
which our method outperforms all baselines in all sample size regimes.

6.1.4 INCREASE THE WEIGHT OF A TARGET INSTANCE WHEN AUXILIARY LEARNERS
COINCIDE

To further minimize the gap, we can modify the weight update rule for target data: 87 =
PTﬂhf(zT)zhkT(zT) +agly, o7y, With p7 > 0. We vary ps and p7 together, and the results
are shown in Figure 3. It can be observed that gapBoost can achieve even better performance
by focusing more on performance gap minimization (i.e., choosing large ps and p7). As the
target data increase, the results are less sensitive to the hyper-parameters.
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Figure 3: Test error rates (%) with varying ps and py. The valley curves correspond to
p1 = 0 (i.e., the purple curves in Figure 2). Hence, regions below the curve indicate better
hyper-parameters.

6.2 Multitask Learning

Next, we examined gapMTNN on four benchmark data sets: Digits (Shui et al., 2019),
PACS (Li et al., 2017), Office-31 (Saenko et al., 2010), and Office-Home (Venkateswara
et al., 2017). The Digits data set consists of tasks: MNIST, MNIST_-M (M-M), and SVHN,
with 10 digit classes in each task. The PACS data set consists of images from four tasks:
Photo (P), Art painting (A), Cartoon (C), Sketch (S), with 7 different categories in each task.
The Office-31 data set is a vision benchmark consisting of three different tasks: Amazon, Dsir
and Webcam, with 31 classes in each task. Office-Home is a more challenging benchmark
with four different tasks: Art (Ar.), Clipart (Cl.), Product (Pr.) and Real World (Rw.),
each of which has 65 categories.

Following the evaluation protocol in prior work (Long et al., 2015; Shui et al., 2019; Zhou
et al., 2021a), we evaluated gapMTNN against the baselines when only part of the data is
available. For the Digits data set, we randomly select 3K, 5K and 8K instances for training.
For the SVHN data set, we resize the images to 28 x 28 x 1; we do not apply any data
augmentation on the Digits data set. A LeNet-5 (LeCun et al., 1998) model is implemented
as the feature extractor and three 3-layer MLPs are deployed as task-specific classifiers, with
the features from the classifier being of size 128. For the experiments on PACS data set, we
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Table 4: Comparison of different methods on the Digits data set in terms of error rate (%).

gapMTNN outperforms all baselines in terms of average performance.

Uniform Weighted Adv.H Adv.W Multi-Obj AMTNN gapMTNN
MNIST 6.07+3.24 10.6943.31  9.9041.21 3.2140.62 24841027 3.13+0.22 3.23+0.28
SVHN 42.7310.42 29.7841.78  29.181051 30.50+1.06 45.2240.32 22.864+0.92 19.6240.42
3K MNISTM 22881258 23.624+3.05 18.804+1.33 18.67+0.71 23.094053 19.184154 18.9840.51
avg. 23.89 21.36 19.29 17.46 23.60 15.07 13.94
MNIST 3.75+1.19 8.20+2.71 8.13+2.57 2.52+10.15 1.7810.21 2.28+0.14 2.54+0.40
SVHN 31.9742.93 26404311 26.40+1.61 27.37+122 38841080 21.60+0.78 17.47+0.47
5K MNIST_M 20.864+3.12 25.764+0.88 16.27+1.37 16.584041 19.7840.74 16.4341.13 17.5441.091
avg. 18.86 20.12 16.93 15.49 20.13 13.44 12.52
MNIST 2.26+0.50 7.66+2.59 5.07+1.58 1.8940.32 1.5040.31 1.90+0.16 3.04+0.05
SVHN 28.63+10.93 25.881+155 20.8610.31 24.56+11.06 30.061088 19.791134 15.9010.28
8K MNIST M 16.3242.19 23.1243097 14.844034 15.704043 17.214049 16.924512 15.4640.35
avg. 15.74 18.89 13.59 14.05 16.27 12.87 11.47

Table 5: Comparison of different methods on the PACS data set in terms of error rate (%).
gapMTNN outperforms all baselines in most tasks.

Uniform Weighted Adv.H Adv.W Multi-Obj  AMTNN gapMTNN

A 212441114 17324108 23.231164 21224700 20584181 17.241038 19.3710.42
C 18.1741.420 13.7841057 15.68+0.42 16.114792 16.62471.31 13.3310.38 12.07+0.41

10% P 12.91i0‘37 10.32i1‘12 11-73i0462 12~43i1438 12.97i0‘48 8.74i0.91 5.57i()‘51
S 16.62+0.62 15.1040.71 16.00x0.61 15.984+0.88 17.0841.05 18.78+081 8.1140.52

avg. 17.24 14.13 16.66 16.44 16.81 14.52 11.28

A 17.2140.82 14.901089 17.36+0.83 16.4241 49 17.2540.52 14.90+0.32 16.5540.36
C 13.3340.87 12.1410.72 12.2040.67 15.2140.52 12.4540.44 11.2340.33 10.1810.56

15% P 10.73410.72  8.8241.04 10.08+0.67 15474072 10.91t064 7.13+0.44 5.4510.43
S 15.094067 12.731072 13.9110.43 16.031056 13.501052 14.221051 6.8710.42

avg. 14.09 12.15 13.39 15.78 13.53 11.87 9.76

A 15911089 13.8841056 15.641070 16.4541047 15.731088 12.641022 13.6710.30

C 12411:&0,82 10427:{:()'42 12436:{:()'33 10445:{:0,73 11427:{:0,40 10409;{:0.56 8.40:‘:0'43
20% P 9.52+0.61 7.9141.03 8.5440.42 8.6210.45 9.0240.33 6.2740.39 4.47+0.44
S 14214121 11.644080 11.6840.41 12.734056 11.240.73 12.2740.12  6.1610.24

avg. 12.94 10.93 12.06 12.06 11.81 10.32 8.18

randomly selected 10%, 15% and 20% of the total training data for training. We adopted
the pre-trained AlexNet model (PyTorch implementation; (Paszke et al., 2019)) as a feature
extractor, removing the last fully-connected layers, yielding a feature dimension of size 4096.
For the Office-31 and Office-Home data sets, we adopted the ResNet-18 model as a feature
extractor by also removing the last fully-connected layers of the original implementations,
yielding a feature dimension of size 512. We followed the evaluation protocol of (Zhou et al.,
2021a) by choosing 5%, 10% and 20% of the data for training. We trained the networks
using the Adam optimizer, with an initial learning rate of 2e — 4, decaying by 5% every 5
epochs, for a total of 120 epochs. Additional details on the experimental implementation
can be found in Appendix C.
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Table 6: Comparison of different methods on the Office-31 data set in term of error rate
(%). gapMTNN outperforms all baselines in the majority of tasks.

Uniform  Weighted Adv.H Adv.W Multi-Obj  AMTNN gapMTNN

Amazon 38.73+1.32 36.6940.23 34.21+1.12 33.50+189 31.1311.18 36.67+1060 31.77+1.67
DSlI‘ 28.18;&2_12 12.57:‘:2,33 26~45j:0.78 28418:{:1_09 27451:{:1_44 19488:{:1_56 13425:{:1_40
5% Webcam 27.88i1412 15-09i0456 28.64i0472 30.08i0492 27.73i0441 14.64io430 14~18i0.89
avg. 31.60 21.45 29.77 30.59 28.79 23.73 19.73
Amazon 26.82i0‘51 29.36i1‘21 28.98i0439 25.31i1413 25.36i0439 28.73i1,20 23~56i0.63
Dslr 19.36+1.44 7.911+0.01 15914001 14.0940.80 13.18+1.12 7.2140.890 7.87+1.81
10% Webcam 17.89:{:0_91 11.60:{:1_33 10.56:{:0_14 1431:{:0.78 13.08i0_7g 10.41;{:1.21 8.16:‘:1,54
avg. 21.36 16.29 18.48 17.90 17.21 15.45 13.20
Amazon 20~56j:0.84 23.21;&0_93 20.3110_53 20-73:{:0.56 20-77:{:0.78 19.80:{:0_91 17-3810.89
Dslr 8.8241.01 3.4040.71  6.3140.67 6.1740.44 7.9110.63 5.8241.22 3.6540.81
20% Webcam 6.914¢.82 4.404+0.52 6.32+40.64 7.77+0.90 5.2640.56 5.5840.89 4.0810.72
avg. 12.10 10.34 10.98 11.56 11.31 10.40 8.37

Table 7: Comparison of different methods on the Office-Home data set in terms of error rate
(%). gapMTNN outperforms all baselines in most tasks.

Uniform Weighted Adv.H Adv.W Multi-Obj  AMTNN gapMTNN
Ar. 73.8240.31 T73.18+156 72274144 73214082 74361150 67.50+1.33 61.91410.35
ClL. 69911022 687841183 67.9411.45 67.311045 68.294171 65.454090 60.0111.02
5% Pr. 42.3640.13 40.8140.43 40441073 41.704089 41.324132 43.7240.78 37.8510.82
Rw. 52.60+1.11 49.451190 48911093 52.921037 48.471089 50.1441175 43.9610.27
avg. 59.67 58.06 57.39 58.79 58.11 56.70 50.93
Ar. 64.184067 61.814103 61.0310.89 61.5040.82 65.3840.92 58.894+1.02 55.6710.70
ClL. 56.73+10.63 54.684161 54.2111.78 55.641067 56.6611.43 52.451083 48.5010.87
10% Pr. 32.86+0.42 30.88+0.23 30.61+0.41 32.441067 33.85+150 31.6l1072 28.7610.45
Rw. 43.18;&1_31 41~67j:0.78 41~20:l:0.56 40~46j:0.89 43.19:{:0_73 41~10j:0_90 37.82:‘:0'27
avg. 49.24 47.26 46.76 47.51 49.77 46.01 42.69
Ar. 54.5410.82 52.0740.12 53.344051 52.1240.49 53.804082 51.111050 51.2041.03
ClL. 43.8810.61 43.2910.89 43.4511.13 43.331056 43.441050 39.3441041 39.1510.93
20% Pr. 25.6240.67 24.361056 24.3840.43 24.5941.12 25.744067 24.641040 23.4510.7s
Rw. 37414062 35.2040.89 34.8840.74 34.304078 37.244056 35.3140.44 33.3810.73
avg. 40.36 38.73 39.01 38.59 40.06 37.60 36.80

6.2.1 PERFORMANCE COMPARISON

We adopted the following algorithms as baselines:

e Uniform: Treating all the tasks equally without any task alignments for training the
deep networks.

o Weighted: Adapted from (Murugesan et al., 2016), apply a weighted risk over all the
tasks, where the weights are determined based on a probabilistic interpretation.

e Adv.H: Implementing the method of (Liu et al., 2017a) with the same loss function
while training with H-divergence as the adversarial objective.
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Figure 4: Task relation coefficient matrices learned by gapMTNN on the Digits data set with
training set of 3K, 5K, and 8K instances, respectively

e Adv.W: Implementing the method of (Liu et al., 2017a) with the same loss function
while training with the Wasserstein distance based adversarial training method.

e Multi-Obj: Treating the multitask learning problem as a multi-objective problem (Sener
and Koltun, 2018).

e AMTNN: A Wasserstein adversarial training method for estimating the task rela-
tions (Shui et al., 2019).

The results on Digits, PACS, Office-31, and Office-Home data sets are, respectively,
reported in Tables 4 — 7. It can be observed that gapMTNN outperforms the baselines in
most cases. In particular, compared with AMTNN, which only aligns marginal distributions,
gapMTNN has a large margin of improvement especially when there are few labeled instances
(e.g., 5% of the total instances), which confirms the effectiveness of our methods when
dealing with limited data.

6.2.2 VISUALIZATIONS OF TASK RELATION COEFFICIENTS

In order to further verify the task weighting principles of gapMTNN, we visualize the task
relation coefficients I' learned from the Digits data set, as shown in Figure 4. From the
figure, we observe the following: (1) the task coefficients are non-uniform and asymmetric,
which highlights the importance of properly choosing the coefficients for combining the
tasks rather than simply treating them equally. (2) The coefficients between MNIST and
MNIST_M are higher than the coefficients between SVHN and MNIST or MNIST_M, which
is reasonable as SVHN is less related to the other tasks (Shui et al., 2019). (3) MNIST
is assigned a higher weight to itself than the other tasks (see the diagonal entries of the
matrices). This can be due to the fact that MNIST is a relatively easy task, and therefore
can be learned well without leveraging the knowledge from other tasks too much. (4) From
left to right, the values of diagonal entries of the matrices indicate that each task relies on
the other tasks less as the number of training instances increases. This is also reasonable
since once the sample size of each individual task becomes larger, the benefit of knowledge
transfer and sharing is less significant for multitask learning.
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B Uniform [ Weighted Adv.H [ Adv.w [ Multi-Obj. [ AMTNN [ gapMTNN
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Figure 5: Time comparison on different data sets.

6.2.3 RUNNING TIME COMPARISON

To show the efficiency of the gapMTNN method, we compared its training time against
the baselines. Specifically, we evaluated multitask learning algorithms on the Digits (8K),
PACS (20%), Office-31 (20%) and Office-Home (20%) data sets, and report the relative time
comparison of one training epoch in a relative percentage bar chart in Fig. 5. It can be
observed that as gapMTNN adopts the centroid alignment strategy, it achieves comparable
efficiency with Multi-Obj, and is more efficient than the adversarial training based methods
(e.g., Adv.H, Adv.W and AMTNN), especially on the Office-Home data set. Taking the
results reported in Tables 4 — 7 into consideration, gapMTNN can improve the performances
on the benchmark data sets while reducing the time needed for training.

6.2.4 ABLATION STUDIES

We conducted ablation studies on the Office-31 data set with 20% of the data to verify each
component of gapMTNN. We compared the full version of gapMTNN with the following
ablated versions: (1) cls. only: train the model uniformly with only the classification objective.
(2) w/o marginal alignment: we omit the marginal alignment objective and train the model
with semantic matching and task relation optimization. (3) w/o semantic matching: we omit
the semantic conditional distribution matching objective and train the model with marginal
alignment objective with task relation optimization. (4) w/o cvz opt.: we omit task relation
estimations and train the model with marginal alignment and semantic matching objectives.
(5) w/o marginal & semantic: we remove both adversarial and semantic learning objectives.
The results of the ablation studies are presented in Table 8, showing that distribution
matching is crucial for the algorithm. Both marginal and conditional distribution matching
improve learning performance.
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Table 8: Ablation studies on Office-31 data set.

Method Amazon Dslr WebCam | Avg.
Cls. only 20.6:|:0,8 8.8:|:1,0 6.9:‘:0,8 12.1
w /o marginal 18.940.0 3.5401 39102 8.8
w/o sem. matching | 18.841 1 34407 4.8404 9.0
w/0 cvx opt. 18.2403 4.7409 3.8405 8.9

w/o marginal & 202405  3.9103 4.6103 9.6
sem. matching

Full method 17.4:|:0.9 3-7:|:0.8 4.1+0.7 8.4

7. Conclusion

In this paper, we propose the notion of performance gap to measure the discrepancy between
the tasks with labeled instances. We relate this notion with the model complexity and show
that it can be viewed as a data- and algorithm-dependent regularizer, which eventually leads
to gap minimization, a general principle that is applicable to both transfer learning and
multitask learning. We propose gapBoost, gapBoostR, and gapMTNN as three algorithmic
instantiations that exploit the gap minimization principle. The empirical evaluation justifies
the effectiveness of our algorithms.

The principle of performance gap minimization opens up several avenues for knowledge
sharing and transfer. For example, it could be used to analyze strategies for other knowledge
sharing and transfer scenarios such as domain generalization, multi-label learning, lifelong
learning, or even knowledge transfer across different learning paradigms (e.g., between
classification and regression). It could also be adopted for fair learning (Shui et al., 2022a,d).
On the theoretical side, future directions could include extending the notion of performance
gap to unlabeled data for domain adaptation, and to non-stationary environments. We plan
to explore these questions in future work.
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Appendix A. Proof of Theoretical Results
A.1 Instance Weighting

In order to prove Theorem 6, we need some auxiliary results.
Lemma 42 Let E% = Egl + ﬁgz. Then, for any h € H, we have

Lp, (h) < Lp + |1 disty (D1, Da)
Proof

Loy (h) — L5 (h) < |Lp, (h) — L5, (k) — Ly (h)

= |Lp,(h) — (1 —v2)Lp, (h) — y2Lp,(h)] linearity of expectation

= |T?]l1 |£p, (h) — L, ()]

< ||IT?||1 disty (D1, D2) definition of Y-discrepancy distance
|

Definition 43 (Weight dependent uniform stability) Let hg € H be the hypothesis
returned by a learning algorithm A when trained on sample S weighted by I'. An algorithm
A has weight dependent uniform stability, with B; > 0, if the following holds:

sup |((hs(x),y) — Uhgi(x),y)| < B, VS,

where S° is the training sample S with the i-th example z; replaced by an i.i.d. example 2.
We bound the generalization error for weight dependent stable algorithms.

Lemma 44 Assume that the loss function is upper bounded by B > 0. Let S be a training
sample of N i.i.d. points drawn from some distribution D, weighted by I', and let hg be
the hypothesis returned by a weight dependent stable learning algorithm A. Then, for any
0 € (0,1), with probability at least 1 — §, the following holds:

Nlog +
Lp(hs) < Li(hs) + B+ (A + B+ [TleB)\| =5

where 8 = max{B;},, A =N 7B and [ = max{y}¥,.
Proof Let ®1(S) = L5 (hs) — L5 (hs). Then, by the definition of ®'', we have
[@(8) — @(5)| < [Lp(hs) = Lp(hsi)| + |Cs(hs) + Lgi(hsi)] -
By the stability of the algorithm, we have®
1L (hs) — Lp(hsi)| = [Eznpll:(hs)] — Esnpll(hsi)]| < B

5. We write £ (h(x),y) as £.(h) for simplicity.
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where 8 = max{3;}¥ ;. In addition, we also have

L5 (hs) = L (hgi)| = | Y 7i(ls; (hs) = £ (hgi)) +7i(Ls; (hs) — Loy (hsi)
i

<Y sy (hs) — €y (i)
J#i
<> 7B+ 7B
j#i
<A+ |IB

+ i

lz(hs) = L(hsi)

Consequently, ®! satisfies |®!(S) — ®F(S%)| < sz\il viBi + B+ [|[I'||ecB. By applying
McDiarmid’s inequality, we have

—2¢?
Pr|[®(S) > e+ E[D(S Sexp( ) . 14
2() 2 e+ E[R(S)] < exp 1 (1)
. . _9¢2 . . Nlog% .
By setting § = exp (N(A+,3+||FH<X,B)2), we obtain € = (A + 38+ ||T'||B) 5. Plugging
e back to (14) and rearranging terms, with probability 1 — 0, we have
Nlog%
O(S5) <E[R(S)] + (A + B+ [Tl B) 5 (15)

By the linearity of expectation, we have E[®(S)] = Eg_pn~ [L5(hs)] — Egopn[L5(hs)]- By
the definition of the generalization error, we have

Egpn[Lh(hs)] = Egpn+1[l:(hs)] -
On the other hand, by the linearity of expectation, we have

N
Egpn[L5(hs)] = Egpn [Z Yilz, (hs)

i=1

= Egopra [L(hs)]

where S’ is a sample of N data points containing z drawn from the data set {5, z}. Therefore,
we have

E[®(S)] < [Es.opn[lz(hs)] — Eg .oprr [L:(hs)]]

< ES,ZNDN+1 [|£.(hs) — L.(hs)]] Jensen’s inequality
<pB
Replacing E[®(S)] by 8 in Eq. (15) completes the proof. [ |

Lemma 45 shows that the instance weighting algorithm has weight dependent stability.
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Lemma 45 The instance weighting transfer learning algorithm with a p-Lipschitz continuous
loss function and the regularizer R(h) = ||h||3 has weight dependent uniform stability, with

2 R2
YiP
fi < A

Proof Let Vg(h) = L5(h) + AR(h). By the definition of Bregman divergence, we have

dysi (hs, hsi) + dvs (hsi, hS) = ,Cgi (hs) — ['gi (hsi) + Lg(hsi) — ﬁg (hg)
=i (L((hs, x5), y;) — L hgi, 7),97) + L(Chgi, i), yi) — €((hs, i), i)
<71 (p|{hs — hgs, ai)| + p|(hs — hgi, @i)])
< 2y;pR||hs — hgil|y

where hg and hg: are, respectively, the optimal solutions of Vg and Vgi. The first equality
holds because of the first-order optimality condition (Boyd and Vandenberghe, 2004) of Vg
and Vg:, and the last two inequalities are, respectively, due to the Lipschitz continuity of
loss function ¢ and the Cauchy-Schwarz inequality.

Since dyg(hs,hgi) = daxr(hgi,hs) = A|hs — hgi||3, by the non-negative and additive
properties of Bregman divergence, we have

Mlhs — hgill3 < vipR||hs — hsilly
which gives

YipR
o

[hs = hgill2 <

Consequently, by the Lipschitz continuity of ¢ and the Cauchy-Schwarz inequality, we have

vip” 2
-

Bi <

Proof [Proof of Theorem 6] Combining Lemmas 42, 44 and Lemma 45, we immediately
obtain Theorem 6 [ |

Proof [Proof of Lemma 8| By the definition of hy, hs, and h*, we have

Vs(hs) <Vs(h®), and Vr(hr) <Vr(h7) ,
which gives

Vs(hs) +Vr(hr) < V(RY) + (2n = AR(R) . (16)
On the other hand, we also have

V(h*) < V(hs) , (17)
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and
V(h*) < Vihy) . (18)
From (16) and (17), we have

AL =2n)R(A*) < V(R*) — Vs(hs) — V7 (hT) (19)
< V(hs) = Vs(hs) — V1 (hT)
= V7 + A1 —n)R(hs) — nAR(hT)

Similarly, from (16) and (18), we also have
A1 =2n)R(h") < Vs + AL —n)R(h7) — nAR(hs) (20)

Combining (19) and (20) gives

R(h*) < 2)\(1vz277) + % (R(hs) + R(hT)) .

Substituting R(h) = ||h||3 concludes the proof. [ |

A.2 Feature Representation

Proof [Proof of Theorem 12| Following a similar proof for Theorem 6, we can first show
that

Lp, (ho®)— Lp(hod®) < %MDT(}L 0®) — Lpg(hod®)| < %disty(Dﬁ{}, D) . (21)

Similarly, we also have

log(3)

Lp(hgo®) < Lg(hgo®)+ [+ (2NS+ B) oN (22)
and
2 2
p°R
< . 2
p<lR (23)
Combining (21), (22) and (23), we immediately obtain Theorem 12. |

A.3 Hypothesis Transfer

Proof [Proof of Theorem 17| The proof of Theorem 17 follows readily from Theorem 14.2
and Proposition 14.4 in (Mohri et al., 2018), and therefore is omitted here. [ ]
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Proof [Proof of Lemma 19] Let V(h) = Lg(h) + A||h — (H,E)||3. By the definition of h*,
we have

V(") <V((H,E)) = Lo (B) + NP = (H,B)|[5 < Ls((H,E))

= (Dl < o Eor U E) = Lo (8
el < S I = L) iy ),
il < o S UEED — LsrOr) oy oy,

A.4 Task Weighting

Proof [Proof of Theorem 22| The proof of Theorem 22 follows a similar line as in Theorem 6.
Let £ (h) = S5 7.Lp, (h). Then, we have

K K
Lo, (h) — L5 (h) = 7L, (h) = > ~1Lp, () (24)
k=1 k=1
<> i |Lp,(h) — L, (h)|
k#j
<> i disty(D;, Dy)
k#j

On the other hand, let hg be the hypothesis returned by the task weighting multitask
learning approach. Then, by Lemma 44, we also have

: : , ) A KN log 3
LY (hs) < L (hs) + B+ (A + 5 + H ]\ﬂ B)\/ 20g >, (25)

where 37 = max{ﬁi}le, and A = Zszl yiﬁi
Similarly, by Lemma 45, we can prove that

J 2 p2
i MR
) < <k : 2
Combining (24), (25), and (26), we immediately obtain Theorem 22. |
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Proof [Proof of Lemma 24| Let V(h) = Y1, 'yiﬁk(h)—i—)\R(h), Vi(h) = Li(h)+nAR(h),VE =
1,..., K. Then, we have

K
Vi(hi) < Vi(h3) = > A Ve(he) <
k=1 k=1

K
= > k() + nAllF][3] Z w(B5) +nAlR5 13
k=1

M=
=

=

On the other hand, for any 71]-, we also have

K
V(h3) < V(hy) =Y ALe(h}) + AR5 < Zvéﬁk i)+ AR5,
k=1 k=1
which gives
K ~ K K
> k() + nABel3] <D AL Le(BD) +nAIR5113 < (0 — DAIRSIE + > 1 La(hs) + Allyl13
k=1 k=1 k=1

= (L=n)X !Ih*|\2<27i£k )+ Allhll3 — kaﬁk h) + 0| 3]
k=1

K
= (L=mAIRII3 < (1= m)Allhy \!2+Z’m (L3 (hg) + nAlRG11B] = [ v lLe(r) + nAl Il 13]
k=1

= (L=mAIBIIE < (L =mAllRylI3 + D 37 Vi(hy) = Vie(h)]

k#j
- \Y%
h* < h 2 -
= ]l < \/II B+ =

A.5 Parameter Sharing

Proof [Proof of Theorem 28] The proof of the upper bound of Lp, (h;) follows quite readily
from Theorem 14.2 in (Mohri et al., 2018). We only prove the upper bound of 3.
Let W = [wg, w1, ..., wk]|. We define the convex function Vg(W) as

Vs(W) = Ls(W) + N (W),
where Ls(W) = + S Ls, (wo + wy,) is the empirical loss of W over S, and N'(W) =

Xol|woll3 + & Zle ||wg||3. Note that N (W) is a strictly convex function with respect to
W. By the definition of Bregman divergence and the first-order optimality condition of V,
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we have
dVSj (WS, WS;) + dVS (WS]Z , WS)

s/

1 Y .
~ KN (f((wog —i—sz,a:g ) yl) —€(<w05§ +sz;;,$g Yyl

(2

+ €(<w05'; + w]g]z,xz%yf) - £(<w05 + w]Sa'TZ%yi))

)

, (27)

1 j/

< ﬁ(ﬂ‘@’os — Wogi T Wjg — Wjgis T )
2pR

= KN Hwos ~ Wosi T Wis — Wi

j
+p ‘(wos — Wosi twjg— sz;:’ﬂfﬁ

2

where S;- is the training set S with the i-th training example of the j-th task, zf , replaced

-/
by an i.i.d. point z/ . The last two inequalities are, respectively, due to the Lipschitzness of

the loss function £ and the Cauchy-Schwarz inequality. On the other hand, by the definition
of N (W), we also have

dN(WS;ZaWS) = dN(WSst;Z)
A& A&
= Xol|wos|[3 + 7 Z lwis|l5 — <A0|w05;|\% % Z Hwks;‘.H%)
=1 k=1
2\ 2\
_ <WS — WS;, [2/\011103]@, fwls;;_, ey KwKS;_]>
Py Py
= Xo||wos] |3 + T ; ||lwgsll3 + <A0|wos;i|\% + T kz_l |’wks;i|’%>

2 2
_ <WS, [2)\01005];, ?U)LS;L_, PN K'U)Ks]z:| >

2 )\ K 2
+72Hwk — Wi qi
2 K}F1 s Silla

= Ao Hwos — Wog:

(28)

Combining (27) with (28), and applying the non-negative and additive properties of Bregman
divergence, we have, for any task j, the following holds:

\ 2\ 2 \ 2 & 2
Wog — WQ gi —i-wa‘ — Wi i < Hw —wogil|| +—= Hw — Wk ci
OH 0S 0s: o K Js Isi|g 0 0S 05 ) Kg_l kS ks )
o H
< ——||lwpg — Wogi +Wiq — Wigi 29
= KN 0s OSJ. 7S jSJ_ 9 ( )

Applying triangle inequality to (29) yields

< PR PR
27 MNKN AN

waog — U)()S; +'LU]S —w]S;
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Then, by the Lipschitzness of the loss function and the Cauchy-Schwarz inequality, we have

2R2 p2R2

B_AOKN+ AN

which concludes the proof. |

Proof [Proof of Lemma 30| For any task j, by the definition of h} and hj, we have
V;(hj) < Vj(h}), which gives

Vj(hj) < L, (wg + wj) + A|wg + w] IE: < Ls; (wy + wj )+)\0Hw0|’2+)\uw 5. (30)

On the other hand, by the definition of Ay, we also have

1 K

K

K
[ﬁSk(wo +wk)+>‘0||w0”2+/\”wk|| Z Ls, (ho) + Xol|holl3 }
k=1 k:

which gives

Ls, (wi +w3) + Mollwg|[5 + Mwj|3 < KVo =Y [Ls, (wh + wi) + Aol [wh][3 + Allwi][3]
k#j
(31)

Combining (30) and (31) yields
3 * *12 *(12 *[12
Allwg + w3l < Aollwpllz + Allwi]|2
< KVo =Y [Ls, (w5 + wh) + dollwg |3 + Awill3] = Ls; (wh + w])

=

<KV — ZVk(l_”Lk) — Ls; (wy + wj)
ks

<V+ Vj(h]’) — ﬁsj(wg + w;‘)

<V +Alhyll5

which gives

A.6 Task Covariance

Proof [Proof of Theorem 34| The proof of the upper bound of Lp,(h}) follows quite readily
from Theorem 14.2 in (Mohri et al., 2018) and Lemma 42. We only prove the upper bound

of 5.
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Let Vs(H) = Ls(H) + N(H), where Lg(H) = + Zszl Ls, (hy) is the empirical loss
over K tasks, and N'(H) = tr(HQ 'HT). By the definition of Bregman divergence and the
first-order optimality condition of V), for any task j, we have

dvg, (Hs, Hgp) + dvy (Hgy, Hs)
= Ls:(Hs) = Lsi (Hgi) + Ls(Hg:) — Ls(Hs)

< ﬁ (£(<hs,xg/>,yg/) _g(<hs;,ng>7yg/) +e(<hsj, 2, y)) = 0((hs, x0), yz))

2pR
N llhs = hsillz (32)

where S; is the traing set S with the i-th training example of the j-th task, (a:f , yg ), replaced
by an i.i.d. point (xg,, yf,) On the other hand, by the definition of N (H), we also have

dy (Hgi, Hs) = dy (Hs, Hg,)
J J
— tr (HSQ—lHST) —tr (HS;Q_lH;) — 2r (HSZ-_Q_l(HS — HS;)T)
J 5 J J
= tr ((HS ~ Hg)Q™(Hs ~ HS;;)T) . (33)

In addition, we also have
lhs — hilI|Hs — Hy 1

Omax Omax
1
= —tr ((Hs — Hg;)(Hs — Hg,)")
< tr ((HS — Hg )™ (Hs — HS;;)T) . (34)

Combining (32), (33), (34), and applying the non-negative and additive properties of
Bregman divergence, for any task j, we have

lhs — hsil 3 O R
R R _ No—1 _ T < _ _ max
— 2 <o ((Hs — H) (s — He)) < £ llhs = hgllo = lhs — byl < 7202,
which gives
B < UmaxP2R2
NK
|

Proof [Proof of Lemma 36| For any task j, by the definition of A} and hj, we have
Ls;(hy) + 72=|h;|15 < Ls, (h}) + 72=||h3|[3. On the other hand, we also have

T Z‘Csk (hy) +

K
L om THY < % S Lo (k) + te(H QBT

g
max =1

1 _ o
< ¢ 2 L) + (A
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where Hy = [ho, ..., ho]. Since tr(HoQ 1 H{ ) = w||ho||3, where w is the sum of the elements
of Q1. for any task j, we have

K

K * 7 7 * K * *
I < X o)+ Kllioll = X [£5,(00) + 2 lRIB] - £, 05)
Urnax( ) el Py Umax( )

K ) ) ) i )
<3~ Laulho) + Kaloll 3 [ 5, hu) + 2 ] - £, 4
1 Py Umax( )
< v-i—Vj(ij) —[,Sj(h;k')
K 7112
< )
> v + O'max(Q) ||hj||2 )

which gives

OmaxV =
gl < /7 i

A.7 gapBoost

In order to prove Proposition 38, we need the following auxiliary result.

Lemma 46 Let ‘H be a hypothesis class of real-valued functions returned by the transfer
learning algorithm (35)

ggﬁcg(h) + AR(h) , (35)

with a p-Lipschitz continuous loss function. The convex hull of H is defined as
K K

F= {Zukhk(x) > k=1, >0, hy, € H,Vk = {1,...,K}} .
k=1 k=1

DefineT = [I'1,...,T'x] € RN*E where foranyk € 1,..., K, Ty = [FZ—;F‘;] = [yzk,...,yj‘%s’k]T €
RN are the weights for the k-th base learner. Then, for any 6 € (0,1), we probability at least

1 -9, we have
T 2 92
P, (F) < 2000 JaNlog 2

where v, = maxy{||I7 ||oo I, is the largest weight of the target sample over all the boosting
werations.

Proof We derive the generalization bound from the unweighted target training sample,
treating the source domain sample as a regularizer (Liu et al., 2017¢,b). Then, following the
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similar proof schema as in Lemma 7.4 of (Mohri et al., 2018), we have

1
Rp. (F) = —FE sup o gy ()
T( ) NT h1€EH,....hxEH ; ZZ ’

k>0, 0y pp<l1

= ]é]_E sup Zﬂk (Z Uzhk «Tz )

h1€EH,.. ,hKEH k=1 i=1
1k >0,5" 5 <1

1 N
=—F sup max oi(hy — Ehy.s, ;)
N7 hieH,.. hxeH ke{l,.. WK} Z ’ ’
1 N
< —E max sup ||hi — Ehgs|| Z 0T

N1 ke{l K} hyeH,eshic €M = )

1 ITT ocpR
— —— /2Ny iYe T
Nt keﬁl,{?fm { A og Z 0T

T T 2
Yool R 2 PR 2
< 2Nt log =R\/N7 = \/2log =

Note that compared with Lemma 7.4 of (Mohri et al., 2018), the main difference in our
proof is that for each base learner, its hypothesis class defined by learning algorithm (35) is
different from others. |

IN

Proof [Proof of Proposition 38| Given Lemma 46, by following the standard proof schema
as in (Mohri et al., 2018), we immediately obtain Proposition 38. |

A.8 gapMTNN

Proof [Proof of Proposition 40| The prediction loss for each task D; can be expressed as:

According to (Shui et al., 2021), as for another task k, we have the following inequality:

Lo (%) = c c Wi ( )P .
D, (hj) D’!Z D, (v =y) (1] D’\Z Dy (aly=y) D’\Z 1(D; (2|y) | Dr(z2]y))
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Algorithm 4 TrAdaBoost
Input: Ss,S7, K, a learning algorithm A
1: Initialize D$ (i) = DT (4) = JVS+IVT’ B=1/(1++/2logNs/K)
2: fork=1,...,K do
3:  Call A to train a base learner hy using Ss U Sy with distribution Df U D,Z—

5. i = log 1 6"
6: fori=1,...,Ns do
& ﬁl - ﬁ]lhk (@)Y
8: Dfﬂ(i) = Df(l)ﬂf
9: end for
10: fori=1,...,Ny do
11: ﬁ-T = ak]]_hk(wT)#yT
12: D], (i) = D] (i) exp (57
13:  end for

14:  Normalize D, and D], | such that ZNS Dy (i) + ZNT DI (i) =1
15: end for

Output: f(z) = sign (25:[1{/21 akhk(x))

For any task k # j, we assign 71]9' for each task, then we have:

=Y TuklLp,(h)) < Z’Yiﬁbk (R5) + D’I kazwl Di(z]y)|Dr(2]y))
k

k=1

= L5 (R) + 1o |y| Z'ykzmﬁ Di(2|y) | Dr(2ly)) -
k#£j Y

Appendix B. TrAdaBoost, TransferBoost, and TrAdaBoost.R2

For the sake of completeness, we include the pseudocode of TrAdaBoost, TransferBoost, and
TrAdaBoost.R2, in Algorithms 4, 5, and 6, respectively.

Appendix C. Implementation Details for the Multitask Learning
Experiments

We evaluate the algorithm on Digits, PACS, Office-31 and Office-Home data sets. In this
part we show the implementation details about these experiments.
C.1 Network architecture

For the Digits data set, we adopt the LeNet-5 as feature extractor and adopt a three layer
MLP as classifier. The model is trained from scratch and the architecture of the model is
provided as follows
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Algorithm 5 TransferBoost

Input: Ss,S7, K, a learning algorithm A
1: Initialize DY (i) = D (i) = yoqr
2: fork=1,...,K do
3:  Call A to train a base learner hy using Ss U Sy with distribution Df U D,Z—

4:  Call A to train an auxiliary learner hT over target domain using ST with distribution D,Z_
N,
5: €k = Z % DS( )]]'hk( VAYS + Z A DT( )]]'hk(cr:r);éy;r
6:  ap =log 1 <k
7 T = S DT(i)lhﬂzZ)#y? T i DL, T (T )2y T
k Sopl@ ok Sih DY ()

8  (p=¢ —¢]

9: fori=1,...,Ns do

10: 65 = ak]].hk(:rs);éy:?

11: Di11 (i) = D (i) exp (87 + Ck)
12:  end for

13: fori=1,...,Ny do

14: BT = ak]lhk('cT);éy
15: D], (i) = D] (i) exp (67
16: end for

17:  Normalize Dy, and D], | such that ZN‘S Dy (i) + ZNT DI (i) =1
18: end for

Output: f(z) = sign (Zi{zl akhk(x))

Algorithm 6 TrAdaBoost.R2

Input: Ss,S7, K, a learning algorithm A
1: Initialize DY (i) = D] (i) = x4 8= 1/(1 + y/2log Ns/K)
2: fork=1,...,K do
3:  Call A to train a base learner hy, using Ss U Sy with distribution DS U DkT

4: Let Dy, = max {|hy( x1> Yl (@) — yRg | [hw(a]) =yl |, |hk(x17\’—¢>_yl7\;¢‘}
Ty T
5: fk—ZNS DS()Ihk( y7| JrX:NT DT( )%
6: fori=1,...,Ns do
s Sy gDV
7 Dk+1(7') = Dy, (7,)/8 Dy,
8: end for
9: fori=1,...,Nydo
. T — 1—¢
10: BT = Lo
. e L C A
11: Dy (i) = Dy, (i) B; Dy

12:  end for
13:  Normalize Dy, | and D], such that ZN‘S Dy (i) + ENT DI (i) =1
14: end for

Output: f(z) = sign (ZkK:[K/Q] ozkhk(a:))

e Feature extractor: with 2 convolution layers.

— ’layerl’: ’conv’: [1, 32, 5, 1, 2], 'relu’, 'maxpool’: [3, 2, 0]
— ’layer2’: ’conv’: [32, 64, 5, 1, 2], 'relu’, 'maxpool’: [3, 2, 0]
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e Task prediction: with 2 fc layers.

— ’layer3’: ’fc’: [*, 128], ’act_fn’: ’elu’
— ’layerd’: ’fc’: [128, 10], ’act_fn’: ’softmax’

For experiments on PACS, we adopt the pre-trained AlexNet provided in Pytorch
while removing the last FC layer as a feature extractor, which leads to the output feature
size of 4096. Then, we implement several three-MLPs for the task-specific classification
(4096-256-RELU-# classes), the architecture of the classification network is

e (0): Linear(in_features=4096, out_features=256, bias=True)
e (1): Linear(in_features=256, out_features= # classes, bias=True)
e (2): Softmax(dim=-1)

For the Office-31 and Office-Home data sets, we adopt pre-trained ResNet-18 in Pytorch
while removing the last FC layers as a feature extractor. The output size of the feature
extractor is 512. Then, we also implement an MLP for the classification (512-256-RELU-#
classes))

(0): Linear(in_features=512, out_features=256, bias=True)

e (0):
e (1): Linear(in_features=256, out_features=# classes, bias=True)
e (2):

(2): Softmax(dim=-1)

# classes of PACS data sets is 7, # classes of Office-31 is 31 and # classes of Office-Home
is 65. When computing the semantic loss, we extract the features with size 256.

C.2 Data Set Processing and Hyper-parameter Setup

For the Digits data set, we randomly select 3K, 5K and 8K instances for training. For
the SVHN data set, we resize the images to 28 x 28 x 1; we do not apply any data
augmentation on the Digits data set. For PACS data set, we adopt the same original split
of train/validation/test splits of (Li et al., 2017). Then, for training the set, we randomly
select 10%, 15%, 20% of the total instances in the original training set and use the original
validation set for developing the model and report the empirical results on the testing set.
We train the model with a mini-batch size of 64. We didn’t specify a random seed for the
random selection process. We follow the pre-processing protocol of (Carlucci et al., 2019)
to process the data set. For the office-31 and Office-Home data sets, we adopt the same
train/validation/test splits strategy of (Long et al., 2017; Zhou et al., 2021a). We randomly
select 5%, 10%, 20% of the instances from the training set to train the model. The validation
set is used for developing the model while we test on the rest test data set. For Office-31 we
use a training batch size of 16 and for the Office-Home data set we use a training batch size
of 24.

We adopt the Adam optimizer to train the model for the three data sets. The initial
learning rate was set to 2 x 1074, During the training process, we decay the learning rate 5%
for every 5 epochs. To enforce a L regularization, we also enable the weight decay option
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in Adam provided by Pytorch. The relation coefficients « are initialized by 1/#tasks for
each class, then it is optimized dynamically as the training goes on. We set a weight of 0.1
to regularize the semantic loss and the marginal alignment objective.

All the experiments were repeated 10 times on Intel Gold 6148 Skylake 2.4 GHz CPU
and 2 x NVidia V100SXM2 (16G memory) GPU. The main software packages used for
the experiments are Pytorch version 1.0, Torchvision Version 0.2, Python version 3.6, and
Python CVXPY package 1.0.

C.3 Experimental Details on Measuring the Wasserstein Distance

One main similarity measure adopted in our work is the Wasserstein distance. In this
Appendix section, we follow (Zhou et al., 2021a) to briefly introduce the W-distance and its
corresponding adversarial training process.

The Wasserstein distance of order p between D; and D; for any p > 1 is defined as:

WP(D;,D;) = inf / c(x,y)Pdy(x,y), 36
2 (Di, D)) e o) Xl%( y)Pdy(z,y) (36)

where ¢ : X x X — R™ is the cost function of transportation of one unit of mass = to y and
II(D;, Dj) is the collection of all joint probability measures on X7 x X5 with marginals D;
and D;. In this paper, we consider the case of Wasserstein-1 distance (p = 1).

Suppose |D;| = n, |D;j| = m, then, computing Eq. (36) has complexity of O(n® + m3).
Aiming to solve this issue, we can adopt the Kantorovich-Rubinstein duality (Shen et al.,
2018; Wainwright, 2019), and for any function f, if it is 1- Lipschitz w.r.t. the cost function,
1f(x) = f(@)]| < e(z,27), we have

W1(D;, Dj) > Egnp,d(z) — Eyrp;d(a’) (37)

Eq. (37) arrives equality when f reaches the maximum of the left side. Then, we can
approximate Wi by,

44} (Dia Dj) = sup EmGDif(x) - Ex’EDj f(lj) (38)
Al <1

In practice, we can implement a neural network model to approximate the function and
determine its maximum value. Thus, we can have an approximation of Wasserstein distance
by determining

arg max Eqep, f(z) — Ex’eDj f(l'/) (39)

Then, to minimize the Wasserstein distance can be approximated by minimizing Eq. (39),
which leads to a ‘min-max’ optimization and could be solved by adversarial training (Shen
et al., 2018).
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