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Abstract

We propose a novel framework to study asynchronous federated learning optimization with
delays in gradient updates. Our theoretical framework extends the standard FEDAVG ag-
gregation scheme by introducing stochastic aggregation weights to represent the variability
of the clients update time, due for example to heterogeneous hardware capabilities. Our
formalism applies to the general federated setting where clients have heterogeneous datasets
and perform at least one step of stochastic gradient descent (SGD). We demonstrate conver-
gence for such a scheme and provide sufficient conditions for the related minimum to be the
optimum of the federated problem. We show that our general framework applies to existing
optimization schemes including centralized learning, FEDAVG, asynchronous FEDAVG, and
FEDBUFF. The theory here provided allows drawing meaningful guidelines for designing
a federated learning experiment in heterogeneous conditions. In particular, we develop in
this work FEDFIX, a novel extension of FEDAVG enabling efficient asynchronous feder-
ated training while preserving the convergence stability of synchronous aggregation. We
empirically demonstrate our theory on a series of experiments showing that asynchronous
FEDAVG leads to fast convergence at the expense of stability, and we finally demonstrate
the improvements of FEDFIX over synchronous and asynchronous FEDAVG.

Keywords: federated learning, asynchronous optimization, data heterogeneity, gradient
descent, convergence rate.

1. Introduction

Federated learning (FL) is a training paradigm enabling different clients to jointly learn a
global model without sharing their respective data. Federated learning is a generalization
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of distributed learning (DL), which was first introduced to optimize a given model in star-
shaped networks composed of a server communicating with computing machines (Bertsekas
and Tsitsiklis, 1989; Nedi¢ et al., 2001; Zinkevich et al., 2009). In DL, the server owns
the dataset and distributes it across machines. At every optimization round, the machines
return the estimated gradients, and the server aggregates them to perform an SGD step. DL
was later extended to account for SGD, and FL extends DL to enable optimization without
sharing data between clients. Typical federated training schemes are based on the averaging
of clients model parameters optimized locally by each client, such as in FEDAVG (McMahan
et al., 2017), where at every optimization round clients perform a fixed amount of stochastic
gradient descent (SGD) steps initialized with the current global model parameters, and
subsequently return the optimized parameters to the server. The server computes the new
global model as the average of the clients updates weighted by their respective data ratio.

A key methodological difference between the optimization problem solved in FL and the
one of DL lies in the assumption of potentially non independent and identically distributed
(iid) data instances (Kairouz et al., 2019; Yang et al., 2019). Proving convergence in the
non-iid setup is more challenging, and in some settings, FEDAVG has been shown to converge
to a sub-optimum, e.g. when each client performs a different amount of local work (Wang
et al., 2020a), or when clients are not sampled in expectation according to their importance
(Cho et al., 2020).

A major drawback of FEDAVG concerns the time needed to complete an optimization
round, as the server must wait for all the clients to perform their local work to synchronize
their update and create a new global model. As a consequence, due to the potential hetero-
geneity of the hardware across clients, the time for an optimization round is conditioned to
the one of the slowest update, while the fastest clients stay idle once they have sent their
updates to the server. To address these limitations, asynchronous FL has been proposed to
take full advantage of the clients computation capabilities (Xu et al., 2021; Nguyen et al.,
2018; Koloskova et al., 2019; De Sa et al., 2015). In the asynchronous setting, whenever
the server receives a client’s contribution, it creates a new global model and sends it back
to the client. In this way, clients are never idle and always perform local work on a differ-
ent version of the global model. While asynchronous FL has been investigated in the iid
case (Stich and Karimireddy, 2020), a unified theoretical and practical investigation in the
non-iid scenario is currently missing.

This work introduces a novel theoretical framework for asynchronous FL based on the
generalization of the aggregation scheme of FEDAVG, where asynchronicity is modeled as
a stochastic process affecting clients’ contribution at a given federated aggregation step.
More specifically, our framework is based on a stochastic formulation of FL, where clients are
given stochastic aggregation weights dependent on their effectiveness in returning an update.
Based on this formulation, we provide sufficient conditions for asynchronous FL to converge,
and we subsequently give sufficient conditions for convergence to the FL optimum of the
associated synchronous FL problem. Our conditions depend on the clients computation
time (which can be eventually estimated by the server), and are independent from the
clients data heterogeneity, which is usually unknown to the server.

With asynchronous FL, the server only waits for one client contribution to create the new
global. As a result, optimization rounds are potentially faster even though the new global
improves only for the participating client at the detriment of the other ones. This aspect
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may affect the stability of asynchronous FEDAVG as compared to synchronous FEDAVG and,
as we demonstrate in this work, even diverge in some cases. To tackle this issue, we propose
FEDFIX, a robust asynchronous FL scheme, where new global models are created with all
the clients contributions received after a fixed amount of time. We prove the convergence
of FEDFIX and verify experimentally that it outperforms standard asynchronous FEDAvVG
in the considered experimental scenarios.

The paper is structured as follows. In Section 2, we introduce our aggregation scheme
and the close-form of its aggregation weights in function of the clients computation ca-
pabilities and the considered FL optimization routine. Based on our aggregation scheme,
in Section 3, we provide convergence guarantees, and we give sufficient conditions for the
learning procedure to converge to the optimum of the FL optimization problem. In Section
4, we apply our theoretical framework to synchronous and asynchronous FEDAVG, and show
that our work extends current state-of-the-art approaches to asynchronous optimization in
FL. Finally, in Section 5, we demonstrate experimentally our theoretical results.

2. Background

We define here the formalism required by the theory that will be introduced in the following
sections. We first introduce in Section 2.1 the FL optimization problem, and we adapt it
in section 2.2 to account for delays in client contributions. We then generalize in Section
2.3 the FEDAVG aggregation scheme to account for contributions delays. In Section 2.4, we
introduce the notion of virtual global models as a direct generalization of gradient descent,
and introduce in Section 2.5 the final asynchronous FL optimization problem. Finally, we
introduce in Section 2.6 a formalization of the concept of data heterogeneity across clients.

2.1 Federated Optimization Problem

We have M participants owning n; data points {zj;},~; independently sampled from a
fixed unknown distribution over a sample space {Z;}M,. We have z;; = (xy, yx,) for
supervised learning, where xj; is the input of the statistical model, and 1y ; its desired
target, while we denote zj; = xj; for unsupervised learning. Each client optimizes the
model’s parameters 6 based on the estimated local loss (6, 21, ;). The aim of FL is solving
a distributed optimization problem associated with the averaged loss across clients

M ng
1

LO)=E, ;[(6.2)] = =7— > U6 z), (1)

D i M i=1 k=1

where the expectation is taken with respect to the sample distribution Z across the M
participating clients. We consider a general form of the federated loss of equation (1) where
clients local losses are weighted by an associated parameter p; such that > " | p; = 1, i.e.

M ng
£(0) = piLi(8) st £:(6) = ni S U8, 241). )
i=1 ! k=1

The weight p; can be interpreted as the importance given by the server to client i in the
federated optimization problem. While any combination of {p;} is possible, we note that in
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typical FL formulations, either (a) every client has equal importance, i.e. p; = 1/M, or (b)
every data point is equally important, i.e. p; = n;/ Zf\il n;.

2.2 Asynchronicity in Clients Updates

An optimization round starts at time ¢" with global model 87, finishes at time t"*! with
the new global model 8”11, and takes At" = t"*1 — " time to complete. No assumptions
are made on At"”, which can be a random variable, and we set for convenience t° = 0. In
this section, we introduce the random variables needed to develop in Section 2.3 the server
aggregation scheme connecting two consecutive global models " and "1,

We define the random variable T; representing the update time needed for client i to
perform its local work and send it to the server for aggregation. 7T; depends on the client
computation and communication hardware, and is assumed to be independent from the
current optimization round n. If the server sets the FL round time to At"™ = max; T;, the
aggregation is performed by waiting for the contribution of every client, and we retrieve the
standard client-server communication scheme of synchronous FEDAVG.

With asynchronous FEDAVG, we need to relate T; to the server aggregation time At”.
We introduce p;(n) the index of the most recent global model received by client i at opti-
mization round n and, by construction, we have 0 < p;(n) < n. We define by

TP =Ty — (£ — 7))

7

the remaining time at optimization round n needed by client ¢ to complete its local work.

Comparing 7" with At" indicates whether a client is participating to the optimization
round or not, through the stochastic event I(7* < At™). When I(T]* < At") = 1, the
local work of client 4 is used to create the new global model 8”1, while client i does not
contribute when I(7}* < At") = 0. With synchronous FEDAVG, we retrieve I(T]" < At") =
I(T; < max; T;) = 1 for every client.

Figure 1 illustrates the notations described in this section in a FL process with M = 2
clients.

2.3 Server Aggregation Scheme

We consider A;(n) the contribution of client i received by the server at optimization round
n. In the rest of this work, we consider that clients perform K steps of SGD on the
model they receive from the server. By calling their trained model 0?’k after £ SGD, we
can rewrite clients contribution for FEDAVG as A;(n) = 0?’K — 0", and the FEDAvG
aggregation scheme as

M
0" = 0"+ > pili(n). (3)
i=1
With FEDAVG, the server waits for every client to send its contribution A;(n) to create the
new global model. To allow for partial computation within the server aggregation scheme,
we introduce the aggregation weight d;(n) corresponding to the weight given by the server
to client ¢ at optimization round n. We can then define the stochastic aggregation weight
w;(n) given to client i at optimization step n as

wiln) = LT} < At")d; (), (4)
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Figure 1: Illustration of the time notations introduced in Section 2.2 with M = 2 clients.
The frequency of the updates of Client 1 (C1) is twice the one of Client 2 (C2).
If the server (S) creates the new global model after every fixed waiting time
(At™ = At), C1 contributes at every optimization round, while C2 contributes
once every two rounds. This aggregation policy define the federated learning
strategy FEDFIX (Section 4.4).

with wi(n) = d;(n) if client ¢ updated its work at optimization round n and w;(n) = 0
otherwise. In the general setting, client i receives (") and its contribution is A;(p;(n)) =
0! im)K_ gpi(n), By weighting each delayed contribution A;(p;(n)) with its stochastic
aggregation weight w;(n), we propose the following aggregation scheme

ontl — 0”"‘77ng1 Ai(pi(n)), (5)

where 7, is a global learning rate that the server can use to mitigate the disparity in clients
contributions (Reddi et al., 2021; Karimireddy et al., 2020; Wang et al., 2020b). Equation
(5) generalizes FedAvg aggregation scheme (3) (1, = 1 and At" = max; T;), and the one of
Fraboni et al. (2022) based on client sampling.

We introduce with Algorithm 1 the implementation of the optimization schemes satis-
fying aggregation scheme (5) with stochastic aggregation weights satisfying equation (4).

2.4 Expressing FL as cumulative GD steps

To obtain the tightest possible convergence bound, we consider a convergence framework
similar to the one of Li et al. (2020b) and Khaled et al. (2020). We introduced the aggrega-
tion rule for the server global models {8"} in Section 2.3, and we generalize it in this section
by introducing the virtual sequence of global models 8™*. This sequence corresponds to the
virtual global model that would be obtained with the clients contribution at optimization
round n computed on k < K SGD, i.e.

0" = 0"+, Z wi(n [epl — gri()
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Algorithm 1 Asynchronous Federated Learning based on equation (5)

Require: server learning rate 7y, aggregation weights {d;(n)}, number of SGD K, learning

rate 7y, batch size B, aggregation time policy At".

1: The server sends to the M clients the learning parameters (K, n;, B) and the initial
global model 6°.

2: for n € {0,...,N — 1} do

3: Clients in S,, = {i : T)* < At"} send their contribution A;(p;(n)) = Gfi(n)’K —gri()
to the server.

4: The server creates the new global model 6"t = 0" + 1,3, o di(n)Ai(pi(n)),
equation (5).

5: The global model 87! is sent back to the clients in S,.

6: end for

We retrieve 0 = 0" and 8% = "+1.0 = 9"*1. The server has not access to 8™ when
k # 0 or k # K. Hence the name virtual for the model ™.

The difference between two consecutive global models in our virtual sequence depends on
the sum of the differences between local models Bfi(n)’kﬂ - Bfi(n)’k = —mVEi(Hfi(n)’k, &),
where &; is a random batch of data samples of client . Hence, we can rewrite the aggregation
process as a GD step with

M
en,k-‘rl — On’k _ ngq’/l Z Wi (n)VﬁZ(Gfl(n)Jga 51)
i=1

2.5 Asynchronous FL as a Sequence of Optimization Problems

For the rest of this work, we define ¢;(n) := E [w;(n)], the expected aggregation weight of
client ¢ at optimization round n. No assumption is made on ¢;(n) which can vary across
optimization rounds. The expected clients contribution Zi‘il gi(n)A;(n) help minimizing
the optimization problem L£" defined as

M
L£(0) = Z qi(n)Li(0).

We denote by 8" the optimum of £ and by 8* the optimum of the optimization problem £
defined in equation (2). Finally, we define by ¢; = % ZnNz_Ol gi(n) the expected importance
given to client ¢ over the N server aggregations during the FL process, and by ¢;(n) the
normalized expected importance §;(n) = ¢(n)/ (322, gi(n)). We define by £ the associated

optimization problem

B M 1 N—-1
£(0) =) L) =+ > L(8). (6)

and we denote by 0 the associated optimum.
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Finally, we introduce the following expected convergence residual, which quantifies the
variance at the optimum in function of the relative clients importance g;(n)

M
£ =3 gk, [Hvai(é,gi)m .
=1

The convergence guarantees provided in this work (Section 3) are proportional to the ex-
pected convergence residual and extend the ones provided for the synchronous setting in
the work of Khaled et al. (2020). The quantity X is finite and serves as a natural measure
of variance in local optimization methods. ¥ is positive and null only when clients have
the same loss function and perform GD steps for local optimization. The work of Khaled
et al. (2020) shows how considering ¥ provides tighter convergence guarantees than when
assuming, for each client’s gradient estimator, a bounded variance ¢2. This is a common
assumption in synchronous FL (Li et al., 2020b; Wang et al., 2020a). A thorough analysis

of the relationship between ¥ and o2 is provided in Appendix A.1.

2.6 Formalizing Heterogeneity across Clients

We assume the existence of J < M different clients feature spaces Z; and, without loss of
generality, assume that the first J clients feature spaces are different. This formalism allows
us to represent the heterogeneity of data distribution across clients. In DL problems, we
have J < M when the same dataset split is accessible to many clients. When clients share
the same distribution, we assume that their optimization problem is equivalent. In this case,
we call F;(0) their loss function with optimum 7. The federated problem of equation (2)
can thus be formalized with respect to the discrepancy between the clients feature spaces
Z;. 'To this end, we define (); the set of clients with the same feature space of client j, i.e.
Q; = {i: Z; = Z;}. Each feature space as thus importance r; = Zier p;, and expected
importance s;(n) = Zier gi(n) such that

J
£0) = " r;Fy(6) and £(8) = s,(n) E;(6).
j=1 J=1
As for Gi(n), we define 5;(n) = s;(n)/ 321, s;(n).
In Table 1, we summarize the different weights used to adapt the federated optimization
problem to account respectively for heterogeneity in clients importance and data distribu-
tions across rounds.

3. Convergence of Federated Problem (2)

In this section, we prove the convergence of the optimization based on the stochastic ag-
gregation scheme defined in equation (5), with implementation given in Algorithm 1. We
first introduce in Section 3.1 the necessary assumptions and then prove with Theorem 1 the
convergence of the sequence of optimized models (Section 3.2). We show in Section 3.3 the
implications of Theorem 1 on the convergence of the federated problem (2), and propose
sufficient conditions for the learnt model to be the associated optimum. Finally, with two
additional assumptions, we propose in Section 3.4 simpler and practical sufficient conditions
for FL convergence to the optimum of the federated problem (2).
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Client ¢ | Sample distribution j
Importance i Tj
Stochastic aggregation weight wi(n) -
Aggregation weight di(n) -
Expected agg. weight gi(n) sj(n)
Normalized expected agg. weight gi(n) 5;(n)
Expected agg. weight over N rounds Qi 55

Table 1: The different weights used to account for the importance of clients or data distri-
butions at every optimization round and during the full FL process.

3.1 Assumptions and Property

We make the following assumptions regarding the Lipschitz smoothness and convexity of the
clients local loss functions (Assumption 1 and 2), unbiased gradients estimators (Assumption
3), and finite answering time for the clients (Assumption 4). Assumption 3 (Khaled et al.,
2020) considers unbiased gradient estimators without assuming bounded variance, giving in
turn more interpretable convergence bounds.

Assumption 1 (Smoothness) FEach client’s local objective function is L-Lipschitz smooth,
that is, i € {1,..,n}, |IVLi(x) - VL) < L |1z - y].

Assumption 2 (Convexity) Clients local objective functions are conver.

Assumption 3 (Unbiased Gradient) Ewvery client stochastic gradient g;(x) = V.L;(x, &;)
of a model with parameters x evaluated on batch &; is an unbiased estimator of the local
gradient, i.e. B¢, [g;(x)] = VLi(x).

Assumption 4 (Finite Answering Time) The server receives a client local work in at
most T = max; n(n — pi(n)) optimization steps, which satisfy P( < co) = 1.

Finally, before focusing our attention on the convergence of Algorithm 1, we introduce
Property 1 which states that the covariance between two aggregation weights can be ex-
pressed as the product of their expected aggregation weight up to a multiplicative factor
.

Property 1 There exists a € [—1,1] such that E [w;(n)w;(n)] < agi(n)g;(n).

The proof of Property 1 follows from the definition of the clients aggregation weights,
equation (4), which gives

E [wi(n)w;(n)] = P(T}" < At", T}" < At")di(n)d;(n) < g;(n)g;(n).

This last equality shows that Property 1 is always verified by o = 1. In Section 4, we show
that there exists « such that Property 1 is an equality for synchronous FL, asynchronous
FL, and FEDFIX. We also derive such an « in close-form as function of the different
training parameters. The work of Fraboni et al. (2022) shows that Property 1 also holds
as an equality for numerous client samplings and provides for each of them related « in
close-form.
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3.2 Convergence of Algorithm 1

Before providing convergence guarantees for the federated optimization problem (2), we
first prove with Theorem 1 the convergence of Algorithm 1.

Theorem 1 Under Assumptions 1 to 4, with m; < 1/48K Lmin (1,1/3p2ng(7+ 1)), we
obtain the following convergence bound:

N—

[asy

K-1

LY LY B[] - 8] < RUL™) + ep + e+ ot e
n=0 k=0
where
Rﬁ”—lN_lcné L£re" _ L g0 _g|?
(e = 37 X [£7(0) - 226", r = = 107 = I

ex = O (K — 1) [RU{L"}) +X]), €a =0 (ai+i K*r°] [RH{L"}) + maxq;(n)X])

e =0 (B[i+T KT [RUL"N+3]),  f=ngm, B :=max{di(n)—aqn)},
and O accounts for numerical constants and the loss function Lipschitz smoothness L.

Theorem 1 is proven in Appendix A. The convergence guarantee provided in Theorem 1 is
composed of 5 terms: R({L"}), €r, €k, €, €3. In the following, we describe these terms
and explain their origin in a given optimization scheme.

Optimized expected residual R({L"}). The residual R({£"}) quantifies the sensi-
tivity of £™ between its optimum 8™ and the optimum 6 of the overall expected minimized
problem across optimization rounds £. As such, the residual accounts for the heterogeneity
in the history of optimized problems, and is minimized to 0 when the same optimization
problem is minimized at every round n, i.e. £" = £. This condition is always satisfied
when clients have identical data distributions, but requires for the server to set properly
every client aggregation weight d;(n) in function of the server waiting time policy At™ and
the clients hardware capabilities 7}* in the general case (Section 3.3 and 3.4).

Initialization quality ep. epr only depends of the quality of the initial model 6°
through its distance with respect to the optimum @ of the overall expected minimized
problem across optimization rounds £. This convergence term can only be minimized by
performing as many serial SGD steps K N.

Clients data heterogeneity cx. This term accounts for the disparity in the clients
updated models, and is proportional to the clients amount of local work K (quadratically)
and to the heterogeneity of their data distributions Z; through ;. When K = 1, every
client perform its SGD on the same model, which reduces the server aggregation to a
traditional centralized SGD. We retrieve ex = 0.

Gradient delay 7 through ¢, and eg. Decreasing the server time policy At™ allows
faster optimization rounds but decreases a client’s participation probability P(7]* < At")
resulting in an increased maximum answering time 7. In turn, we note that e, and eg are
quadratically proportional to the maximum amount of serial SGD K7. This latter terms
quantifies the maximum amount of SGD integrated in the global model ™.
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3.3 Sufficient Conditions for Minimizing the Federated Problem (2)

Theorem 1 provides convergence guarantees for the history of optimized models {£"}. Un-
der the same assumptions of Theorem 1, we can provide convergence guarantees for the
original FL problem £(@) (proof in Appendix B).

Theorem 2 Under the same conditions of Theorem 1, we have

1 N—-1 1 K-1
N2 w2 [HW@"“H ]

n=0 k=0

< O(RUL" ) + PHL"Y) + U{L"}) + O (er) + ek + €a + g,
where
1 N-1
PUL ) =0 | &> xa D 5i(n) [F5(0") — F5(67)] |
n=0  jEW,

Theorem 2 provides convergence guarantees for the optimization problem (2) and generalizes
the Theorem 2 in the work of Wang et al. (2020a) developed for the synchronous setting.

We retrieve the components of the convergence bound of Theorem 1. The terms ep to €,
can be mitigated by choosing an appropriate local learning rate 7;, but the same cannot be
said for R({L"}), P({L"}), U({L"}). Behind these three quantities, Theorem 2 shows that
proper expected representation of every dataset type is needed, i.e. s;(n) = r;. Indeed, if
a client is poorly represented, i.e. sj(n) # r;, then R({£"}) > 0 and P({£"}) > 0, while if
a client is not represented at all, i.e. s;(n) =0, then U({£"}) > 0. Therefore, we propose,
with Corollary 3, sufficient conditions for any FL optimization scheme satisfying Algorithm
1 to converge to the optimum of the federated problem (2).

We also note that the discussions made in Section 3.2 on the implications of Theorem
1 to provide tighter convergence guarantees (regarding the expected residuals, initializa-
tion quality, data heterogeneity, and gradient delay) can be translated to Theorem 2 and
Corollary 3, therefore providing relevant insights on the rate of convergence to reach the
optimum in asynchronous FL.

Corollary 3 Under the conditions of Theorem 1, if every client data distribution satisfies
5j(n) =r;, the following convergence bound for optimization problem (2) can be obtained

1N—11K—1 - i}
N;OK;O [E[ﬁ(e : )] (8 )} < ep+ex + o +ep.

Proof Follows directly. §;(n) = r; implies x2 =0, W,, =0, £L" = ¢(n)L, and 6" = 0*. R

10



FEDERATED OPTIMIZATION WITH ASYNCHRONOUS CLIENTS UPDATES

These theoretical results provide relevant insights for different FL scenarios.

iid data distributions, Z; = Z. Consistently with the extensive literature on syn-
chronous and asynchronous distributed learning, when clients have data points sampled
from the same data distribution, FL always converges to its optimum (Corollary 3). In-
deed, §;(n) = r; = 1 regardless of which clients are participating, and what importance p;
or aggregation weight d;(n) a client is given.

non-iid data distributions. The convergence of FL to the optimum requires to op-
timize by considering every data distribution type fairly at every optimization round, i.e.
5j(n) = r; (Corollary 3). This condition is weaker than requiring to treat fairly every client
at every optimization round, i.e. ¢;(n) = p;. Ideally, only one client per data type needs to
have a non-zero participating probability, i.e. P(T]* < At™) > 0, and an appropriate d;(n)
such that 5;(n) = r; is satisfied. In practice, knowing the clients data distribution is not
possible. Therefore, ensuring FL convergence to its optimum requires at every optimization
round g;(n) = p; (Wang et al., 2020a).

We provide in Example 1 an illustration on these results based on quadratic loss functions
to show that considering fairly data distributions is sufficient for an optimization scheme
satisfying Algorithm 1 to converge to the optimum of the optimization problem (2), since
5j(n) = r; is satisfied at every optimization round, while ¢;(n) # p; may not be satisfied.

Example 1 Let us consider four clients with data distributions such that their loss can
be expressed as L;(0) = %HB—G;‘HQ with 07 = 65 (2,1), 05 = 0 (22), and identical
client importance, i.e. p; = 1/4. Therefore, each data type has identical importance, i.e.
rj = 1/2, and the optimum satisfies 0* = 1[0 +63]. We consider that clients with odd index
participate at odd optimization rounds while the ones with even index at even optimization
rounds, i.e. q%”“ = q§”+1 =@ =q" =1/2 and 3" = 3" = q%”“ = qi”“ = 0 which
gives 51(n) = §2(n) = 1/2 and ¢;(n) = 0 or g;(n) = 1/2 but not ¢;(n) = 1/4. Withny =1,
equation (5) can be rewritten as

n n 1 n n n 3
9+2=e+1+§[(01+1—9)+(03+1—0)]. (7)

Clients update can be rewritten as 0;”1 —0" = ¢(0; —0"), where ¢ = 1—(1—n)%. Equation
(7) can thus be rewritten as

0n+2 _ 0n+1 + ¢0n — ¢0* (8)
Solving equation (8) proves FL asymptotic convergence to the optimum 6*.

3.4 Relaxed Sufficient Conditions for Minimizing the Federated Problem (2)

Theorem 2 holds for any client’s update time 7; and optimization scheme satisfying Al-
gorithm 1, and provides finite convergence guarantees for the optimization problem (2).
Corollary 3 shows that for the asymptotic convergence of FL, data distribution types should
be treated fairly in expectation, i.e. §;(n) = r;. This sufficient condition is not necessarily
realistic, since the server cannot know the clients data distributions and participation time,
and thus needs to give to every client an aggregation weight d;(n) such that ¢;(n) = p;
without knowing T;.

11
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In Example 1, we note that we have 1 3 [ + qQ”'H] = p;. Therefore, every client is given
proper consideration every two optimization rounds. Based on Example 1, in Theorem 4 we
provide weaker sufficient conditions than the ones of Corollary 3. To this end, we introduce
Property 2 stating that, in a window of size W optimization rounds, clients are always
contributing according to their expected importance g;.

Property 2 (Window) 3W > 1 such that Vs, Zns+51WW ! gi(n) = qi.

Property 2 states that over a cycle of W aggregations, the sum of a client’s expected
aggregation weights ¢;(n) is constant. By definition of ¢;, Property 2 is always satisfied for
W = N. In addition, we show in Section 4 that Property 2 holds for all the asynchronous
optimization schemes used in our work, and provide W in close-form depending on M, the
amount of participating clients, and their associated update time.

Finally, we consider with Assumption 5 that clients gradients are bounded. This as-
sumption has been considered in previous work on federated optimization including Li
et al. (2020b); Stich (2019), and can be justified by the use of gradient clipping during
the practical optimization of deep learning models to prevent exploding gradients. With
gradient clipping, a given threshold B is introduced, and gradients with norm exceeding
this threshold are clipped to norm B.

Assumption 5 (Bounded Gradients) The expected squared norm of gradients is uni-
formly bounded, i.e. 3B > 0 such that Eg, [HVE,-(Q:,&)HQ} < B?.

Therefore, using Assumption 2, Assumption 5 and the Cauchy Schwartz inequality gives
E [ﬁl(gn,kJrl)} _E [cz(en,k)} <E |:<V£i(0n,k+1)’ 0n,k+1 . 9n,k>:| < 779”[@[(”)32- (9)

Finally, using equation (9) and Property 2, the performance history on the optimized prob-
lem can be bounded as follows

(s+1)W-1K-1 (sH1)W—-1K-1
Z Z ¢ E [ en k)} < Z Z (b [ [ an k)] + ngan(W - 1)B2 .
n=sW k=0 n=sW k=0

(10)

Theorem 4 Under Assumption 1 to 5, and considering that W is a divider of N, we get
the following convergence bound for the optimization problem (6):

NNzl Z[ [ enk}_z(é)}SE::€F+€K+EQ+€/5—|—€W,

where ey = O(ngm(W —1)K). Furthermore, we obtain the following convergence guarantees
for the federated problem (2):

N—-1
Z;{ZE[HVﬁO”kH]<e+O Z Zs]
n= k=0
where x% = Z}]:1 @

12



FEDERATED OPTIMIZATION WITH ASYNCHRONOUS CLIENTS UPDATES

Proof
1 N-1 1 K-1 - o
N2 i 2 [E L] - o)
v B
<< >0 = > wln) [E[Li(0mh)] + Kk (W - 1)B2] - £(9)
n=0 k=0
N—-1
<R{L"}) +e+ % > L") - L(9) =e,
n=0

where we use equation (10) for the first inequality and Theorem 1 for the second inequality.

Finally, we can obtain convergence guarantees on the optimization problem (2) with
Theorem 2 by considering the minimization of the optimization problem £. Therefore, the
bound of Theorem 2 can be simplified noting that £ = £, 8" = 0, W,, = 0, x2 = x?, and
by adding ey, which completes the proof. |

Theorem 4 shows that the condition 5; = r; is sufficient to minimize the optimization
problem (2). In practice, for privacy concerns, clients may not want to share their data
distribution with the server, and thus the relaxed sufficient condition becomes ¢; = p;. This
condition is weaker than the one obtained with Corollary 3, at the detriment of a looser
convergence bound including an additional asymptotic term ey linearly proportional to the
window size W. Therefore, for a given learning application, the maximum local work delay
7 and the window size W need to be considered when selecting an FL optimization scheme
satisfying Algorithm 1. Also, the server needs to properly allocate clients aggregation
weight d;(n) such that Property 2 is satisfied while keeping at a minimum the window
size W. We note that W depends of the considered FL optimization scheme and clients
hardware capabilities. Based on the results of Theorem 4, in the following section, we
introduce FEDFIX, a novel asynchronous FL setting based on a waiting policy over fixed
time windows At™.

Finally, the following example illustrates a practical application of the condition ¢; = p;.

Example 2 We consider two clients, i = 1,2, with £;(0) = % |6 — 67 ||* where clients have
identical importance, i.e. p1 = pa = 1/2. Client 1 contributes at even optimization rounds
and Client 2 at odd ones, i.e. ¢o" = q1, q%”“ = qo, and qf”“ = ¢3" = 0. Hence, we have
n NM—00 q10>1k + qz9’2"

q1 +q2

0

which converges to the optimum of problem (2) if and only zf% [(]ZQ” + (fj?"“] = p; (Theorem

4)-

The conditions of Corollary 3 and Theorem 4 are equivalent when W = 1, where we
retrieve ey = 0. They are also equivalent when clients have the same data distributions,
and we retrieve §; = r; = 1 at every optimization round, which also implies that W = 1.

The convergence guarantee proposed in Theorem 4 depends on the window size W,
and to the maximum amount of optimizations needed for a client to update its work .

13
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We provide sufficient conditions in Corollary 5 for the parameters W, and 7, such that an
optimization scheme satisfying Algorithm 1 converges to the optimum of the optimization
problem (2).

Corollary 5 Let us assume there exists a > 0 and b > 0 such that W = O(N%), T = O(N?),
and ny < N~¢. The convergence bound of Theorem 4 asymptotically converges to 0 if

W =o0o(N),7 =0o(N), and max(a,b) <c < 1.

Proof The bound of Theorem 4 converges to 0 if the following quantities also do: n W,
mLN, T, M- We get the following conditions on a, b, and ¢: —c+a <0,¢c—1<0,b—c <0,
—c < 0, which completes the proof. [ |

By construction and definition of ¢;, Property 2 is always satisfied with W = N. How-
ever, Corollary 5 shows that when W = N, no learning rate 1; can be chosen such that
the learning process converges to 8*. Also, Corollary 5 shows that Assumption 4 can be
relaxed. Indeed, Assumption 4 implies that 7 = O(1) and Corollary 5 shows that 7 = o(V)
is sufficient. We show in Section 4 that all the considered optimization schemes satisfy
7=0(1) and W = O(1), and also depend of the clients hardware capabilities and amount
of participating clients M.

4. Applications

In this section, we show that the formalism of Section 2 can be applied to a wide-range
of optimization schemes, demonstrating the validity of the conclusions of Corollary 3 and
Theorem 4 (Section 3). When clients have identical data distributions, the sufficient con-
ditions of Corollary 3 are always satisfied (Section 3). In the heterogeneous case, these
conditions can also (theoretically) be satisfied. It suffices that every client has a non-null
participation probability, i.e. P(77* < At™) > 0 such that there exists an appropriate d;(n)
satisfying g;(n) = p;. Yet, in practice clients generally may not even know their update
time distribution P(7}") making the computation of d;(n) intractable. In what follows, we
thus focus on Theorem 4 to obtain the close-form of €, which only requires from the server
to know the clients time ;.

Theorem 4 provides a close-form for the convergence bound € of an optimization scheme
in function of the amount of server aggregation rounds N. We first introduce in Section
4.1 our considerations for the clients hardware and data to instead express € in function of
the training time T'. The quantity € also depends on the optimization scheme time policy
At" through «,  and 7, and on the clients data heterogeneity through R({£"}) and W.
We provide their close-form for synchronous FEDAVG (Section 4.2), asynchronous FEDAvVG
(Section 4.3), and FEDFIX (Section 4.4), a novel asynchronous optimization scheme mo-
tivated by Section 3.4. Finally, in Section 4.5, we show that the conclusions drawn for
synchronous/asynchronous FEDAvVG and FEDFIX can also be extended to other distributed
optimization schemes with delayed gradients. Of course, similar bounds can seamlessly be
derived for centralized learning and client sampling, which we differ to Appendix C to focus
on asynchronous FL in this section.

14



FEDERATED OPTIMIZATION WITH ASYNCHRONOUS CLIENTS UPDATES

4.1 Heterogeneity of clients hardware and data distributions

Clients importance. We restrict our investigation to the case where clients have identical
aggregation weights during the learning process, i.e. d;(n) = d;. We also consider identical
client importance p; = 1/M. We can therefore define the averaged optimum residual 3
defined as the average of the clients SGD evaluated on the global optimum, i.e.

M
— 1 (p* &N\12
%= g7 LR Iveie,€)l?]

When clients have identical data distributions, 3 can be simplified as ¥ = E¢ [H VL(0*,8)|?],

and X = 0 when clients perform GD. We note that in the DL and FL literature X is often
simplified by assuming bounded variance of the stochastic gradients, i.e. ¥ < o2, where o2
is the bounded variance of any client SG.

Clients computation time. In the rest of this work, we consider that clients guarantee
reliable computation and communication, although with heterogeneous hardware capabil-
ities, i.e. d1; € R, s.t. T; = 7;. Without loss of generality, we assume that clients are
ordered by increasing 7;, i.e. 7; < T;11, where the unit of 7; is such that 7; is an integer. In
what follows, we provide the close form of d; for all the considered optimization schemes.
This derivation still holds for applications where clients have unreliable hardware capabil-
ities that can be modeled as an exponential distribution, i.e. T; ~ exp(Ti_l) which gives

Clients data distributions. Unless stated otherwise, we will consider the FL setting
where each client has its unique data distribution. Therefore, clients have heterogeneous
hardware and non-iid data distributions. The obtained results can be simplified for the DL
setting where a dataset is made available to M processors. In this special case, clients have
iid data distributions (Z; = Z) , and identical computation times (7; = 71, W = M, and
T=DM-1).

Learning rates. For sake of clarity, we ignore the server learning rate when expressing
the convergence bounds e, i.e. ny = 1. Also, we consider a local learning rate 7; inversely
proportional to the serial amount of SGD included in the global model, i.e. 7, x 1/vV KN,
consistently with the rest of the distributed optimization literature.

We propose Table 2 to summarize the close form or bounds of the different parameters
used in Section 3.

4.2 FedAvg, Synchronous Federated Learning

As described for FEDAVG in Section 2.3, at every optimization round, the server sends to the
clients the current global model to perform K SGD steps on their own data before returning
the resulting model to the server. Once every client performs its local work, the new global
model is created as the weighted average of the clients contribution. The time required
for an optimization step is therefore the one of the slowest client (At"™ = max;(7}")), and
every client is considered (P(T)* < At™) = 1). Hence, a = 1, § = 0, and setting d; = p; is
sufficient to satisfy the conditions of Corollary 3 (and thus the ones of Theorem 4) ensuring
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Sync. FEDAvVG Async. FEDAvG FEDFIX

d; =Dpi = {Zf\il %J Tibi = [7i/At] pi
T/7u M oT/n T/At
At = max T} = min 7T} = At
o 1 0 1
IS 0 max d; < Ty /7o 0
T 0 Q(M), O(MTyr/70) 0, | 7m/70]
W 1 Q(M), O(M (mar)™) 1, M [1/70]™
R({£"}) =0 = 4 M [£i(6%) = £i(0)] | < 4 XM [£i(67) — £i(6)))]

Table 2: The different variables used to account for the importance of clients or data distri-
butions at every optimization round and during the full FL process. For 7 and W,
we give two values which correspond to their respective lower and upper bound.

that FL converges to its optimum (Wang et al., 2020a). The term e then reduces to

1 .12 K—-1 1 1
€FEDAVG = \/ﬁ HGO -0 H + 0 <NE> + O <\/WMZ) . (11)

The second element of equation (11) accounts for the clients update disparity through their
amount of local work K between two server aggregations, and is proportional to the SG
variance Y. The third element benefits of the distributed computation by being proportional
to 1/M. Equation (11) is consistent with literature on convex distributed optimization with
FEDAVG including Wang et al. (2020a); Khaled et al. (2020).

4.3 Asynchronous FedAvg

With FEDAVG, every client waits for the slowest one to perform its local work, and cannot
contribute to the learning process during this waiting time. To remove this bottleneck, with
asynchronous FEDAVG, the server creates a new global model whenever it receives a client
contribution before sending it back to this client. For in depth discussion of Asynchronous
FEDAvVG, please refer to Xu et al. (2021).

With asynchronous FEDAVG, clients always compute their local work but each on a
different global model, giving At" = min; T}", a = 0, and 8 = max; d;. In addition, while
the slowest client updates its local work, other clients performs a fix amount of updates (up
to [Tar/7i]). By scaling this amount of updates by the amount of clients sending updates
to the server, we have

70

T:0<”%M—n>.

We define lem({z;}) the function returning the least common multiplier of the set of
integers {x;}. Hence, after every v := lem({r;}) time, each client has performed v/
optimization rounds and the cycle of clients update repeats itself. Thus, the smallest window
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W satisfies
M
W = Z V/Ti.
i=1

By construction, v > 7y and thus W = Q(M), with W = M when clients have homogeneous
hardware (7p; = 79). In the worse case, every 7; is a prime number, and we have v/7; <
(rar)™ ™1, which gives W = O(M (r37)™ ™). In a cycle of W optimization rounds, every
client participates v/7; times to the creation of a new global model. Therefore, we have
gi(n) = d; for the v/7; participation of client 7, and g;(n) = 0 otherwise. Hence, the sufficient
conditions of Theorem 4 are satisfied when

1 (k+1)W—-1 1 M 1
G = — gi(n) = —7—— d =p;, =d; = [ ] TiDi- (12)
4 n:Zk:W wal v/ 7 Ti ; Ti

The client weight calculated in equation (12) is constant and only depends on the client
importance p; (set and thus known by the server), and on the clients computation time 7;
(eventually estimated by the server after some clients updates). The condition on d; can
be further simplified by accounting for the server learning rate n,. Coupling equation (5)
with equation (12) gives nyd; o< 7;p;, which is sufficient to guarantee the convergence of
asynchronous FL to its optimum. Finally, by bounding 7;, we also have § = max; d; <
Tam /o, bounded the hardware computation time heterogeneity.

The disparity between the optimized objectives R({£"}) at different optimization rounds
also slows down the learning process. Indeed, at every optimization round, only a single
client can participate with probability 1. As such, we have L™ = d;£; which, thanks to the
assumption p; = 1/M, yields

M
R(L"}) = Z L£i(67)]-
=1

Finally, we simplify the close-form of € (Theorem 4) for asynchronous FEDAVG to get

1 o2 K—-1 ™1 N
€Asyne = TRN |6° —6%||" + 0O <NE> +0 <T]‘jm[}z({£ })+E]>

e ((Tg)g %MQ RUL™)) + z]) e (\/Il{iN(W - 1)) . (13)

With equation (13), we can compare synchronous and asynchronous FEDAvG. The first
and second asymptotic terms are identical for the two learning algorithms, while the third
asymptotic term is scaled by the hardware characteristics 77 /79 instead of 1/M in FEDAvG,
with the addition of a non null residual R({L£"}) for asynchronous FEDAvVG. However, the
fourth and fifth term are unique to asynchronous FEDAVG, and explains why its convergence
gets more challenging as the amount of clients M increases. The impact of the hardware
heterogeneity is also identified through the importance of 7a;/79 in the third term. With
no surprise, for a given optimization round, synchronous FEDAVG outperforms its asyn-
chronous counterpart. However, in T' time, the server performs

M
N = Z T/t
i=1
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aggregations with asynchronous FEDAVG against T/7); for synchronous FEDAVG. With
asynchronous FEDAVG, the server thus performs at least M times more aggregations than
with synchronous FEDAVG. As a result, the first two terms of equation (13), which are
proportional to how good the initial model is |8y — 6*||, decrease faster with asynchronous
FEDAVG at the detriment of an higher convergence residual coming for the two last terms.

Comparison with asynchronous DL and FedAvg literature. The convergence
rates obtained in the convex distributed optimization literature relies on additional assump-
tions to ours, with which we retrieve their proposed convergence rate. To the best of our
knowledge, only Zinkevich et al. (2009) considers non-iid data distributions for the clients.
When assuming W = O(7) and n; o< 1//7TN, we retrieve a convergence rate,/7/N.

We also match convergence rates for literature with iid client data distributions and
K = 1. With M = O(v/N), then we have O(1/v/N) (Agarwal and Duchi, 2011; Lian et al.,
2015). When 1, = O(1/7VKN), we retrieve 7/N + 1/+/N (Stich and Karimireddy, 2020;
Stich et al., 2021).

4.4 FedFix

The analysis of asynchronous FEDAVG (Section 4.3) and its comparison with synchronous
FEDAVG (Section 4.2), shows that asynchronous FEDAVG is not scalable to large cohort of
clients. We thus propose FEDFIX combining the strong points of synchronous and asyn-
chronous FEDAVG, where the server creates the new global model at a fixed time t" with
the contributions received since t"~!. Therefore, the server does not wait for every client,
contrarily to synchronous FEDAVG, and considers more than one client per aggregation to
have more stable aggregations, contrarily to asynchronous FEDAvG. We provide in Figure
1 an illustration of FEDFIX with two clients.

With FEDFIX, an iteration time At™ = ¢"*1 — " is decided by the server and is inde-
pendent from the clients remaining update time 7. For sake of convenience, we further
assume that the time between optimization rounds is identical, i.e. At"™ = At, but the
following results can be derived for other fixed time policies {At"}. Therefore, T* and 17
are independent, and so are w; and w;, which gives o =1 and 3 = 0.

Every client sends an update to the server in N/ = [T;/At] optimization steps. Con-
trarily to asynchronous FEDAVG, we thus have 7 = [7,,,/At] = O(1), which is independent
from the amount of participating clients M. In this case, the smallest window W satisfies
W = lem({N}}), and clients update W/N/ times their work to the server during the window
W. Therefore, satisfying the conditions of Theorem 4 requires

4 = | 55| pi (14)
With equation (14), we can notice the relationship between FEDFIX and synchronous or
asynchronous FEDAvG. When At > 7;, client i participates to every optimization round
and is thus considered synchronously, which gives d; = p;. When A; > 77, we retrieve
synchronous FL and d; = p; for every client. On the contrary, for asynchronous FL, when
At < 73, we obtain [7;/At] = 7;/At and we retrieve ngd; = 1y [1;/At] p; o< Tip;.

Regarding the disparity between the local objectives R{L"}, we know that a client
participates to an optimization round with ¢;(n) = d;. We thus have L = ), ¢ d;L;,
where S, is the set of the participating clients at optimization step n. Considering that
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Lo > > ics, diLi(07), the close form of FEDFIX is bounded by the one of of asyn-
chronous FEDAVG, i.e.

n 1 z *
R{L"}) < 37> L Li(67)] -

2:1
Finally, we simplify the close-form of e (Theorem 4) for FEDFIX to get

:ﬂ; o~ 2] + 0 (5 retey +1)

<[F JI\{f K”ﬂ } [ (L") + [Zﬂ 1\142D +0 (\/;{—N(W— 1))(15)

The first two elements of equation (15) are identical for FEDFIX, synchronous and asyn-
chronous FEDAVG. However, thanks to lower values for the different variables (cf Table 2),
the last two asymptotic terms of the convergence bound are smaller for FEDFIX than for
asynchronous FEDAVG, equation (15). Similarly, these two terms are larger with FEDF1X
than with synchronous FEDAVG. The hardware heterogeneity and the amount of partic-
ipating clients still impacts the convergence bound through [73,/At] and W, but can be
mitigated with proper selection of At. Therefore, after N optimization rounds, synchronous
FEDAVG outperforms FEDFIX which outperforms in turn asynchronous FEDAvVG. However,
in T time, the server performs N = T'/At aggregations with FEDFIX against T'/7ys for syn-
chronous FEDAvG. With asynchronous FEDAVG, the server thus performs at least 737 /At
times more aggregations than with synchronous FEDAvG. Overall, At can be considered
as the level of asynchronicity given to Algorithm 1, with FEDAVG when At = 73, and
asynchronous FEDAVG when At > 7.

In the DL case, clients have identical computation time (71 = 7y,,), and we retrieve the
convergence bound of synchronous FEDAVG.

In addition, we can increase the waiting time for the clients update, since the learning
process converges and gets closer to the optimum of optimization problem (2), to reach a
behavior similar to the one of synchronous FL. Indeed, for Theorem 4 to hold, we only need
the same optimization time rounds At over a window W

4.5 Generalization

Coupled with the theoretical method developed in Wang et al. (2020a), the proof of Theorem
1 can account for FL regularization methods (Li et al., 2020a, 2019; Acar et al., 2021), other
SGD solvers (Kingma and Ba, 2015; Ward et al., 2019; Li and Orabona, 2019; Yu et al.,
2019a,b; Haddadpour et al., 2019), and/or gradient compression/quantization (Reisizadeh
et al., 2020; Basu et al., 2019; Wang et al., 2018; Koloskova™ et al., 2020).

We also note that Theorem 4 can be applied to other distributed optimization schemes
using different waiting time policy At™. With FEDBUFF (Nguyen et al., 2021), the server
waits for m client updates to create the new global model. The server then communicates
to these clients the new global model, while the other clients keep performing local work on
the global model they received.

In this section, the sufficient conditions of Theorem 4 regarding the expected aggregation
weights ¢;(n) were applied to obtain proper aggregation weight d;. We keep identical clients
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local learning rate n; and amount of local work K. We could instead get the close-form
of a client specific learning rate 7;(i) or amount of local work K (i) using the gradient
formalization of Wang et al. (2020a). Specifically, our conclusions can also be applied to
federated optimization schemes where clients perform the same amount of SGD steps on
their data over the whole optimization process while asynchronously aggregating the clients’
delayed updates (Lian et al., 2018; Avdiukhin and Kasiviswanathan, 2021). Finally, with
minor modifications to the aggregation scheme (5), our convergence guarantees can also be
extended to federated optimization schemes where the server balances the clients’ hardware
heterogeneity by using every client latest contribution during each aggregation step (Gu
et al., 2021; Yang et al., 2022).

5. Experiments

In this section, we experimentally demonstrate the theoretical claims of Section 3 and 4.
We first introduce the information needed to understand how the experiments are run in
Section 5.1. Finally, in Section 5.2, we provide our experiments and their interpretation.

5.1 Experimental Setting

We introduce in this subsection the dataset and the predictive models used for federated
optimization, the hardware scenarios proposed to simulate hardware heterogeneity, the
clients aggregation weights strategies, and how the different hyperparameters are set!.

Optimization Problems. We consider learning a predictive model for optimization
problem (2) where clients have identical importance (p; = 1/M) based on the following
datasets with their associated learning scenarios.

e MNIST iid (Lecun et al., 1998) and MINIST non-iid. MNIST is a dataset of 28x28
pixel grayscale images of handwritten single digits between 0 and 9 composed of 60 000
training and 10 000 testing samples split equally among the clients. We use a logistic
regression to predict the images class. Clients are randomly allocated digits to match
their number of samples. With MNIST non-iid, we split instead data samples among
clients using a Dirichlet distribution of parameter 0.1, i.e. Dir(0.1).Therefore, with
MNIST iid and non-iid, we evaluate our theory on a convex optimization problem.

e CIFAR10/100 (Krizhevsky, 2009). The dataset consists of 10/100 classes of 32x32
images with three RGB channels. There are 50000 training and 10000 testing exam-
ples. The model architecture was taken from (McMahan et al., 2017) which consists
of two convolutional layers and a linear transformation layer to produce logits. Clients
get the same amount of samples but their percentage for each class vary and is deter-
mined with a Dirichlet distribution of parameter 0.1, i.e. Dir(0.1) (Harry Hsu et al.,
2019).

e CIFAR"10/100. Clients get the same samples as with CIFAR10/100. However, with
CIFAR*10/100, we use a logistic regression to predict the image class to evaluate our
theory on a convex optimization problem as for MNIST iid and non-iid.

1. Code and data are available at https://github.com/Accenture/Labs-Federated-Learning/tree/
asynchronous_FL
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e Shakespeare (Caldas et al., 2018). We study a LSTM model for next character
prediction on the dataset of The Complete Works of William Shakespeare. The model
architecture is composed of a two-layer LSTM classifier containing 100 hidden units
with an 8 dimensional embedding layer taken from (Li et al., 2020a). The model
takes as an input a sequence of 80 characters, embeds each of the characters into a
learned 8-dimensional space and outputs one character per training sample after 2
LSTM layers and a fully connected one.

Hardware Scenarios. In the following experimental scenarios, clients computation
time are obtained according to the time policy F'’X. We consider that clients have fixed
update times that can be up to X% faster than the slowest client. Clients computation
time are uniformly distributed from the lower to the upper bound set at 1 unit of time.
Clients have thus identical hardware with F'0. To simulate heterogeneous clients hardware,
we consider the time scenario F'80.

Clients Aggregation Weights. To compare asynchronous FL with and without the
close-form of d; provided in Section 4, we introduce IDENTICAL where d; = 1 for every
client regardless of the time scenario F'.X, and TIME-BASED where d; satisfies equation (12)
derived in Section 4.

Hyperparameters. Unless specified otherwise, we consider a global learning rate
ng = 1. We finetune the local learning rate 7, with values ranging from 1075 to 1. We
consider a batch size B = 64 for every dataset. We report mean and standard deviation
on 5 random seeds. Every comparison of IDENTICAL with TIME-BASED is done using the
same local learning rate. We give an advantage to IDENTICAL by finetuning the learning
rate on this clients aggregation weight scenario.

5.2 Experimental Results

We experimentally show that asynchronous FL has better performances with TIME-BASED
than with IDENTICAL, and thus we demonstrate the correctness of Theorem 4 with Figure
2 in Section 5.2.1. Finally, we compare synchronous FEDAVG and asynchronous FEDAvVG
in Figure 3.

5.2.1 IMPACT OF THE CLIENTS AGGREGATION WEIGHTS ON ASYNCHRONOUS FEDAvVG

Figure 2(a) experimentally shows the interest of coupling asynchronous FL with TIME-
BASED instead of IDENTICAL for different convex applications (MNIST iid, MNIST non-iid,
CIFAR*10, and CIFAR*100). The learnt model with TIME-BASED has better minima on
the federated problem (2). In addition, Figure 2(b) shows that losses across clients are more
homogeneous with TIME-BASED, resulting in generally lower standard deviations.
Focusing on MNIST iid and non-iid, we see the impact of data heterogeneity on the learnt
model performances. With IDENTICAL, asynchronous FL converges to a suboptimum point
and the differences between the learnt model losses is twice as large for MNIST non-iid than
for MNIST iid, Figure 2(a). Figure 2(b) shows a similar result concerning the clients loss
heterogeneity. Therefore, data heterogeneity degrades the suboptimum loss and cannot be
ignored in asynchronous FL applications. Indeed, IDENTICAL and TIME-BASED curves are
significantly different even for the simplest application on MNIST iid, where the dataset
is uniformly distributed across M = 10 clients. Hence, the assumption of identical data
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Figure 2: We consider the loss evolution over time of federated problem (2) (FP) and
surrogate problem (6) (SP) for MNIST iid, MNIST non-iid, CIFAR*10, and
CIFAR*100; and the respective standard deviation of the loss over clients in
(b) and (d). We consider M = 10 for a time scenario F'80 with K = 1.

distributions should generally not be made and the aggregation scheme TIME-BASED should
be used instead for any asynchronous FL (or DL).

With Figure 2(c), we can also appreciate the performances of the learning procedure
on the surrogate problem (6) based on the clients computation times 7;. Due to clients
hardware heterogeneity, in the scenario F'80, clients communicate with the server up to 5
more times than the slowest one. TIME-BASED balances this amount of updates disparity
across clients. As a result, IDENTICAL has better performances than TIME-BASED on the
surrogate problem (6) for MNIST iid/non-iid and CIFAR*10,/100.

5.2.2 PARTIAL ASYNCHRONICITY WITH FEDFIX

The theory derived in Section 3 can be applied to asynchronous FL but also synchronous
FL, FEDAvG, and other asynchronous FL schemes like FEDFIX (Section 4) and FED-
BurF (Nguyen et al., 2021). We show with Figure 3 that allowing asynchronicity does
not necessarily provide faster learning processes, e.g. comparison between synchronous and
asynchronous FEDAvVG above, but FEDF1X outperforms FEDAVG by balancing convergence
speed and stability.

With a small enough learning rate 7;, asynchronous FEDAVG outperforms FEDFI1X and
FEDBUFF, which outperforms synchronous FL (see Figure 4 to 7 in Appendix D). Indeed,
in this case, global models change slowly and we can consider that the server receives
contributions with no gradient delay. As such, the learning procedure including the most
serial contributions in the global model is the fastest. However, in the other cases, the
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Figure 3: Evolution of federated problem (2) (FP) loss for CIFAR10 and Shakespeare and
time scenario F'0 and F'80, with M = 20 and M = 50. We consider 1, = 1 and
K = 10. The server creates the new global model after At = 0.5 for FEDFI1X and
after receiving ¢ = 10 delayed contributions with FEDBUFF.

learning rate 7; does not mitigate the discrepancy between clients update, which slows
down convergence for asynchronous FL, and can even prevent it.

Identifying the fastest optimization scheme must be done by comparing optimization
schemes based on their best local learning rate 7; (Figure 3). Synchronous FL outperforms
asynchronous FL when clients have homogeneous (F0) or heterogeneous (F'80) hardware.
Indeed, the server needs to increase the amount of contributions at each aggregation to
balance convergence speed and convergence stability. We see that FEDF1x-0.5 provides
this trade-off and outperforms synchronous FL by performing twice as many server aggre-
gations in the heterogeneous hardware scenario (F'80). We also see that FEDBUFF always
outperforms asynchronous FL by considering more clients at every aggregation without nec-
essarily outperforming synchronous FL. Hence, FEDFIX better balances convergence speed
and stability than FEDBUFF.

We note that, even for synchronous FL, FL convergence is not monotonous. Indeed, for
synchronous FL to have a better convergence speed than asynchronous FL, the server needs
to consider a high local learning rate leading to convergence instability. Figure 3 shows this
instability for Shakespeare and t > 2500, and Figure 4 to 7 in Appendix D provides the
evolution of this instability as the learning rate n; increases.

We note that even when clients have homogeneous hardware (£0), FEDFIX can out-
perform synchronous FL. This can be explained by the close-form of FEDFIX weights d;,
equation (14), which accounts for server aggregations where no client participates. As a
result, FEDFIX behaves as asynchronous FL but with an higher server learning rate 7, = 2
which provides faster convergence.
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6. Discussion

This work introduces equation (5) which generalizes the expression of FEDAVG aggregation
scheme by introducing stochastic aggregation weights w;(n) to account for asynchronous
client updates. We prove the convergence of FLi schemes satisfying equation (5) with Theo-
rem 1. A similar aggregation scheme has been derived in Fraboni et al. (2022) for unbiased
client sampling, which this work generalizes. In addition, we show that aggregation scheme
(5) is satisfied by asynchronous FL, FEDFI1X, and FEDBUFF, Section 4. Finally, we assume
fixed clients update time 7; such that we can consider d;(n) = d;, and give in Section 4
its close-form to ensure any FL optimization scheme converges to the optimum of problem
(2). Our work remains relevant for applications with d;(n) # d; but we let the specific
derivations to the reader.

This work shows theoretically and experimentally that asynchronous FEDAVG does not
always outperform its synchronous counterpart. By creating the new global model with the
contribution of only one client, asynchronous FEDAVG convergence speed is very sensitive
to the choice of learning rate and amount of local work K. These two hyperparameters need
to be fine-tuned to properly balance convergence speed and stability. Due to the hardware
constraints inherent to the FL setting, fine-tuning is a challenging step for FL and is not
necessarily feasible. Therefore, we proposed FEDFIX, an FL algorithm where the server,
after a fixed amount of time, creates the new global model with the contribution of all
the participating clients. We prove the convergence of FEDFIX with our theoretical frame-
work, and experimentally demonstrate its improvement over FEDAVG in all the considered
scenarios.

Appendix A. Proof of Theorem 1

We first provide in Section A.2 the basic inequalities used in our proofs, and in Section A.3
the basic notations used to provide clearer proofs.

A.1 Bounding the convergence residual X

As defined in Section 2.5, the convergence residual is defined as

M
2= Y [[|VE(O.6)]°].
=1

When considering that the clients gradient estimator are bounded by o2, then each client
gradient estimator satisfies

Be, |[|V£i(6.6) — VLi(0)*] <o
Under this assumption, we can bound X as follows
M
2 <> 4| VL@ + a(n)o? (16)
i=1

<2quz (0) — L£;(07)] + q(n)o?, (17)
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where the first inequality follows from the unbiasedness of the gradient estimator, Assump-
tion 3, and the second inequality from the Lipschitz smoothness of every client loss function,
Assumption 1. With both equation (16) and (17), the convergence guarantees of Theorem 1
can be extended to account for bounded gradient estimator bounded variance, an additional
assumption unneeded in this work.

A.2 Basic Inequalities

We provide the following basic inequalities used in our proofs.
Let us consider f a L-Lipschitz smooth and convex function with optimum x*. For any
vector « and y, we have

IVf(@)]* < 2L[f (@) — f(z")], and |V f(z) = VI(y)|* < L* |z —y|*.

Let us consider g a convex function and d vectors {x} each with importance py such
that ZZZI pr = 1. With Jensen inequality, we have

d
Zpkwk SZ
k=1 k=1

Let us consider the random variable X, we have

E|Ix -E[X]I?] <E[I1X]?].

A.3 Additional Notation

In Table 1, we synthesize the different random variables associated to the clients aggregation
weights. In Table 3, we synthesize the remaining random variables.

We introduce the following notations to provide clear and compact proofs. When-
ever considering a function f(n,k), we define f(n) == 1/K S 7' f(n,k), and f(N) =
1/N ZnNz_Ol (n). We introduce the following quantities

D(a:,n, k‘) — qu Vﬁ apz n).k ),On’k _ m)] ’ Q(n) — [Hen—i—LO _ en,OHQ} ’

2

Rmm:E‘fawmwwﬂ , Z% e | Jator )]
=1 i
Z(n, k) = L(O™F) — L"),  A(n,k) :=E “ gkl _ wHQ] _E U gk :1:”2 :

2 Mo _ 9
o am =Y ame[lvae.e)].
=1
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Table 3: Common Notation Summary (addition to Table 1).

Symbol Description
M Number of clients.
K Number of local SGD.
Mg, M Global/Local learning rate.
7 Effective learning rate, 1 = mn,.
o Global model at server iteration n.
9?“ Local update of client ¢ on model 8.
0%, 07 Optimum of the federated problem (2)/client i.
o0™", OZM{” Global/Local update after & SGD on global model 6".

o Covariance parameter.

8 Defined in Theorem 1.

L(-),Li() Federated /local loss function.

gi(+) SG. We have E¢, [g;(-)] = VL;(-) with Assumption 3.

& Random batch of samples from client ¢ of size B.

L Lipschitz smoothness parameter, Assumption 1.

T; Computation time of client .

t" Time at aggregation n.

" Remaining computation time of client ¢ at time t".
At™ Time elapsed between two server aggregations.
pi(n) Last index at which a client ¢ received its global model.

P Highest sum of aggregation weights, i.e. p = max (1,¢(n))
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M
oa(n) == Zcﬁ(n) E [vai(én,gi)ﬁ , and Z(n, k) = LY(O™F) — L (x).
i=1

Finally, we define ¢;(y) = VL;(y,&;) the SG of client i evaluated on model parameters y
and batch &;. We will thus write gi(Oz’;{(n)) instead of VL; (Hf}c(n), £p’(n ).

A.4 Useful Lemmas

Lemma 6 Let us consider n vectors x;, ..., x,. We have

M M
= i) il* + o || gi(n)z;
i=1 i=1

where y;(n) = Eg, [w?(n)] —ag?(n) > 0, and v;(n) < Bg;(n) with B = max{d;(n) —ag;(n)}.

2 2

Proof We first propose the following intermediary result. For any y € R, we have

Es, [wi(n)w;j(n)]y < agi(n)g;(n)y. (18)

When y > 0, equation (18) follows directly from Property 1. When y < 0, equation (18)
follows from providing a lower bound to the joint probability of two Bernoullis and the fact
that a € [—1,1]. Indeed, in that case, we have

P(T < A", TP < At™) > P(I7 < At")P(TT < At™) > aP(I] < At")P(TT < At™).

Going back to the stochastic sum of vectors, we have

2

ZESn )]l +ZZESn wi(n)w;(n)] (@i, ;)

i=1 j=1
7&

< ZES" H$z|| +Zza(ﬁ mivmj>’ (19)

=1 j=1
J#

where we use equation (18) to obtain the inequality. In addition, we have

M M
ZZ<Q1( xlaq] Zqz Hle (20)

i=1 j=1
J#i

Substituting equation (20) in equation (19) completes the first claim.

Considering that Eg, [w?(n)] = Var [w;(n)]+¢?(n) > ¢?(n) and o < 1, we have v;(n) > 0
which completes the second claim.

Finally, the third claim follows directly from the close-form of the clients aggregation
weights, equation (4).
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Remark. We can also provide the following lower bound for equation (20) using Jensen

inequality
2 2
max qZ

ZZ(QZ( xlan Z%

i=1 j=1
J#i

Therefore, Eg, [HZ% wi(n)x;

Zqz

2
] is linearly proportional to «.

Lemma 7 The following equation holds for any vector x:
A(n) < =2qD(x,n) + 7*aq®(n)R(n) + 7 Bq(n)S(n).

Proof We consider S, the set of participating clients at optimization round n, i.e. S, =
{n: T < At"}. We have

2 2
E.S'n |:‘ an,k+1 — 9* :| — ESn |:H(9n,k+1 . en,k) + (en,k: - 0*) :|
— ’ On,k —0* ‘|‘ 2< |:0n k41 On,k} 7On,k _ 0*)
+Eg, U gkt — gk ‘ ] : (21)
By construction, we have ™++1 — @™k = 5 Zf\il wi(n)gi(efi(n)’k). Taking the expectation

over Sy, we can simplify the second term of equation (21) with Eg, [0”7’““ — 0"7’“] =
—17 Zf\il qi(n)gi(efi(n)’k). Finally, using Lemma 6, we can bound the third term. Therefore,

2:| ‘
+ 772 Z’Yz

Considering 7;(n) < fg;(n), taking the expected value over the iteration random batches
¢rim):k and finally taking the expected value over the remaining random variables gives

we have

Es, “

0n,k+1 —O* Onk o* + 27] qu gz epz( n),k ) " — 9*>

2

Z(h gz 0pz(n) )

gz Opl(n H +77 «

A(n, k) < =2iD(x,n, k) + 72ag*(n)R(n, k) + 7*Bq(n)S(n, k).

Taking the mean over K completes the proof.
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Lemma 8 Under Assumption 5 and 1, and D = 6n?(K — 1)?L? < 1/2, we have

¢(n) < 4q(n ZQn—s +apt 707 (n)Z(n) +60f (K = 1)%01(n),
s=1

T

and S(n) < 12q(n)L*7 Y " Q(n — s) + 12Lg~ ' (n) Z(n) + 601(n).
s=1

Proof Let us decompose the difference 05 i)k _ gnik

k—1 k—1 M
ok — gk = [9“(”) — Zgz‘(gfi(n)’l)] - [9" —my_ Y ‘ji(n)gi(eipi(n”)] :

=0

as

Using Jensen inequality, we split the difference between the global models and the one
between the gradients to get

‘ 2+277[/<:Z

Therefore, by taking the expectations of equation (22) and summing over M gives

]

2

z(”)vk _ an,k . (22)

ol

M
znl ~ i(n),l
g:(67 ") Zq (n)gs (82

M
o(n,k) <23 G(n)E {Hepdn) —on
=1

k—1 M M 2
+ 202k S S G E | |07 ") = 37 Gi(n)ga(0 )
=0 =1 =1
M 9 k—1
<23 G(n)E {Hef%(”) _ o } +22k 30 il [ (67" H ]
=1 =0 i=1

where we see that S(n,l) appears in the second term of equation (23). We consider now
bounding S(n, k), and first note that a stochastic gradient can be bounded as follow

?|

When summing equation (24) over M, and considering the clients loss functions Lipschitz
smoothness, Assumption 1, we have

- i

gi(87" | ] <3IE[HV£ (07 n ) vy (omk e H]

+3E [chi(envk,gi) — VL0, &) } +3E ||[vLi0m,&)]°] (24

(67 H ] < 3L2¢(n, k) + 6Lq~ (n)Z(n, k) + 301(n). (25)
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We also note the following intermediary results

K 1

K-1 k- K—-2 K—1
ZkZml< n<(K-1P2) o < (K—1°) zp (26)
k=0 k=0

k:l

w
,_.

~
I
o

We substitute equation (25) in equation (23) such that D appears, take the mean over K
to introduce ¢(n) on the two sides of the equation, and use equation (26). We have

M
W <23 a0 E | o) - o
=1

Finally, reminding that D < 1/2, which gives 1 — D > 1/2, and using Assumption 4 to
bound E [HO’”(”) — 9””2} with Jensen inequality completes the first claim for ¢(n), i.e.

2] <Y E o=+ — o] 3 Q- s,
s=1 s=1

Substituting the close-form of ¢(n) in equation (25) completes the claim for S(n, k).

H(n)Z(n) + 607 (K —1)*01(n).

2 1
] + Do(n) +2D—+q”

E [Heﬂi(m _o"

Lemma 9 Under Assumption 2 and 3, we have

—2D(x,n) < —22(n) + 4Lg(n Z Q(n —s) +4DZ(n) + 607 (K — 1)*q(n) Loy (n).
s=1

Proof Follows directly from using Lemma 12 in Khaled et al. (2020) on D(x,n, k), taking
the mean over K, and using Lemma 8 to bound ¢(n) completes the proof.

|
Lemma 10 Under Assumption 1 and 3, and considering D < 1/2, we have
R(n) <12L°7) Q(n—s)+ 24Lg ' (n)Z(n) + 3Do1(n) + 6o3(n).
s=1
Proof
2
R(n, k) < 3E (n) [9:(60' ") = wiomE, €]
r 2
+3E qu [vc (@™ &) — vci(en’k)}
r 2
+3E Zqz )V Li(6™F) (27)
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We respectively call the three terms of equation (27), a(n, k), b(n,k), and c¢(n, k). Using
the local loss functions Lipschitz smoothness, Assumption 1, and Jensen inequality, we can
bound a(n, k) as

M
a(n, k) <33 Gi(n)E { gu(67 ) vgi(env’f,gﬁin))m <3L%(n. k). (28)
i=1

Using the unbiasedness of the gradient estimator, Assumption 3, and the local loss function
Lipschitz smoothness, Assumption 1, we can bound b(n, k) as

M 2
b(n,k) =33 R(n)E [Hwi(en”“, &) - V(0" ]
=1
|

M
<o it [B||[vaiert.e) - Ve
=1

M
<33 Pm)E [Hm(am’i&)
=1

2] LE [Hvﬁi(e",&ﬂ\ﬂ

M
< 12Lmax(@(n) |[£7(0™) — £7(0")] + 6 3 @) E [|[vLi0.&)|] . (29)

i=1

Using the Lipschitz smoothness of the local loss functions, Assumption 1 and Jensen
inequality, we can bound c¢(n, k) as

c(n,k) < 3E [Hvﬁn(anzk) D)

2 . N L
} <6L [cn(env ) — ﬁn(en)} . (30)
Substituting equation (28), equation (29), and equation (30) in equation (27), considering
that max;(g;(n)) < 1, and summing over K gives

R(n) < 3L*¢(n) + 18Lg 1 (n)Z(n) + 602(n)

Using Lemma 8 to replace ¢(n), and considering that D < 1/2 < 1 completes the proof.
|

Lemma 11 Under Assumption 1 and 3, considering that ~v;(n) < Bq;(n), and considering
1202 [a + B] P K272 L% < 1/2, we have

Q(N) < 24p[2a+ Bl P K2LZ(N) + 6p* [aD + 28] P K*%1(N) + 12p%an? K25 (N).

Proof Considering the proof of Lemma 7, using the fact that v;(n) < Sg;(n), and Jensen
inequality, we have

M K-1 2 M K1 2
Q) < PMai’E ||I>"a(n) Y- @7 ")) | +am)Bn* Y am)E ||| g0 )
=1 k=0 i=1 k=0
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Using Lemma 10 to bound R(n) and Lemma 8 to bound S(n), we can thus bound Q(n) with
the previous global model distances to the optimum Q(s), where max(0,n—7) < s <n-—1,
we thus have

1 T
———Q(n) <12 oa—i—BTLQ Q(n—s)+122a+ B8] LZ(n)
Q) < 12pla+ 817132 QMn ) + 12(20-+ 8 L2
+3plaD +2B]o1(n) + 6paos(n). (31)

We can thus define A(n) and B(n) such that the bound of of equation (31) can be rewrit-
ten as in equation (32), with its associated implications when taking the mean over N,
reordering, and considering that 7A(n) < 1/2:

T ~ 1 N—-1 1 N—-1
Q(n) < A(n) > Q(n—s)+B(n) = Q(N) = N > Q) < 2w Y Bn). (32)
n=0 n=0

s=1

Therefore, considering 12p? [ + 8] 7? K272 L? < 1/2 completes the proof.
|

A.5 Proof of Theorem 1

Proof Using Lemma 7, we have
1
7A(n) < —2D(,n) + pPaiR(n) + pBiS(n)

Using Lemma 9 to bound D(x,n), Lemma 10 to bound R(n), Lemma 8 to bound S(n),
and 3p [+ B L < 1, we get

;A(n) < —2E(n) + 8p7L i Q(n—s) +4DZ(n) + 6pnf (K — 1)?Loy(n)
s=1

+12 20+ B] piiLZ(n) + 3p%i} [aD + 28] 01(n) + 6p°adjoa(n).

When considering the following intermediary result

2
)

N-1
> KA = E[[05Y x| - 0 o]} > 0~
n=0

reordering the terms, and taking the mean over N, we get
1
N) <
(N) = nKN
+12p[2a + B]LZ(N) + 3p? [aD + 2B] 71%1(N) + 6p*aiiXa(N).
Using Lemma 11 to bound Q(N), and with v = 16pL, we have
1
nKN
~ 272 2] 1 5 2 ~ ~27-2 2
+12p[2a + B] [ + vi? K*7*] LZ(N) + 3p° [aD + 28] [ + vii? K*7%] £1(N)
+ 6p%a [77 + 1/772K27'2] Yo (V).

[1]1

2

E [Heo - a;yﬂ + 8pL7T2Q(N) + 4DZ(N) + 6pn?(K — 1)2LE1(N)

2Z(N) <

E [Heo - mHZ] +ADZ(N) + 6pi2(K —1)2LE1(N)
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We note that when =(N) < 0, the claim follows directly. Therefore, we consider Z(N) > 0
for the rest of this proof. We first note that

Z(N) = E(N) + R({L"}), (33)
and consider 7; such that
2 —4D — 12p[2a + B] [+ v K*7*] L > 1,

which gives

_ 1
=(N) <

(W) < KN
+12p[2a + B] [ + vi? K*7] LR({L"}) + 3p° [aD + 28] [} + vii? K*7%] £1(N)
+6p%a [ + vi K21%] So(N).

E |[6° — @[] + 4DR({L"}) + 6on(K — 1)*LE (N)

The 5th term can be simplified with the third one. Indeed, we consider a local learning rate
such that 3p7L < 1, 48p>7? K?72L? < 1, and we remind that oo < 1. We thus have

2(N) < ﬁ;N E[[6° -] + 0 (nf(K — 1)? [RHL"}) + (V)
+ 0 (a[i+ KT [RH{L"}) + S2(N)))
+0O (B [+ K*T*] [R{L"}) + Z1(N)]) . (34)
With B B
IVLi(0.6)|* < 2||VLi(8,€) — VLi(8,6)| +2||VL:(0,6)||,
we have

Sp(N) < max g;(n)S1(N) < max g;(n) ALR(L") + 25 (35)

Finally, substituting equation (33) and (35) in equation (34) completes the proof.
|

A.6 Simplifying the constraint on the learning rate

The constraints on the learning rate can be summarized as D = 6n?(K — 1)?L? < 1/2
(Lemma 8), 12p? [a + B8] 72 K272L? < 1/2 (Lemma 11), 3p[a+ B]7L < 1 (Theorem 1),
2 —4D — 12p[2a+ B8] [7 + vi* K*7%| L > 1 (Theorem 1), 3p*7L < 1 (Theorem 1), and
48372 K272 L% < 1 (Theorem 1).

We note that a < 1, and § < 1. We thus propose the following sufficient conditions to
satisfy the conditions above

4807 (K — 1)2L% < 1,144p*7L < 1, and 2304p°72 K22 L% < 1,
which can further be simplified with
g — !
—— 1NIn - — .
"= 8KL " 30217 + 1)
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Appendix B. Proof of Theorem 2

In this proof, we consider £" = ¢~ (n)L".

B.1 Useful Lemma

Lemma 12 The difference between the gradients of L(6) and L(0) can be bounded as follow

ch(a) —vZ”(a)H2 <4L2[LM0) — 3 5(n)Li(0))] +4L Y r[L5(0) — £;(67)],
JEW, JEWn

where Wy, = {j : s;(n) > 0} and x? = EjeWn (rj — 3;(n))?/5(n).

Proof We have Z}]:1 sj(n) = Zf\il gi(n) = q(n). Hence, by definition of £(0) and L™(0),

we have

J
VL(O) — VL (0) = > (r; — 5;(n))VL;(6)
j=1

T5 S;
J 83 \/ n)VL;(0) + Y 1;VL(8).

JGW J J%Wn

Applying Jensen and Cauchy-Schwartz inequality gives

2 2
~ 2 ri —3§;i(n) /o
VL(O)—VL"(0)| <2 2 5i(n)V L (0)|| +2 riVL;(0)
H H jeZWn /5;(n) J J jgzwn IV
- o] <
<2 Y > 5 VL 0)]
_jEWn ] j=1
+2 {Z } > i IVL0))°
JEWn J¢EWn

Considering the Lipschitz smoothness of the clients loss function, and ) jew, i < 1 com-
pletes the proof.

34



FEDERATED OPTIMIZATION WITH ASYNCHRONOUS CLIENTS UPDATES

B.2 Proof of Theorem 2
Proof Using Jensen inequality and Lemma 12 gives

2

IVL(O)|? <2 Hvz(e) - Lvm(e) 2 +2 Hq(ln)v,cn(e)

q(n)
<4L {xiq(ln) + qin)} [£™(6) — L£™(6™)]
XA = Y () (0))
JEWR
+4L Y rylL5(0) — £;(67)]
EWn

We take the maximum of x2 and ¢(n), the mean over the KN serial SGD steps, and use
Theorem 1 to complete the proof .
|

Appendix C. Applying Theorem 4

This section extends Section 4, where we apply Theorem 4 to centralized learning (Section
C.1) and synchronous FEDAVG with unbiased and biased client sampling (Section C.2 and
C.3 respectively).

C.1 Centralized Learning

In this setting, one client, i.e. M = 1, learns a predictive model on its own data. In this case,
we always have ¢;(n) = 1, and the resulting optimization problem is always proportional
to £ = L1 which thus gives R({£"}) < R(L) = 0. There is no gradient delay (7 = 1), while
the clients always participate at each optimization round (o = 1 and § = 0), while the
global learning rate is redundant with the local learning rate (ny = 1). The server performs
KN SGD steps. All these considered elements give

e=0 (W) +0 (mEe [IVL@ &) - (36)

With equation (36), we retrieve standard convergence guarantees for centralized ML derived
in Bottou et al. (2016).

C.2 Unbiased client sampling (¢;(n) = p;)

We define by .S, the set of sampled clients performing their local work at optimization step
n. Setting At" = max;cg, T;, with T; = oo for the clients that are not sampled, and thus
not in S,, gives P(T; < At") = P(i € S;,). S, is independent from the clients hardware
capabilities and is decided by the server. This allows to pre-compute P(T; < At™) and to
allocate to each client the aggregation weight d; such that ¢; = p;.
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Standard unbiased client sampling schemes include sampling m clients uniformly without
replacement (Li et al., 2020b) or sampling m clients according to a Multinomial distribution
(Li et al., 2020a). Fraboni et al. (2022) shows that both Uniform and MD sampling satisfy
Property 1. In particular, in those setting, the term « < 1 is proportional to m, the amount
of sampled clients, while 1 > 8 > 0 is inversely proportional to m. We get

- ; i 2 132

The second term, proportional to /M, is reduced at the expense of the introduction of
a fourth term proportional to 5. In turn, it still provides faster optimization rounds with
At" = max;es, T; and N = O (T/ E [max;egs, T;]). FedAvg with client sampling generalizes
FedAvg with full client participation (o =1 and 8 = 0).

C.3 Biased client sampling (g;(n) # p;)

The condition ¢;(n) = p; imposes the design of new client sampling based on the clients data
heterogeneity. Nevertheless, we show convergence of biased client samplings where m clients
are selected according to a deterministic criterion, e.g. when selecting the m clients with
the highest loss (Cho et al., 2020), or when selecting the m clients with the most available
computation resources (Nishio and Yonetani, 2019). In this case, P(i € S,,) = 0/1, with
1 if a client satisfies the criterion and 0 otherwise. In this case, no weighting scheme can
make an optimization round unbiased. We also have P({i,j} € S,) = P(i € S,)P(5 € Sy),
which gives o = 1 with 8 = 0. Without modification, this client sampling cannot satisfy the
relaxed sufficient conditions of Theorem 4 and thus converges to a suboptimum point. This
drawback can be mitigated by allocating a part of time in the window W to sample clients
according to the criterion, and the rest of the window to consider clients such that ¢; = p;
is satisfied over W optimization rounds. By denoting epgpave the convergence guarantees
(11), we have

€ = ermpave + O (Ngm(W —1)K) . (37)

We note that equation (37) provides a looser bound than equation (11) in term of opti-
mization rounds N. Still, this bound is informative and shows that, with minor changes,
biased clients sampling based on a deterministic criterion can be proven to converge to the
FL optimum.

Appendix D. Additional Experiments
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Figure 4: Evolution of federated problem (2) (FP) loss for CIFAR10 and time scenario F'80,
with M =20 and K = 10.
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Figure 5: Evolution of federated problem (2) (FP) loss for CIFAR10 and time scenario £'80,
with M = 50 and K = 10.
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Figure 6: Evolution of federated problem (2) (FP) loss for Shakespeare and time scenario
F80, with M =20 and K = 10.
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Figure 7: Evolution of federated problem (2) (FP) loss for Shakespeare and time scenario
F80, with M = 50 and K = 10.
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