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Abstract

In this paper, we provide statistical guarantees for over-parameterized deep nonparametric
regression in the presence of dependent data. By decomposing the error, we establish non-
asymptotic error bounds for deep estimation, which is achieved by effectively balancing
the approximation and generalization errors. We have derived an approximation result
for Holder functions with constrained weights. Additionally, the generalization error is
bounded by the weight norm, allowing for a neural network parameter number that is
much larger than the training sample size. Furthermore, we address the issue of the curse of
dimensionality by assuming that the samples originate from distributions with low intrinsic
dimensions. Under this assumption, we are able to overcome the challenges posed by high-
dimensional spaces. By incorporating an additional error propagation mechanism, we derive
oracle inequalities for the over-parameterized deep fitted Q-iteration.
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1 Introduction

Consider the following regression model
Y:f()()()—i-g7 (1)

where Y € R is the response, X € R? is the covariate, ¢ is the random error with
mean zero, and fy : R — R denotes the underlying regression function. Our purpose
is to estimate fy with the over-parameterized ReLU neural networks given observations
{Z;}7, = {X;, Y} | which may not be independently and identically distributed (i.i.d.).

In this paper, we consider dependent samples assumed to be strictly stationary S-mixing
(Yu, 1994; Antos et al., 2007, 2008; Lazaric et al., 2012). Here, strictly stationarity indicates
that the samples admit the same distribution. This assumption generalizes applications of
model (1) in i.i.d. cases, which allows for many statistical and machine learning problems
including longitudinal data analysis, time series analysis, estimations in stochastic differ-
ential equation and reinforcement learning, etc. To estimate fy at the population level, we
consider the expected risk

R(f) =Ez [((f(X), Y],

where £(-,-) : R? — [0, 00) is the loss function. The global minimizer f* is defined as

f* = argmin R(f).
!

It can be deduced that fy = f* for certain cases including the mean and quantile regressions
where E [¢|X] = 0 or the conditional quantile of € given X is zero, respectively. In order
to estimate fp in (1) from samples, we consider the empirical risk minimization (ERM)
problem as given by

f = argmin Ru(f) = %Zé(f(Xi), Y), @)
=1

feF

where F denotes the deep neural network class with certain structures. A goal of our
theoretical study is to estimate the excess risk, which is given as

R(fa) = R(f*) =Bz [£(fa(X), V)] = Bz [e(/*(X), V)]

More recently, regression using deep neural network has attracted much attention (Bauer
and Kohler, 2019; Kohler and Langer, 2021; Schmidt-Hieber, 2020; Nakada and Imaizumi,
2020; Farrell et al., 2021; Jiao et al., 2021; Suzuki, 2018; Suzuki and Nitanda, 2021; Shen
et al., 2021; Fan et al., 2022, among others) in the framework of nonparametric estima-
tion (Stone, 1982; Gyorfi et al., 2002; Tsybakov, 2009). The convergence results given in
the aforementioned elegant works provided an under-parameterized statistical guarantee on
those deep estimators as the amount of samples is more than that of parameters. However,
over-parametrization is one of the key tricks for model training in deep learning, see Jacot
et al. (2018); Allen-Zhu et al. (2019); Du et al. (2019); Zou and Gu (2019); Liu et al. (2022);
Chizat et al. (2019) and the reference therein. The reason why over-parameterized reinforce-
ment learning works well is not fully understood, and it is still a theoretically fundamental
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but challenging problem to provide statistical guarantees under over-parameterized regimes
in deep learning (Belkin, 2021; Bartlett et al., 2021; Berner et al., 2021).

Many efforts have been made to understand the role of over-parametrization in linear
and kernel models (Belkin et al., 2018, 2019a; Hastie et al., 2022; Belkin et al., 2019b;
Liang and Rakhlin, 2020; Nakkiran et al., 2020; Bartlett et al., 2020; Tsigler and Bartlett,
2023; Belkin, 2021; Bartlett et al., 2021; Tsigler and Bartlett, 2023). However, Kohler and
Krzyzak (2021) gave an negative result by showing that the empirical risk minimization
estimator in deep non-parametric regression with over-parametrization can be inconsistent.

Technically, the challenge of theoretical analysis of those over-parameterized deep non-
parametric estimators roots in the current bias variance trade-off between the approximation
and statistical errors. Modern neural network approximation results use those network pa-
rameters such as depth, width and size to bound the approximation error which decreases
as the values of these parameters increase (Telgarsky, 2016; Yarotsky, 2017, 2018; Petersen
and Voigtlaender, 2018; Zhou, 2020; Shen et al., 2019; Shen, 2020; Lu et al., 2021). The
statistical error which measures the supremum of the empirical process indexed by neural
network class is bounded by a ratio of a certain complexity measure of the considered neural
network, such as the pseudo dimension, to the corresponding sample size using localized
methods (Bartlett et al., 2005) (or square root of the sample size using the chaining directly
(Van Der Vaart et al., 1996)). Taking deep ReLU neural network as an example, its pseudo
dimension is further bounded by its parameter numbers (Bartlett et al., 2019). Hence, only
those results for under-parameterization can be established by choosing depth, width and
size of neural networks in terms of sample sizes to balance those two errors.

The development of linear regression from low dimensional models to high dimensional
ones may provide some insight into generalizing statistical guarantees for deep learning from
under-parametrization to over-parametrization. In fact, regularization controlling certain
norms of regression coefficients plays an important role in high-dimensional regression. Mo-
tivated by this idea, we demystify the reason why over-parameterized deep neural networks
works well by considering nonparametric regression model (1) using norm-constrained deep
ReL.U neural networks.

Furthermore, we analyze the over-parameterized deep fitted Q-iteration (ODFQI) method
in reinforcement learning (Kaelbling et al., 1996; Sutton and Barto, 2018, RL) as an appli-
cation example, and also establish its theoretical results. RL is one of the most important
research areas of machine learning that deals with sequential decision-making problems.
In online reinforcement learning, an agent learns to maximize the expected future return
by interacting with the environment, which can be mathematically modeled as a Markov
decision process (MDP). Recently, deep reinforcement learning, which employs deep neural
networks to approximate value functions (Li, 2017; Henderson et al., 2018; Frangois-Lavet
et al., 2018), has made significant progress in a wide range of areas including natural lan-
guage processing (Ranzato et al., 2015; Brakel et al., 2017; Bubeck et al., 2023), robotics
(Levine et al., 2016, 2018), video games (Mnih et al., 2015), AlphaGo method (Silver et al.,
2016), among others. However, the theoretical development of deep reinforcement learning
is far behind its empirical success. In this work, we establish the oracle inequalities for
ODFQI, a representative value-based RL algorithm, where the learner takes transition data
as its input and approximates the target value function with a properly chosen class of deep
neural networks (Ernst et al., 2005; Riedmiller, 2005).
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The main contributions of this work are summarized as follows.

e We have established the statistical guarantees for both over-parameterized deep non-
parametric regression and ODFQI, and provided a prior rule on setting the hyper-
parameters of depth, width and number of iterations to achieve the desired conver-
gence rate in terms of training sample size.

e We have shown that the deep estimation is adaptive to the smoothness of fy and
the dimension of covariates. Thus, it circumvents the curse of dimensionality if the
distribution of samples is supported on a low-dimensional Riemannian manifold.

1.1 Outlines

The rest of the paper is organized as follows. In Section 2, we introduce the ReLU neural
networks with certain weight constraints. In Section 3, we carry out the error analysis
by establishing the oracle inequality error bound for the over-parameterized deep nonpara-
metric regression and reduce the curse of dimensionality by exploring the data structure
with possible low intrinsic dimension. In Section 4, we consider the application in RL to
formulate ODFQI in details and establish the corresponding oracle inequality. Concluding
remarks are then given in Section 5. Proofs for all the theorems are deferred to Appendix
A.

1.2 Notations

We end this section by introducing some notations used throughout this paper. For any
a,b € R, [a] denotes the smallest integer no less than a, |a] denotes the largest integer less
than a, a V b := max{a,b} and a A b := min{a,b}, a < bor b 2 a denotes a < Cb for some
constant C' > 0 and a < b when a < b < a. Let Ny, N denote non-negative and strictly

positive integers, respectively. For a multi-index s = (s1,...,84) € Ng, the symbol 0%
denotes the partial differential operator 0° := (6%1)31 e (%)sd and we use the convention

1
that 0° is the identity operator when s = 0. |z[|, = (Z?Zl |z;|9)e is the usual g-norm
(q € [1,00]) of a vector = (x1,...,24)" € R% For probability measure x4 and measurable
function @ : R? — R, we write HQ”qu(u) =E;,|Q(x)]4.

2 ReLU neural networks with constraint weight

Let L, Ny,..., N € N. We consider the function v : R* — RF that can be parameterized
by a ReLU neural network of the following form

@Do(iD) =,
¢g+1($) :U(A€w€($)+b€)a ¢=0,...,L -1, (3)
V() = Ayr(x),

with Ay € RNev1xNe b, ¢ RNet1 ) Ny = d and Np 41 = k. The activation function o(z) = zV
0 is the ReLU function which operates element-wisely. The numbers G = max {Ny,..., N}
and L are the width and depth of the neural network, respectively. We use Fy (G, L) to
denote the space of functions that can be parameterized by ReLU neural networks with
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width G and depth L. When the input dimension d and the output dimension k are
clear from contexts, we simplify the notation as F(G, L). Sometimes, we use the notation
Yy € F(G, L) to emphasize that the neural network function 1)y is parameterized by 6 =
((Ao, bo) yeeey (ALfl, bLfl) ,AL) . Let HAH = maXji<i;<m Z?:l |am~| for A € R™"™.  We
define the norm-constrained neural network F (G, L, M) as the set of functions ¢y € F(G, L)
satisfying the following constraint

L-1

£0) = | AL| [T max{||(Ar, b0, 1} < M, (4)
=0

where M is a positive constant. Note that we can truncate the output of ¢ € Fq (G, L, M)
by applying xg(z) = (z V —B) A B element-wisely. Note that

xp(r) = o(z) —o(—z) = (B+1)o(g% — g1) + (B+ Do(— 545 — Bh1)-

By Lemma 25, we can conclude that xp(v) € Fqr(max{G,4k}, L+1,(2B+4)max{M,1}).
This truncation procedure will not change the rate of approximation bounds in Theorem
4, in which we give the approximation error of F(G, L, M) within Hélder class as given in
Definition 3. Hence, without loss of generality we can assume that B = 1 and F(G, L, M)
is bounded by 1 since we can always rescale the truncated version.

3 Error analysis

In order to bound the excess risk of the ERM fn in (2), we first decompose it into two terms
referring to statistical and approximation errors as shown in the following Lemma 2. To
this end, we introduce the following assumption on the loss ¢, which holds for the mostly
used losses in regression.

Assumption 1 £(-,-) : R? — RT U {0} is continuous, and ¢(a,y) =0 if a =y for (a,y) €
R2. Moreover, {(-,-) is A-Lipschitz continuous in its first argument, where X\ is a positive
constant. In other words, for any ai,as € R%, we have

[€(a1,-) = £(az, )| < Alar — agl.

Lemma 2 Given random samples {Z;} ; = {(X;,Yi)};_,. Under Assumption 1, the ex-
cess risk of ERM f, satisfies

R(W-RUIS2 s (RO =Ra(I+A w15 =Pl 6)

where v denotes the marginal probability measure of X.
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Proof From the definition of ERM fn in (2), for any f € F(G,L,M), it follows that
Ru(frn) < Rn(f). Then, by Assumption 1 we have

+ Ru(f) = R(f) + R(f) = R(f7)
={R(fa) = Rulfu)} + {Ra(F) = RO} + {R(S) = R}

<2 sup  [R(f) = Ru(HI+AINf =l
feF(G,L,M)
where v denotes the marginal probability measure of X. Since the above inequality holds
for any f € F(G,L, M), then the desirable result can be obtained by taking infimum over
feF(G,LM). |

By Lemma 2, we can impose the bounds on the approximation error

- e
fe]—'(lg,L,M)Hf Pl

and the statistical error

sup  |R(f) = Ra(f)I
FEF(G,L,M)

respectively. Next, we establish an upper bound on the approximation error for the ReLU

network F(G, L, M) introduced in Section 3.1. Furthermore, based on this approximation
result we give the size-independent statistical error in Section 3.2.

3.1 Approximation error

The term infsc 7 ran) |If — f*HLl(y) can be bounded by the approximation error of the
function class F(G, L, M) to Holder continuous class, see Definition 3. To that end, we
assume that the distribution of the predictor X is supported on the bounded set [0, 1]d
without loss of generality. Therefore, we consider the target function f* defined on X =
[0, 1]4.

Definition 3 (Hélder classes) For ¢ > 0 with ( = r + w, where r € Ny and w € (0, 1]
and d € N, we denote the Holder class HE (Rd) as

”HC(Rd) - {f:Rd—ﬂR,

o8 — 0%
max [0°f], <1, max sup‘ /() wf(x” <1;p.
sli<r Islh=r ey [z —yll%

I
Given the hypercube [0,1]% C RY, we denote HS := {f :10,1]7 = R, f € HS (Rd)}.

We use
5(H<,f G,L,M): su inf _
(GLAD) = sup. =l
as the measure for the approximation error. Now we are ready for imposing a bound on
& (”HC, F(G, L, M )) in the following theorem. This proof technique follows from Jiao et al.
(2023).
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Theorem 4 Let d € N and ( = r +w > 0, where r € Ny and w € (0,1]. For any width
G > MY+ 1og M and depth L > log M, we have

EHS, F(G, L, M)) < M~¢/(d+D),

In Theorem 4, the weight constraint as given in (4) is used to bound the approxima-
tion error, which is important to establish the statistical error and oracle inequalities for
over-parameterized ReLLU neural networks in the following sections. Note that this is the
technical novelty of this work. In Yarotsky (2017), the approximation capacity of neural net-
works has been constructed. However, the result given in Theorem 4 is established by using
norm-constrained neural networks explicitly constructed to approximate the local Taylor
polynomials by adopting the idea of Yarotsky (2017), where the first step is to approximate
the quadratic monominal z2.

Lemma 5 For any k € N, there exists a function vy, € ]:(Qk: + 1,2k, (%)k‘*'1 — %) such
that 1, (0) = 0 and
’x2 — @bk(:c)‘ < 272(]“1), x € [0,1].

Proof Following Lemma 2.4 of Telgarsky (2015) and Proposition 2 of Yarotsky (2017), the
teeth function T; = T7 0oT;_1 =17 o--- 0T} is used to construct the approximator

k
xr)=2x— Z 47T (x)
i=1

where T1(z) = 2z for z € [0,1/2] and Ti(x) = 2(1 — z) for x € [1/2,1]. As shown in
Proposition 2 of Yarotsky (2017) that 1, achieves the approximation error |22 — ¢y (x)| <
2 2(k+1), Obv10usly, Ty € F(2,2,7), by (b) in Lemma 25, T; € F(2,2i,7") and consequently
Yp € F (2k + 1,2k, 3(5)F1 — g). ]

Based on Lemma 5, we can approximate other monomials and local Taylor expansion with
norm constraint ReLLU network, see Section A.1 for more details.

3.2 Statistical error

The term sup sc 7, 1,0y IR(f) — Rn(f)] is the statistical error of the ReLU neural networks
F(G, L, M) with dependent data {Z;}" ;. We first introduce the definition of S-mixing for
describing the dependence of a general stochastic process {W;}i>1.

Definition 6 (5-mixing) Let {W;}i>1 be a stochastic process and denote the collection
(Wi,...,Wy) as WE", where n = oo is allowed. Moreover, denote the o-algebra generated
by W4 (i < j) as o (W™). The s-th B-mizing coefficient of {W;}i>1, denoted as fBs, is
given by

Bs =supE sup |P (B wht) — P(B)|| - (6)
>1 | Bea(Witsio)
{Wt}Ql s said to be B-mixing if Bs — 0 as s — co. In particular, we say that a B-mizing

process mizes at an exponential rate with parameters B,b,n > 0 if Bs < Bexp (—bs") holds
for all s > 0.
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By adopting the independent block (IB) technique of Yu (1994) for the strictly S-mixing
n-sequence {Z;}!' ,, we divide {Z;}7, into 2u, blocks of length a, (n = 2a,u,) and use
the independent copy to substitute half of the blocks. Then, we can transform the original
problem to the analysis of the IB sequence to which the standard tools for the independent
case can be used to obtain the Rademacher complexity of a function class F(G, L, M), see
Section A.2 in Appendix for more details. Thus we obtain the upper bound of the statistical
error sup re 7, z,m) |R(f) — Ru(f)| when the samples are 3-mixng, shown in the following
theorem.

Theorem 7 If {Z;}7 | is strictly stationary S-mizing and Assumption 1 holds, then

AM\/L+2+log(d+1
E s [R() - Ra(f) s MMV (@+1)
feF(G,L,M) v Hn

where B, is defined in (6).

+ MinBa,

Remark 8 g-mizing condition has been introduced to characterize the temporal dependency
in time series and Markov decision process sequences in RL, see Lazaric et al. (2012); Antos
et al. (2007, 2008); Wong et al. (2020); Chen and Fan (2006) for more details. Furthermore,
the exponential [-mizing condition holds if a sequence is geometrically ergodic (Davydov,
1974; Douc et al., 2018).

Remark 9 In Theorem 7, the weight constraint given in (4) plays a pivotal role in bounding
the statistical error by using Theorem 1 in Golowich et al. (2018). See Section A.2 for
more details. The underlying principle of norm-based capacity control can be traced back to
Bartlett (1996). Furthermore, it is noteworthy that this weight constraint exhibits a close
connection with that of Bartlett et al. (2017). Additionally, Golowich et al. (2018) presented
an in-depth discussion of the relationship between these constraints.

Theorem 7 implies that the statistical error bound is determined by pin, Ba,, depth L,
the norm constraint parameter M, and log transform of the dimension d. For the fized
parameters M, L,d, if we set p, = 2~ for some constant T > 0 (Liang et al., 2009;

(logn)™
Hang and Steinwart, 2017) and assume that {Z;}?_, is f-mizing with an exponential rate,
(log n)%

the error bound becomes N (loiz)f e~ 0og )" /27 yith B, b, n defined in Definition 6.

3.3 Oracle inequalities with over-parameterization

Combing the approximation and statistical error bounds as given in Theorems 4 and 7,
respectively, we can establish the non-asymptotic error bound for the excess risk R( fn) —
R (f*) by properly choosing the constraint parameter M and depth L for the function class,
and arbitrary large width G as shown in the following Theorem 10.

Theorem 10 (Oracle inequality) Suppose that f* € HS with ¢ = r + w,r € Ny and w €
(0,1], {Zi}}, is strictly stationary B-mizing and Assumption 1 holds. If we set the width
and depth as G 2 MY 1og M and L =< log M, respectively, where the norm constraint

parameter is given by M = u,(qjdﬂ)/(%”d”), then the excess risk satisfies

E [R(fn)} —R(f*) S A/ 252 log(dpn ) + Mt Bay -
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Moreover, if we set p, = 72 7 for some constant T > 0 and assume that {Z;}1 is

(logn 7
exponentially B-mixing with parameters B,b,n defined in Definition 6, then we obtain that

n

_n_ ABR oy 2
(logn)™ '

(logn)7

—¢/(2¢+2d+2)
) Vlog(dn) +

E[R(fn)| = R(f7) $) (

Theorem 10 primarily relies on the Lipschitz continuity of the loss function ¢, with-
out imposing any boundedness assumption for the response variable Y. This result can
also be extended to the squared loss by employing the truncation technique introduced by
Bauer and Kohler (2019) and Kohler and Langer (2021) to avoid the necessity of assuming
boundedness of the response Y. In Theorem 10, the smoothness parameter ( is an absolute
constant. To ensure the convergence, we require that the mixing parameters f3,b,n satisfy

logn — b(logn)"" /2" < 0 such that lim, (loé%T e~ b(logn)" /2" — 0 Moreover, the non-

—¢
asymptotic error bound is O (n 2<+2d+2> by ignoring those logarithmic terms if the mixing
parameters 3,b,n also satisfy ne~blogn)7 /2" <y =¢/(2+2d+2) " \We observe that this con-

vergence rate O (n2<+2(i+2) can not achieve the optimal rate in nonparametric regression

for i.i.d. data with the squared loss. To shed light on this discrepancy, it is essential to
undertake a comprehensive analysis that encompasses both approximation and statistical
errors. In the approximation error analysis in Theorem 4, we impose a norm constraint on
the weights of neural networks, and we obtain an approximation error determined by the
weight norm M, specifically M —C/(d+1) a5 given in Theorem 4. This is suboptimal when
compared to Yarotsky (2017). In the statistical error analysis in Theorem 7, the rate is also
suboptimal since the tools of local Rademacher complexity (Bartlett et al., 2005) can not
be directly used, resulting in a suboptimal result. Combining the analysis of approximation
and statistical errors indeed generates a suboptimal rate. However, the oracle inequalities
given in Theorem 10 hold if the width G is taken faster than the order O(n®(3¢+2d+2)) 1y
omitting the logarithm factor, indicating that the convergence results hold even when the
number of parameters in the neural network is much larger than the sample size n. Our
results in Theorem 10 significantly improve recent results for understanding deep learn-
ing (Bauer and Kohler, 2019; Kohler and Langer, 2021; Imaizumi and Fukumizu, 2019;
Schmidt-Hieber, 2020; Nakada and Imaizumi, 2020; Farrell et al., 2021; Jiao et al., 2021;
Suzuki, 2018; Suzuki and Nitanda, 2021; Shen et al., 2021; Fan et al., 2022), where the
number of parameters is strictly smaller than n. This over-parameterized result constitutes
a significant and notable contribution to the field of deep learning. Over-parametrization
emerges as a pivotal technique in the training of models within the deep learning paradigm,
as attested by several prominent studies (Jacot et al., 2018; Allen-Zhu et al., 2019; Du et al.,
2019; Zou and Gu, 2019; Liu et al., 2022; Chizat et al., 2019). In this work, we expound upon
an over-parameterized framework employed in deep estimation problems. This framework
allows for a holistic exploration of the interplay between generalization, approximation, and
optimization errors, providing valuable insights into these critical facets of deep learning. To
better understand the optimization, we provide a brief description of the optimization pro-
cedure here. For further investigation, we have included this as a topic for future research,
which is discussed in Section 5. As shown in (2), it is a constrained optimization problem.
However, as an alternative, we can consider its regularized version. Subsequently, we can
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proceed to obtain the theoretical guarantees for the regularized optimization procedure by
leveraging the neural tangent kernel analysis from Zou et al. (2020).

However, the convergence rates in Theorem 10 suffer from the curse of dimensionality
when d is large. To address this issue, we leverage the low-dimensional data structure in
the following section.

3.4 Circumvent the curse of dimensionality

To circumvent the curse of dimensionality, we further assume that the distribution of the
predicator X is supported on an low-dimensional Riemannian manifold. High-dimensional
data such as images and natural languages are empirically verified to be supported on
approximately lower-dimensional manifolds in computer vision and natural language pro-
cessing. We first briefly review manifolds, partition of unity, and function spaces defined on
smooth manifolds; see Federer (1959), Lee (2006), Tu (2011), Chen et al. (2022), Aamari
et al. (2019) for more details.

Definition 11 (Chart) Let M be a d*-dimensional Riemannian manifold isometrically em-
bedded in R%. A chart for M is a pair (U, $) such that U C M is open and ¢ : U +— R,
where ¢ is a homeomorphism, i.e., bijective, ¢ and ¢~' are both continuous.

We say two charts (U, ¢) and (V, ) on M are C*¥ compatible if and only if the transition
functions,

pop L p(UNV) = dp(UNV) and Yop l:pUNV)—yp(UNV)
are both C*.

Definition 12 (C* Atlas) A C* atlas for M is a collection of pairwise C* compatible charts
{(Uz’d)l)}le_A such that U’LEA UZ = _/\/l

Definition 13 (Smooth manifold) A smooth manifold is a manifold together with a C*
atlas.

Definition 14 (Hélder functions on M) Let M be a d*-dimensional Riemannian manifold
isometrically embedded in RY. Let {(U;, P,)},c 4 be an atlas of M where the P;’s are orthog-
onal projections onto tangent space. For a positive number ¢ > 0, a function f : M — R
belonging to Hélder class HE (M) is C-Hélder smooth if for each chart (U, P;) in the atlas,
we have fo Pt € C™ with max| 4|, <, |0°f(z)| < 1; And for any (sl = r and z,y € Uj,
SUPg£y W < 1, where r is the largest integer strictly smaller than ¢ and s = (—r.
Definition 15 (Partition of Unity, Definition 13.4 in Tu (2011)) A C*° partition of unity
on a manifold M is a collection of nonnegative C functions p; : M+ R fori € A such
that the collection of the supports, {supp(p;)};c4 s locally finite, i.c., every point on M
has a neighborhood that meets only finitely many of supp(p;)’s; And Y. 4 pi = 1.

It follows from Theorem 13.7 in Tu (2011) that there exists a C° partition of unity for
a smooth manifold, which leads to a decomposition f = >",. 4 f; with f; = fp; where the
same regularity holds for f; and f due to the equality f; o ¢Z—€1 = (fog;') x (piog; ") for
a chart (U;, ¢;). Thus, the function f can be written as the sum of the functions f;, i € A
and f; is only supported in a single chart.

10
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Assumption 16 The distribution of the predicator X is supported on M C [0, l]d, where
M is a compact d*-dimensional Riemannian manifold isometrically embedded in R* with
condition number (1/7) and area of surface Sy (Lee, 2000).

For a compact Riemannian manifold M, the condition number (1/7) controls both local
(such as curvature) and global properties (such as self-avoidance) of a compact Riemannian
manifold M (Baraniuk and Wakin, 2009). Moreover, T also represents the geometric con-
cept “reach” (Federer, 1959; Aamari et al., 2019), which is the largest number having the
following property: the open normal bundle about M of radius r is embedded in R¢ for
all 7 < 7 (Niyogi et al., 2008; Baraniuk and Wakin, 2009). Condition number (1/7) or the
reach 7 influences the complexity of function approximation on M using neural networks.

The surface area Sy of a manifold M is defined as the integral of 1 over the manifold
with respect to the Riemannian volume element (Chapter 10, Lee (2003); Chapter 8, Lee
(2006); and Chapter 5, Hubbard and Hubbard (2015)). For example, for the surface area of
a d-dimensional unit ball, this definition gives the well-known result 27%2/T'(d/2), where T'
is Gamma function. For function approximation on M by neural networks, we approximate
the target function on a finite number of charts which cover M. Larger surface area Sy
only leads to a larger number of charts, which further leads to a wider (linearly in Siq)
neural network width and larger prefactor of the approximation error.

We are ready for introducing the second main result about the oracle inequality that
circumvents the curse of dimensionality as shown in Theorem 17.

Theorem 17 (Oracle inequality circumvents the curse of dimensionality) Suppose that
Assumptions 1 and 16 holds, {Z;}?_, is strictly stationary B-mizing, f* € HS with ( =
r4w, r € Ny and w € (0,1]. For any width G > Sp(2/7)% d* log (d*) M%/(¢"+1) log M

and depth L <log M, if we set M = u%d*ﬂ)/(%”d*ﬂ), then we have

E[R(fa)| = R (F) S Mt/ 252 /o (d 1) + M,

Moreover, if we set p, = 7 for some constant T > 0, and assume that {Z;}} ;| is

n
(logn v
exponentially B-mizing with parameters B,b,n satisfying ne~blogn)’/2" < n—¢/(20+2d"+2)
we have

n
(logn)7

—¢/(2¢+2d"+2)
) log(d*n).

E|[R(f)| =R (/) S A <

The low dimensional data structures are considered by Nakada and Imaizumi (2020),
Schmidt-Hieber (2019), Chen et al. (2022) and Jiao et al. (2021) to reduce the influence of
the curse of dimensionality. By Theorem 17, the non-asymptotic error bound is at the rate

—¢
@) <n2<+2d*+2) by ignoring those logarithmic factors. Thus, this error bound is adaptive

to the low-dimensional data structure if we properly choose the depths and the weight
constraint for those considered networks. Hence it circumvents the curse of dimensionality
if the intrinsic dimension is small compared with the ambient dimension.

11
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4 Applications in Reinforcement Learning

In this section, we make an extension to explore the offline RL by specifically formulating
ODFQI in RL and constructing the oracle inequality for ODFQI. Although algorithmic
and statistical properties of traditional fitted Q-iteration (FQI) are well studied by existing
works (Murphy, 2005; Munos and Szepesvari, 2008; Antos et al., 2007; Farahmand et al.,
2009, 2016; Tosatto et al., 2017; Geist et al., 2019), very few of them can be directly applied
to deep FQI when deep neural networks are used to estimate the value function. Fan et al.
(2019) provided some theoretical results for deep FQI in the scenario where the number
of parameters is smaller than the sample size, and further assume that the batch data are
i.i.d., which ignores the temporal dependence existing in MDPs.

In comparison with the result given in Theorem 10 of over-parameterized deep regression,
ODFQI needs further error propagation. Specifically, the main idea of obtaining the finite
sample bound for FQI is that we first bound the non-parametric fitting error at each iteration
and then control the error prorogation across iterations (Antos et al., 2008; Farahmand
et al., 2010; Scherrer et al., 2015; Lazaric et al., 2016; Farahmand et al., 2016). The main
assumptions used in the theoretical development are the mild distribution shift condition
and the realizability-type condition. The necessity of these two conditions are discussed
recently (Xie and Jiang, 2020, 2021; Chen and Jiang, 2019). To bound the fitting error at
each iteration, we turn to obtain the approximation error of over-parameterized deep ReLU
neural networks on Holder class in Theorem 4 and derive the related generalization error
on the dependent data in Theorem 7.

4.1 Markov Decision Process

A discounted MDP is defined by a quintuple (X, A, P, R,~), where X is the state space, .4
is the action space, P : X x A C RY — P(X) is the transition probability kernel, R(- | z, a)
refers to the distribution of immediate reward R(z,a), and 7 € [0,1) is the discount factor.
P(X) here denotes the sets of probability measure on (X,B(X)), such that P(-|z,a) is a
probability measure on (X, B(X)) for each pair (z,a) € X x A, which defines the next-state
distribution upon taking action a in state x, and P(D|-,-) is some measurable function on
X x A for every D € B(X). Moreover, let 7(-|x) denote the stochastic policy which is an
associated distribution of the action at state z. Given an initial distribution v € P(X), i.e.,
X; ~ v, the batch data {Z;} , = {X;, 4;, R;, X[}, with X/ = X, are generated by

Xi~v, Aj~vr(c| Xa), R~ R(- | Xiy Ai), X~ P( ] X3, Ay), i=1,...,n.

Furthermore, the joint distribution of {X;, A;}7 ; is given by

n

v(wy) [ [ m(aialai1) Plalaiv, ai1).

=2

We assume that the samples {Z;}I" ; are strictly stationary S-mixing. Let p be the distri-
bution of (Xj, A;) for each ¢ € {1,...,n}, then yu = v ox is the the stationary distribution
of this Markov chain {Xj;, A;}?"_,, where p = vor is defined by u(E) = [, w(da|x)dv(z) for
any E € B(X) x B(A).

12
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Denote the action-value function as
0 .
Qﬂ(l‘,a) = E [Z’YZ_]'RZ‘ ‘ Xl = x,Al =a,T
i=1
For a given policy 7, Q™ is the unique fixed point of the Bellman operator
T"Q(x,a) := ER(z,a) + yP"Q(x,a),
with
PTQ(w,a) = / Pz, a)r(dd|a) Q' ).
Without loss of generality, suppose that R(z,a) € [0, Rmax| for each pair (z,a) € X x A,
thus Q™ takes values in [0, %ﬁ;‘} There exists a policy 7* (Agarwal et al., 2019) that
maximizes Q, such that Q* := Q™ , which implies that Q* satisfies the optimal Bellman
equation Q* = T*Q*, where the optimal Bellman operator 7* is given by
T*Q(:‘U’ (I) = E[R({L‘, a)] + PYEX’NP(-\ac,a) g’IEa.il([Q (X/) a,)]'

It is straightforward to check that 7* is a y-contraction in the sup-norm. We define the
greedy policy of an action-value function Q) as

7(x; Q) € argmax Q(z,a), x € X.
acA

4.2 Deep Fitted Q-iteration

Since T* is a y-contraction, at the population level, we can apply fixed point iteration to
approximate the optimal action-value function @Q*. To be precise, suppose that R(:|z,a)
and P(-|z,a) are known, the following iteration

Q—=Q=T"Q—>Q=TQ —...2Q1=TQr2—>Q;=T"Qs, (7)
approximate Q* well when J is large enough. In practice, we only have the batch data
{Z:}y, = {Xi, A, R;, X[}, and then ODFQI (Ernst et al., 2005; Riedmiller, 2005) mimics
the iteration (7) via replacing Q;,j = 1,...,J with Q;, an estimator in F(G, L, M) given

by the following regression problem

Qje argmin £(Q) =~ (Q(X,A) —Y)?, ®)

QEF(G,L,M) n i=1

where Y; := R; + ymaxyca @j,l(XiH,a’), and Qg € F(G, L, M) is an initial guess. Let
L(Q) be the expectation of L(Q) given Q1. It is easy to check that for any measurable
Q defined on X x A, we have

L(Q) =11Q = T*Qj-1ll72() + BT Qs-1(X, A) = V),

where p denotes the distribution of the state-action (X, A) and Y := R+~ maxyc 4 @j,l (X', d).
The detailed architecture of ODFQI is summarized in Algorithm 1.

13
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Algorithm 1 Over-parameterized Deep Fitted Q-Iteration Algorithm (ODFQI)
1: Input: Initial value @0 € F(G,L,M).
2: for j=1,...,J do
3:  Input (X;, A, R, X[),i=1,...,n.
4
5

Compute Y; = R; + ymaxgca Qj_l (X!, d).
Obtain the j-step action-value function @); via solving (8), that is,

@je argmin Z(Q)
QeF(G,L,M)

>

end for R R
: Output: The estimate @y of @* and the greed policy m; = 7(-; Q).

N

In Algorithm 1, each iteration necessitates a data sample of size n, as stipulated in the
third step of Algorithm 1. Consequently, we have J datasets, and the cumulative data
sample size utilized is nJ. Additionally, we maintain the critical assumption that the J
datasets employed in Algorithm 1 are mutually independent. This assumption plays a
pivotal role in our subsequent theoretical analysis.

Next, we present the error analysis for ODFQI by bounding [|Q* — Q"7 ||., ) for any
admissible distribution v. We first introduce the definition of concentration coefficients
that controls the distribution shift because certain concentratability is necessary for the
theoretical development of the batch mode RL (Munos, 2003; Chen and Jiang, 2019; Fan
et al., 2019; Xie and Jiang, 2020, 2021).

Definition 18 (Concentration Coefficients, Assumption 4.3 of Fan et al. (2019))
Let vi,v9 € M(X x A) be two probability measures that are absolutely continuous with re-
spect to the Lebesgue measure on X x A. Let {m},~, be a sequence of policies. Suppose
the initial state-action pair (Xo, Ag) of the MDP has distribution vy, and we take action A;
according to the policy . For any integer m, we denote the distribution of (X, Am) by
v P™ ... P™  The m-th concentration coefficient is defined as

2] 1/2

where the supremum is taken over all possible policies. Furthermore, let pu be the distribution
of (X, A;) in Algorithm 1 and let v be a fixed distribution on X x A. Denote

Cop:=(1- 7)2 . Z mym_lc,,,u(m), (9)

m>1

d(nP™ ... P™)
dvy

E,,

Cutn (M) = sup
T1yeeyTTm

and assume C,,,, < oo, where (1 —~)? in (9) is a normalization term due to the equation
Zm21 Vm_l -m=(1- 7)_2-

The following proposition on the error propagation (Antos et al., 2008; Farahmand et al.,
2010; Scherrer et al., 2015; Lazaric et al., 2016; Farahmand et al., 2016; Fan et al., 2019)
connects the error bound of [|@* — Q™7 ||, () with that of 1Q; — T*Qj,1]|L2(M) which is the
estimation error of the deep regression (8) in each iteration.
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Proposition 19 (Error propagation) Let 7; be the greedy policy of QJ in Algorithm 1
and Q™7 be the action-value function corresponding to my, then

«_ oy 2y J
BIQ" = @Yl < gz (Cv,u ax Bl +27 Rmax) !

where €; :@j —T*@j_l,j: 1,...,J.

Proof Proposition 19 is a known result given in Theorem 6.1 of Fan et al. (2019). |

By Proposition 19, it suffices to bound H@] - T*@j—lHLz(u)- To this end, we first

decompose the excess risk E(@j) —L(T* @j_l) into the approximation and statistical errors
as given in Lemma 20, and then impose the bound on each error by Theorems 4 and 7,
respectively.

Lemma 20 Provided with a random sample {Z;}7", the excess risk satisfies

L£(0;) - L(T*0: 1) <2  su £Q)—L(Q)|+  inf —T*Qi 1?2 1.
(@) (T°Qj-1) Qe]—‘(G?L,M) (@) (@) Qe}‘(G,L,M)HQ Qj 1||L2(u)

~

Proof From the definition of @j in (8), for any Q € F(G,L, M), it follows that E(@j) <
L(Q). Then, we have

L(Qj) — LIT*Qj—1) =L£(Q;) — L(Q) + L(Q;) — L(Q) + L(Q) — L(Q) + L(Q) — L(T*Qj-1)
<L(Q;) — L(Qj) + L(Q) — L(Q) + L(Q) — L(T*Qj-1)
<2 swp 2@ - ZQ|+{£@Q - £LT*Qs)}
QEF(G,L,M)
<2 sup  |2(Q) - £@Q)] +11Q = T*QlF -
QeF(G,L,M)

Since the above inequality holds for any @ € F(G, L, M), then the desired result can be
obtained by taking infimum over @ € F(G, L, M).
|

The term infoe rq 0,0 [|Q — T*@j_l H%Q(M) can be bounded by the approximation error
of the function class 7 (G, L, M) to Hélder class in Theorem 4 under the assumption that the
target function 7@ j_1 lies in Holder class. To that end, we assume that the distribution of
the state-action pair (X, A) is supported on the bounded set [0, 1]% without loss of generality.

The term supge r(a, 1) ‘E(Q) - E(Q)‘ is the statistical error of the ReLU neural networks
F(G,L,M) with dependent data {Z;} ;. Similar to Theorem 7, we can obtain the up-
per bound of the statistical error supge (g, 1,m) ‘E(Q) — E(Q) assuming that {Z;}!' ;| are
strictly stationary S-mixng. Especially, the target function Q* is bounded by %ﬁ;‘ instead

of 1 in Section 3, without loss of generality we can assume that both F(G, L, M) and H¢ are
bounded by %‘i;‘ in the following theorem. Then, T*Q, @ € F(G, L, M), is also bounded
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by T This leads to a multiple factor ﬁ in the error analysis, see Theorems 21 and 23

for details. It is worthy of pointing out that our method is technically different from those of
Antos et al. (2008), Farahmand (2011), and Fan et al. (2019) to bound the statistical error.
Actually, in addition to using IB techniques for analysing S-mixing sequences, we turn to
controlling the Rademacher complexity of ReLU neural networks with weight constraints
to obtain the statistical error.

Therefore, we can establish the non-asymptotic error bound for the excess risk E(@j) —

[,(T*@j_l) (”@] - T*@j_lH%Q(u)) by properly choosing the constraint parameter M and

depth L for the function class and arbitrary large width G as shown in the following Theorem
21.

Theorem 21 Suppose that {T*@j_1}3-7:1 € HS with ( = r+w,r € Ny and w € (0,1],
{Z;}7 is strictly stationary B-mizing. If we set the norm constraint parameter, the width

and depth as M = /L,(ld+1)/(4c+2d+2), G2 M/ (d+1) log M, and L =< log M, respectively, then
the excess risk satisfies

R2

E[Q; — T Qi-1llT, () S 1o (M;C/@Gd“)«/log(dun) + unﬁan> .
Moreover, if we set p, = W for some constant T > 0 and assume that {Z;} is

exponentially B-mizing with parameters B,b,n defined in Definition 6, then we obtain that

_ - R?
EllQs =T @il 5 =0 (

n
(logn)™

—¢/(2+d+1) B ptogmyre 2
1 — e blogn .
> Vlog(dn) + (logn)Te

Remark 22 The completeness assumption {’T*@j_l}}]:l € HS is widely used, see Chen
and Jiang (2019) and Fan et al. (2019) and references therein. Recall that

T*Q(l', (I) = E[R(l’, (I)] + ’Y]EX’NP(-M,G) H’lg,,}él{[Q (X,a a,)]a Q € ‘F(Ga L7 M)
Letr(z,a) := ER(x,a) be the expected reward function and assume P(dz'|z,a) = f(2/|z,a)dz’
for each pair (z,a) € X x A, where f(z'|x,a) denotes the density function of P(dx'|x,a)
with respect to Lebesgue measure. Then, we have

T*Q(.) = r(w.0) +7 [ F(&'}o.0) maxl@ (', ))ds', @ € F(G. L M)

As pointed out by Fan et al. (2019), T*Q(z,a) is Hélder continuous if both r(x,a) and
f(@'|x,a) are Holder continuous. Therefore, the completeness assumption holds if both
r(z,a) and f(2'|z,a) are sufficiently smooth.

This completeness assumption holds particular significance in our theoretical develop-
ment, especially in the context of bounding the approzimation error infger(q,r,m) |Q —
’T*Q\j_lH%Q(M). In a similar vein, Munos and Szepesvdri (2008) utilized the inherent Bell-
man error to represent the approximation error. Recall that the inherent Bellman error of
a function class F as defined by Munos and Szepesvdri (2008) is expressed as

d —sup inf || f — T* _
(TF,F) Egg;gfllf T 9l L2
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It is evident that the approximation error can be controlled by the inherent Bellman error
of function class F(G, L, M), which can be represented as

d(TF(G,L,M),F(G,L,M)) = su inf T .
(TFGLADFGLM) = _swp - nf 17 =T gl

Hence, it is plausible to follow the approach of Munos and Szepesvari (2008) to bound
the inherent Bellman error of F(G,L, M) and subsequently bound the approxzimation er-
ror. To establish the upper bound for the inherent Bellman error, Munos and Szepesvdri
(2008) introduced specific smoothness assumptions on the transition probability kernel and
reward function. These assumptions align with the smoothness conditions discussed ear-
lier, ensuring the validity of our completeness assumption. In contrast to Munos and
Szepesvari (2008), we introduce a direct smoothness assumption on T*, specifically that
{T*Qj_l}jzl € HE. In this context, we proceed to bound

E(HS, F(G,L,M)) = inf — Ploo-
(G LAD) = sup _int | IF =]

This approach allows for the control of the approrimation error, as demonstrated in Theorem

4.
Now, we give one of the main results in this paper, an oracle inequality of ODFQIL.

Theorem 23 (Oracle inequality) Assume that the conditions of Theorem 21 hold. Then,

C, 'YRmax _ 7J+1Rmax
* _ O < ZWp T7rmax ¢/(4¢+2d+2) 1/4 S Trmax
E [HQ Q ||L1(,,) ST (:un (log(dpn)) ™" + ﬂnﬁcm) + (1—7)2 .

Moreover, if we set p, = 7 for some constant T > 0, and assume that {Z;}}' ;| is

__n __
(logn

_ o —¢
exponentially B-mizing with parameters 8,b,n satisfying ne togn)" /2" < n2cHdFl | we have

Cu Y Rimax ( n >C/(4C+2d+2)

J+1R
log(dn))Y/* + 7 oex
(1—7)2 \(logn)™ (log(dn))

E[IQ" - @Il < T

By Theorem 23, when J is large enough, the non-asymptotic error bound is O (n 4C+2El+2>
by ignoring logarithmic terms. Thus, we get the consistency result of ODFQI when n and
J go to infinity. The oracle inequalities given in Theorem 23 are still over-parameterized
results since the width G can be larger than O(n®/(4<+2442)) " These oracle inequalities
are not direct results of Fan et al. (2019) where an under-parameterized framework is
considered. Meanwhile, the convergence rates in Theorem 23 still suffer from the curse of
dimensionality as in Theorem 10. Similar to Theorem 17, the convergence rates lessening
the curse of dimensionality can also be established when the state-action pair (X, A) always
remains on a low-dimensional manifold for some certain dynamical systems.
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5 Conclusion

We establish the error bound of over-parameterized deep nonparametric regression with de-
pendent data and make an extension to over-parameterized deep fitted Q-iteration. In over-
parameterized deep nonparametric regression, with the error decomposition, we transform
the desired error bound into controlling the statistical and approximation errors through
Holder functions using ReLLU neural networks with norm-constrained weights. The bound
explicitly depends on the sample size, the ambient dimension, and the width and depth of
the neural network, which provides an insight into how to choose these hyper-parameters in
model training to achieve a desired convergence rate. Furthermore, we show that the curse of
dimensionality can be circumvented under the assumption that the distribution of observa-
tions is supported on a low-dimensional Riemannian manifold. Moreover, a non-asymptotic
error bound of ODFQI is similarly obtained through error propagation. Extending the cur-
rent results to other scenarios such as time series analysis and exploring the optimization
challenges within deep estimation problems will be considered as our future work.
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Appendix A. Appendix
In this appendix, we give the detailed proofs of Theorems 4, 7, 10, 17, 21, and 23.

A.1 Proof of Theorem 4

Let us first introduce some basic operations on neural networks. These operations will be
useful for the construction of neural networks when we study the approximation capacity.

Lemma 24 Letvy € F(G, L, M), then it can be written in the form (3) such that ||Ar| < M
and ||(Ag,be)|| <1 for0< <L —1.

Proof First, we formulate ¢ in the form (3) and let ky := max{]|(A¢, be)||,1} for all
0<l<L-1. Let Ay = Ag/ke, by = by/ (Hf:0 k) ,Ap = Ar[1% k: and consider the new
parameterization of 1 :

%Z)H-l(m) =0 (szg(sc) + Bg) , 120(33) =x.
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Then we have HALH < M and

[(368:) | = 5, (A T 1k)|‘_|r (Aeb)l < 1.

where the second inequality holds by k; > 1.
Second, we conclude that ¢y(x) = (Hf:(l) k1> ng(w) by induction. For £ = 1, since the
ReLU function is absolutely homogeneous, then it yields that

Y1(z) = o (Ao + bo) = koo (leow + i)o) = ko1 ().

By induction, we have

! - Plx)
Yer1(z) = o (Ape(x) + by) = (l | kz) o (Ae ! + be)
1=0

[T ki
(H kz) o (Ae”tlfz x) + 5@) = ( kz) Yoy ().

l
=0

Thus it follows that

V() = Ayr(z (Hk> = A (),

which yields that i can be parameterized by ((Ao,i)o) R, (AL_l,i)L_l) ,AL). This
completes the proof.
|

Lemma 25 Let ¢y € Fq, 1, (G1, L1, M1) and o € Fqy 4, (G2, Lo, M), then the following
properties hold.

(a) If di = da, ki = ko, G1 < Go, L1 < Ly and My < My, then Fy, 1, (G1, L1, M;) C
‘ng,kg(GQ)IQ)M?)'

(b) If k1 = dg, then wg o 1/}1 S fdl,kQ(max{Gl,Gg},L1 + LQ,MQ max{Ml, 1}) Let A €
R2*4 gnd b € R%. Define the function ¥(x) = oAz + b) for £ € R, then
¥ € Fay ko (G2, Lo, Mo max{[[(A, b)[|, 1}).
(c) Ifdy = da, define () := (Y1(x),2(x)), then b € Fay ky1ky (G1+G2, max{Ly, Lo}, max{ My, Ma}).

(d) If di = dy and ki = ko, then, for any ci,c2 € R, c1yn + catpa € Fgy 1y (G1 +
GQ,HI&X{Ll,LQ}7 ‘Cl‘M1 + ‘CQ‘MQ).
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Proof By Lemma 24, 1;,i = 1,2 can be parameterized in the form (3) with parameters
((A67867) o (AT b)) AR such that || 4P| < 2 and |[(Af,5(7)] <1 for
(a) We assume that Aél) € RG2%G2 gpd b§1) € R, 0 < ¢ < L; — 1, by adding suitable

zero rows and columns to Aél) and by) if necessary (this operation does not change the
norm). Then, ¥ can be parameterized by the parameters

<(A((]1)7 b(()l))’ I (A(Lll)—l’ b%ﬁ—l)? (Id ) 0)7 cees (Id,O),A(Lll)),

Lo— L1 times

where Id is the identity matrix. Thus we have 9 € Fy, i, (G2, Lo, Ma).
(b) We assume G = G2 without loss of generality. Then, 15 011 can be parameterized
by

(A0 .o (A0 (AP AL B2) L (42,60 ... (A2 02) A2

Then it follows that
o aas)] =) (4 1)

] (41|

< max {M,1}.

Therefore, it can be concluded that 1 o Y1 € Fy, g, (G1, L1 + Lo, Mo max {M;,1}). As for
the function ¢ (x) := ¢2(Ax + b), it can also be parameterized by

(a7 4,486+ 6(7), (AP0, (A2 62 ) 4P).

Due to H(A52>A,A52)b+bg2))u - H(Aé”,bé”) < 61 ’1’ >H < max{||(4,b)|,1}, it yields

that ¢ € F (Ga, L2, Ma max{||(4, b)]||,1}).
(¢) We can assume that L; = Ls. Then, ¢ can be parameterized by the parameters
((A0,b0) ;- -5 (ALy—1,br,-1) , AL, ), Where

AD pH
Ay = £ , bp:= ¢ .
: ( o 42 | v

AL o p
||(Az,be)||=H( S
0 AP B

42

Notice that

and || Az, || = max{HAgf

} < maX{Ml, MQ}
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(d) Replacing the matrix Az, in (c) by <01AS:11), CQA%B) yields the conclusion following

| (1A c2al)) || < leal || ALY + leal | ALY < leat M1+ feal Mo

Lemma 26 For any k € N, there exists i, € F (Gk + 3,2k + 2,96(%)’1‘C+1 — 96) such that
Yp : [-1,1]% = [-1,1] and Yp(x,y) =0 if vy = 0 and

oy — Pz, ) <3-27%71 @y e [-1,1]

Proof By Lemma 5, there exists ¢ € F(2k + 1, 2k, %(%)’”1 — %)
such that ¢4 (0) = 0 and |22 —¢y,(z)| < 272+ for z € [0,1]. By zy = 2 ((@)2 — ()2 —(

we can consider the function

Uz, y) = 265 (3lz +yl) — 20k (3]2]) — 20k (2]y])
=20 (30(x +y) + 50(—z —y)) — 26 (30(2) + S0(—2)) — 20k (30(y) + 50(—v)) -

Then, we have Jk(az, y) =01if xzy = 0. For any =,y € [—1, 1], we also obtain that
~ 2 2 2
Ty — 1/%(96,?/)’ <2 ’ (L;yl) — Pk (xéryl)’ +2 ’ (‘21') — Pk (?)’ +2 ’(g') — Pk (lg)‘
<3.27 %1

Thence we have ¢y, € F (6k + 3,2k + 1, 32(1)*1 — 32) by (b) and (d) in Lemma 25. Finally,

let x(z) = o(z) — o(—z) — 20(3x — ) + 20(—4x — ) = (xV —1) A 1, then x € F(4,1,6).
Denote the target function as

Ui(@,y) = x(We(@,y) = (We(z,y) vV —1) A L
For any z,y € [—1,1], we then have
|2y — Pz, y)| < oy — i@, y)] <3271

Therefore, it can be deduced that ¢y, € F (6k + 3,2k + 2,96(%)*™1 — 96) by (b) in Lemma
25. |

Lemma 27 For any d > 2 and k € N, there exists ¢ € F ((6k + 3)d, (k + 1)d, d"(2d)*1)
such that v : [—1,1]% — [~1,1] and

21 wg —(x)] < 3d27%F, @ = (1,...,24)" € [-1,1]%

Moreover, Y(x) =0 if x1--- x4 = 0.
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Proof Firstly, we consider the case d = 2™ for some m € N. For m = 1, by Lemma
26, there exists ¢y € F (6k + 3,2k +2,96(5)*1) such that ¢y : [-1,1]> — [-1,1] and
|12 — 1 (21, 22)] < 3-2721 for any x1, 29 € [~1,1]. We define v, : [-1,1]2" — [~1,1]
inductively by

Ymg1 (21, -, Tome1) = Y1 (U (21, ..., 2om), Y (Tamy1, .o Tgmtr)).

Then, we have 1, (z1,...,29m) = 0 if 21 - -+ z9m = 0 since it holds for m = 1.
Secondly, by induction, we can show that ¢, € F ((6k + 3)2™~1, (2k + 2)m, (96)’”(%)(’““)”)
and
]xl e Lgm — wm(xl, PN ,.,”Uzm)’ S (2m — 1)6,

where € = 3-2725~1 Indeed, the assertion holds for m = 1 by construction. Assume that it is
true for m € N, we need to prove it also holds for m+1. By (b)—(c) in Lemma 25 and the def-
inition of ¥y,41, we have thn41 € F ((6k + 3)2™, (2k + 2)(m + 1), (96)(m+D (L) (k+Dim+1))
For any zy,...,2om+1 € [—1,1], we denote s1 = @1 -Tom, t1 = Tomy1- - Tom+1, Sg =
U (21, ..., xom) and ty = Yy (Tami1, ..., Toym+1), then s1,t1, s9,t2 € [—1,1]. By induction,
one obtains that

’81 - 82|, ’tl — t2| S (2m — 1)6.

Then,
‘1'1 s Tom+1l — ¢m+1(.561, cee ,x2m+1)\
=[s1t1 — ¥1(s2,t2)|
<|sit1 — sita| + [s1t2 — sata| + [sata — 1 (s2, t2)|
S‘tl — tz’ + |S1 — 82‘ + €
§(2m+1 - 1)6a
i.e., the assertion holds for m + 1. For general d > 2, we choose m = [logyd]|, then

2m=1 < d < 2™. We define the target function ¢ : [-1,1]¢ — [~1,1] by

o Id 4 04x
V@)= m <(0<2Md>xd> v (1(2mdl>x1)> ’

where Id g is d X d identity matrix, 0pxq is p X ¢ zero matrix and 1om_ gy is all ones vector.
By (a)-(b) in Lemma 25,

YeF ((6k: +3)2m 7 (2k + 2)m, (96)’”(1)(’““)”‘) CF ((Gk +3)d, (k + 1)d, d7(2d)k+1)

and the approximation error is
|21z — ()] < (2™ — 1)e < 2de = 3d27 2.

Obviously, ¢¥(x) = 0 if z1 - - - x4 = 0 since v, has the same property. |
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By Lemma 27, we can then approximate any f € H¢ by approximating the local Taylor
expansion

= Y va@ Y T (o (A1)

nef{0,1,...,N}4 lIslli<r

where we use the usual conventions s! = Hle sl and (x — §)° = Hle(xl- — R)%. The
functions {1y, }, form a partition of unity of [0, 1]¢ and each 1)y, is supported on a sufficiently
small neighborhood of n/N.

Lemma 28 For any N,k € N and f € H* with ( = r +w, where r € Ny and w € (0,1],
there exists ¢ € F(G, L, M) where

G = (r+1)d" (N +1%6k+3)(d+7),
L=(k+1)(d+r),
M =6(r+ 1)d"(N + 1)IN(d+ r)"(2(d + )T,
such that
I1f = ©ll oo oy < 2%d"(N7C + 3(r + 1)(d + )27 ).
Proof Let

P(t)=oc(l—|t])) =a(l —0a(t) —o(—t)) €10,1], teR,

then ¢ € F(2,2,3) and the support of ¢ is [~1,1]. Foranyn = (ny,...,nq)" € {0,1,...,N}9,
define
d
Y (x) = Hw(in —ng), x=(x1,...,24) €R%

=1

then 1y, is supported on {& € R? : ||& — || < % }. The functions {4, }r form a partition
of unity of the domain [0, 1]¢:

d N
Yo tn@ =[] D] ¢(Nawi—n) =1, xel0,1]%
ne{0,1,....N}d i=1mn;=0

Let p(x) be the local Taylor expansion (A.1). For convenience, we denote py s(x)
Un(x) (@ — )® and cp s 1= 0°f(%)/s!. Then, pp s is supported on {z € R?: || — |

+} and
p(x) = Z Z Cn,spn,s(w)-

ne{0,1,...,N}4 ||s][1<r

IA i

23



FENG, JiA0, KANG, ZHANG AND ZHOU

By Lemma A.8 of Petersen and Voigtlaender (2018), the approximation error is

[f(@) —p(@)| = D vn(@)f(@) =D vn(z) D cns (-’” - %)s

l[slli<r

<D Unl@) [f(@)— D cns (“"%)

lIslli<r

= Y @ Y s (o %)

1
nille—flloe <7y st <r

>

n:Ha:—%Hoo<N
< 29" N ¢,

IN

Let ®p € F((6k + 3)D, (k + 1)D, D"(2D)**1) be the D-product function constructed
in Lemma 27. Then, we can approximate pn_ s by

¢n,s($) = (I)d+Hs||1(¢(N$1 - nl), ce ,¢(N[Ed - nd), R M %, .. .),

where the term z; — n;/N appears in the input only when s; # 0 and it repeats s; times.
(When d = 1 and s = 0, we simply let ¢, 0(z) = ¥(Nz —n).). Since xz; — n;/N =
o(zi —ni/N) — o(—z; +n;/N) and |[|s]; < r, by (b)—(c) in Lemma 25, we have ¢y, s €
F((6k+3)(d+7), (k+1)(d+7),6N(d+7)"(2(d+7))k*1). By Lemma 27, the approximation
error is

Prs() = Uns(@)| < 3(d+ )27,
Since ®p(t1,...,tp) =0 when tita---tp =0, ¥y s is supported on {x € RY: ||z — Flloo <

Ly -

Now, we can approximate p(x) by

Y(x) = Z Z Cn,s¢n,s(w)

ne{0,1,...,N}d [|s|1<r

Observe that |cn,s| = [0°f(F)/s!] < 1 and the number of terms in the inner summation is

> 1—2 > 1<Zd]< (r+1)d".

lIslli<r J=0|sl1=4
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The approximation error is, for any x € |0, 1]d,

Ip(x) — P(x)| = Z Z Cn,sPn,s(T) — Z Z Cn,s¥n,s(T)

n||s|l1<r n|s[i<r
< S lensllpns(@) — Yo s(@)
n|s1<r
< Z Z |pn,s(w)_wn,s(w)’

1
niflo—f lloo< 3y Il <

<3-24r 4+ 1)(d+ r)d 272
Hence, the total approximation error is
F(@) — ()] < |f(@) - p(@)] + [p(x) — (@)] < 20 (N +3(r + 1)(d+1)2~2).
By (d) in Lemma 25, we obtain the desirable result. [ |

Using the construction in Lemma 28, we can give a proof of the approximation bound
in Theorem 4 as follows.
Proof We choose N = [22#/<] in the Lemma 28, then there exist ¢ € F(G, L, M) with

G = (r+1)d" (N + 1)%(6k + 3)(d + r) = 22k/Ck,
L= (k+1)(d+r),
M = 6(r + 1)d" (N + 1)?N(d +r)7(2(d + r))FTt = 22(dFDR/C

such that ||f — ¥ cqo14) < 24d"(N=C 4+ 3(r + 1)(d + r)272k) < 272, Then, k =< log M,
G = 22k/Cf = MY+ Jog M, L = (k4 1)(d +7) = log M and we have the approximation
bound

1f = Yllegonsy S 272k < M/,

Since increasing G and L can only decrease the approximation error, the bound holds for
any G > M4+ Jog M and L > log M. [ |

A.2 Proof of Theorem 7

In order to prove Theorem 7, we first introduce some lemmas in Yu (1994). Recall the main
idea of the construction of independent block for the strictly stationary S-mixing n-sequence
{Z;}"_,. This is the key technique to obtain the Rademacher complexity of a function class
F(G, L, M) with strictly stationary S-mixing data {Z;} ;. Without loss of generality, for
any integer pair (ap,in) with n = 2a,pu,, we divide the strictly stationary n-sequence
{Z;}7, into 2, blocks of length a,,. Denote the indices in the blocks alternately by H'’s
and T’s. Note that these indices depend on n, but for simplicity we suppress n. That is,

Hy ={i:1<i<a,},
Ty :={i:a,+1<i<2a,}.
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In general, for 1 < j < pp, let

Hj:={i:2(j —1ay,
Tj:={i: (25 — 1)a,

(2 — Dan},
(2j)an},

and define H = U;‘;l{H ;}. Denote the random variables that correspond to the H; and T}
indices as

+1<i<
+1<i<

Z (Hj) ={Zi,i € Hj} = {Zs-1)an+1>""" > Z(2j—1)an }>
Z (TJ) = {Ziai € TJ} = {Z(2j71)an+17 T aZ(zj)an}-

Furthermore, let the whole sequence of H-blocks be denoted by Z,, :={Z (H;) : j =1,2,...
and the whole sequence of T-blocks is defined as Z1 4, := {Z(T}) : 5 =1,2,..., un}. Take
a sequence of i.i.d blocks {2 (H;) :j =1,..., un}, where Z(H;) = {Z] : i € H;}, such that
the sequence is independent of {Z;}}* ; and each block has the same distribution as a block
from the original sequence, that is, Z (2 (H;)) = £ (Z(H;)), j=1,..., tn. We call this
constructed sequence the independent block a,-sequence (IB sequence), and denote the IB
sequence as =g, . We then transform the original problem to the analysis of the IB sequence
to which the standard tools for the independent case can be used.

Next, we give some definitions. Let 0;’s be i.i.d Rademacher random variable, and
assume o0;’s is independent of Z;’s and Z!’s. For some measurable function g, denote

1 n
P,g := - Zlaig (Z;).
1=

For the sequence {Z;}} ,, we write

Yig (Za,) = > 0ig(Z).
i€H;

For the constructed IB sequence =, define

Wig(Ba,) = Y 0ig (Z]).

iGHj

Lemma 29 (Lemma 4.1 in Yu (1994)) Let the distributions of Z,, and 24, be Q and Q,
respectively. For any measurable function h on RF** with bound M,

Q1 (Za,) = O (Ba,)| £ M (ttn = 1) Ba

Lemma 30 Suppose that F; is a function class bounded by M, then

1t Wig(Za,) ~
EZioayr, | sup [Pagl | SEgz/55n | sup *Z 2.9 =0 + 2M 1, Ba,, -
gEF - 9€F 5 [Hn 5 On

26
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Proof Note that the strictly S-mixing process Z,, = {Z(H;);j =
distribution as Zy 4, = {Z(1});j =1,..., tn}, where
Z(Hj) = {Za(j—1)an+15- -+ Z(2j—1)an }»
Z(Tj]) = {Z(Qj—l)an—i-lv SRR Z(Qj)an}'
Then we have
E{Zi,di}?:l < sup ’Png‘)
gEFﬂ
1 Hn _ 1 no_
= E{Zivo'i}?zl sup n Y]:Q(Zan> + g Z }G,Q(Zl,an>
9€F 5 | j=1 =1
1 1220 "
S]EZ’L in Sup Y7 (Z n) +EZ1 i Sup
ooy | e n; 9(Za oty | Sup.
1 -
=2B(z,0n, | sup |~ Z Y;4(Za,)
9€Fy | 52
1 & —
§ 2E{Z£v"l’]’?:1 sup | — Z Wj,g(:an) + 2Mﬂnﬁan
9€F 5 |53
1 — WJ g(:an) r
= E{Zgﬂi}?:l sup |— Z =+ QMMnBan,
gEFM Hn, j=1 U,

1,..., un} has the same

where the last inequality follows from Lemma 29 and o;’s being independent of Z;’s and

Z!’s.

Based on the above lemmas, we give the proof of Theorem 7 as follows.

Proof Let Z be a independent copy of Z;, and o;’s be the i.i.d. Rademacher random

variables that are independent with Z; and Z;, ¢ = 1,...,

complexity of F(G,L, M) as

sup
feF(G,L,M)

G(F(G, L, M)) = Erx, oyn [

27
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Then we have

E sup  [R(f) = Ra(f)|| =E sup *fo E[¢¢( Z1)]‘
FEF(G,L,M) | loF (G L,M) |7

=E sup - fo(Zz') - ZE[éf(Zz)]
i=1 i=1

| £petoF(G,L,M)

1 & I~ =
<E sup Ezgf(zi)_ﬁzéf(zz)
=1 =1

| £y €0 F (G,L,M)

=FE sup TllZUi(ef(Zi) —ff(Zi))

| ¢l F (G,L,M)
Z oits (2

<2E sup
£p€loF(G,L,M)

<ANG(F(G,L,M))

1 W 4(Zq
< 8AE sup — Z M + 8\ iunfa,
FEF(G,L,M) | Hn Qn

Jj=1
AMA/L+2+1og(d+1
5 \/ o Og( * )+)\Nn/8an7
vV Hn

where the first inequality follows from the Jensen’s inequality, and the second equality holds
since both ¢;0¢(Z;) and o,/ f(Z) are governed by the same law, the third inequality holds
by Lemma 5 of Meir and Zhang (2003), the fourth inequality holds by Lemma 30 and
F(G, L, M) is bounded by 1, and the last inequality directly follows from Theorem 2 of
Golowich et al. (2018) since (W} f(Zq4,)/an)’s are i.i.d. and bounded by 1. [ |

A.3 Proof of Theorem 10

Proof By Theorem 4, for any f € H¢, there exists a function ¢ € F(G, L, M) with width
G > M¥(@+1) 1og M and depth L < log M such that

|f(@) = ()] S M/,

for all z € [0,1]%. By Lemma 20 and Theorem 7, it yields that

AM /L +2+log(d + 1)

E[R(f2)] = R (F) S AM-S/D) 4 N

+ )\#n,ﬁan-

(d+1)/(2¢+2d+2)

Setting M = u , then it follows that

E[R(fn)| = R (F7) S Mt/ 242 log(djin) + Mjin b,
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Moreover, if we set u, = = for some constant 7 > 0 and assume that {Z;}! ; is

n
(logm) ~
exponentially S-mixing with parameters 3, b, n defined in Definition 6, then we obtain that

. n O\ —¢/(26+2d42) N
E[R(f”)}_R(f*)fs)‘(W) Viog(dn) + o~ om

A.4 Proof of Theorem 17

Proof We prove Theorem 17 with the following three steps. We first construct an finite
atlas that covers the manifold M. Then similar to Chen et al. (2022) we project each
chart linearly to a d*-dimensional hypercube on which we approximate the low-dimensional
Holder smooth functions respectively. Lastly, we combine the approximation results on all
charts to get an error bound of the approximation on the whole manifold. This procedure is
similar to those of Schmidt-Hieber (2019); Chen et al. (2019, 2022), but we apply our new
approximation result when approximating the low-dimensional Holder smooth functions on
each projected chart, which leads to a better prefactor of error compared to most existing
results.

Step 1: Atlas Construction and Projection. Let B(z,7) denote the open Euclidean ball
with radius # > 0 and center x € R%. Given any 7 > 0, we have an open cover {B(z,7) }zem
of M. By the compactness of M, there exists a finite cover {B (z;,7)},_; _¢,, for some
finite integer C'pq such that M C |J, B (x;, 7). Let (1/7) denote the condition number of
M., then we can choose proper radius 7 < 7/2 such that U; = M N B (z;,7) is diffeomorphic
to a ball in R (Niyogi et al., 2008). Besides, the number of charts Cy satisfies

Cm < {SMTd*/fd*-‘ :

where S\ is the area of the surface of M and Ty« is the thickness of U;’s, which is defined as
the average number of U;’s that contains a point on M. By (19) in Chapter 2 of Conway and
Sloane (2013), the thickness Ty« scales approximately linear in d* and there exist coverings
such that Ty« < d*log(d*) + d*loglog (d*) + bd* < 7d*log(d*). Let the tangent space
of M at z; be denoted by T,,(M) and let V; € R¥*4" be the matrix concatenating the
orthonormal basis of the tangent space as column vectors. Then for any z € U; we can
define the projection

dilw) = ai (Vi (2 — i) + i)

where a; € (0, 1] and b; are proper scalar and vector such that ¢;(z) € [0,1]%" for any = € Uj.
Note that each projection ¢; is a linear function, which can be computed by a one-hidden
layer ReLU network.

Step 2: Approximate low-dimensional functions. For charts {(U;, ¢Z)}ZC;A117 we can ap-
proximate the function on each chart by approximating the projected function in the low-
dimensional space. By Theorem 13.7 in Tu (2011), the target function f can be written

as - -
F=Y foi=>_ 1
=1 =1
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where p;’s are elements in C'*° partition of unity on M being supported in U;’s. Note that
the manifold M is compact and smooth and p;’s are C°, so f;’s have the same smoothness as
fitself for i = 1,...,Cx. Note that the collection of the supports, {supp (p;)},c 4 is locally
finite, and let C,, denote the maximum number of supp (p;)’s that a point on M can belong
to. Besides, since ¢; is a linear projection operator, it is not hard to show that f; o qb;l isa
Hélder smooth function with order ¢ > 0 on ¢; (U;) C [0,1]%, i.e., fio ¢t € HE (¢i(U3)) is
bounded by some universal constant Cy > 0 over ¢ = 1,...,Cyq, where a detailed proof can
be found in Lemma 2 of Chen et al. (2022). By the extended version of Whitney’s extension
theorem in Fefferman (2006), we can approximate the smooth extension of fioqb;l on [0,1]%".
By Theorem 4, for G > M4/ +1) 1og M and L > log M, we have

| fio ¢ H(x) — gi(x)| S CoM~¢/@+D),

for any = € ¢; (U;) C [0,1]¢".

Step 3: Approximate the target function on the manifold. By the construction of sub-
networks, the projected target function f; o ¢i_1 on each region ¢; (U;) can be approximated
by over-parameterized deep ReLU neural networks g;. Note that each projection ¢; is a
linear function can be computed by a one-hidden layer ReLLU network. Then we stack two
more layer to g; and get §; = ¢; o ¢; such that for any = € U,

fi(2) — Gi(2)| = | fi(x) — gi 0 ¢i(2)] S CoM /()

where §; is a over-parameterized deep ReLU neural network with width G > M@/(d"+1) Jog M
and depth L 2 log M. Since there are Cyq charts, we parallelize these subnetworks g; to
get g = ZZC:/‘{‘ gi such that

Cnm Cm
f(@) = g(@)] = D filz) =D gilx)
7 =1

< Gy |filx) = gi()|
< CpCOM*C/(d*H)’

for any # € M. Such a neural network § has width G > CyM%/(@"+11og M and depth
L =z log M. Recall that

O < {SMTd*/rd*] < {75Md* log (d*)/rd*-‘ < C18pm(2/7) d* log (d¥)
for some universal constant C7 > 0, so the width can be set as
G > Sp(2/7)% d* log (d¥) M4/ +1) 1og M.

Then we have
(@) — gx)| S M-/,

By Theorem 7 and Lemma 20, if we set M =< Mﬁfl*“)/ (2<+2d*+2), then the excess risk satisfies

E[R(fa)| = R (%) S A/ @202 log(d i) + Man
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Moreover, if we set u, = " for some constant 7 > 0 and assume that {Z;}7 ; is

(logm)

_ . —¢
exponentially S-mixing with parameters 3, b, n satisfying ne 00eem)" /2" < 5372373 | then
we obtain that

n
(logn)7

Vlog(d*n).

E [R(fn)] “R(f) <A < ></(2§+2d*+2)

A.5 Proof of Theorem 21

Proof Firstly, we bound the statistical error supge 7,1, [£(Q) — Z(Q) with the similar

argument of the proof of Theorem 7. Let Z be a independent copy of Z;, and o;’s be the
i.i.d. Rademacher random variables that are independent with Z; and Z;, i = 1,...,n.
Denote the composite function class

2
loF(G,L,M) ::{EQ lg(z,a,r, 7)) = (Q(m,a) —r— ’yg}g}é‘(@j_l(:c',a’o ,

Q ef(G,L,M)}.

Thus, it follows that

R 1 &
sup  [L(Q)—L(Q)|=  sup =) (Q(Xi,4) - i) —E(Q(X;, A) — Vi)’
QEF(G,L,M) QeF(G,L,M) |1 i
=: sup l EQ(XZ-,AZ»,Ri,X{) —EKQ(XZ',AZ‘,RZ',X;) .
QeF(G,LM) | T
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Therefore we have

n

1
E  sup =Y Lo(Xi, Ai, Ri, X]) — Blo(Xi, Ay, Ry, X))
QeF(a.LM) | T

1 & 1 & ~ o~ o~ =
=E sup |- Llo(Xi, A Ri, X)) — =S Elo(Xi, Ay, Ry, X))
QeF@G.L | T Zz; Q\Aiy gy L4, Ay n lz; Q\Aiy gy L4, Ay

1 & 1 & ~ o~ o~ =
<E sup =Y lo(Xi, Aiy Ry, X)) — =Y Lo(X;, A, R, X))
QEF(G.LM) n ; Q g 1 i i n ; Q 7 i g 3

=E sup *Za—z gQ XzaAZaRZaX ) _KQ( 17A17R27Xz/))
QeF(G,L,M) |1 =1

< 2K sup ZUzEQ X’LvA’LaR’LaXI)
QEeF(G,L M)

1 N Wip(E ~
<2E sup — Z M +4M pp Ba,,
fELF(G,L,M) | Hn j=1 an

< MM\/L+2+log(d+1)

VvV Hn
where the first inequality follows from the Jensen’s inequality, and the second equality holds
since both 0:0¢(Z;) and 0;£;(Z;) are governed by the same law, the third inequality holds
by Lemma 30 and ¢ o F(G, L, M) being bounded by M S 27)2, and the last inequality

directly follows from Theorem 2 of Golowich et al. (2018) since (W ¢(Za,)/an)’s are ii.d.

and bounded by M.

Secondly, by Theorem 4, for any f € H¢ bounded by %“7", there exists a function
Y € F(G,L, M) bounded by b}g;x with width G > M%/(@+1) ]og M and depth L =< log M
such that

+ MpinBa,,

Ry M—6/(d+1)

(o) — 0@

for all z € [0,1]%. By Lemma 20, it yields that

R2, M-%X/@+D) g2 (M\/L—l—2+log(d—|—1)+ 6)

)

A * ) 2 max
ElQ; =T Qimlawl = =i — Y a2

VHn
Setting M = u(d+1)/ (4c+2d+2) , then it follows that
A * R12n X —
ElllQ; =T Qj—lH%Q(#)] S ﬁ ( ¢/@td+l) V1og(dun) + Mnﬁm) :

Moreover, if we set p, = for some constant 7 > 0 and assume that {Z;}"  is

n
(logn)7 _
exponentially S-mixing with parameters 3, b, defined in Definition 6, then we obtain that

- . R L\ ¢/t Bt —sogmyr e
_T*0, < —max e R
Ell@Q; = T"Qj-1ll7,) S 1) ((logn)7> log(dn) + (logn)Te .
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A.6 Proof of Theorem 23

Proof By Proposition 19 and Theorem 21, we have

CV ’YRmax — 7J+1Rmax
f my < CvpYtmax ¢/(4¢+2d+2) 1/4 -
E[HQ Q" 1w | S e (un (log(dpn)) " + unﬂan)+ =2

;m7 for some constant 7 > 0, and assume that {Z;}1 is

Moreover, if we set p, = Togn)™

_ . —¢
exponentially -mixing with parameters 3, b, n satisfying ne—0008m)""/2" < 1 3c%d+1  we have

* T Cz/, YR max —
E[IQ" - Q% ) S S50 (1o m)7) U265 (g )4

~o(1-9)3
V Bn e—b(logn)’”/2(”+1) + 7J+1Rmax
(logn)7/2 (1—7)?
—C/(4¢+2d+2) J+1
< St (o) (log(an)) /4 4 1T
(1-7) (logn)7 (1-7)
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