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Abstract

Partial monitoring is an expressive framework for sequential decision-making with an abun-
dance of applications, including graph-structured and dueling bandits, dynamic pricing and
transductive feedback models. We survey and extend recent results on the linear formu-
lation of partial monitoring that naturally generalizes the standard linear bandit setting.
The main result is that a single algorithm, information-directed sampling (IDS), is (nearly)
worst-case rate optimal in all finite-action games. We present a simple and unified anal-
ysis of stochastic partial monitoring, and further extend the model to the contextual and
kernelized setting.

Keywords: Sequential Decision-Making, Linear Partial Monitoring, Information-Directed
Sampling, Linear Bandits

1. Introduction

Partial monitoring (Rustichini, 1999) is a flexible framework for stateless sequential decision
making. The partial monitoring model captures the standard multi-armed and linear bandit
setting, semi- and full information feedback models, dynamic pricing and variants of dueling
bandits, to name just a few. Partial monitoring is formalized as a round-based game
between a learner and an environment. In each round, the learner chooses an action and
the environment provides a feedback. Further, there is an (unknown) reward associated to
each action but, unlike in the bandit model, the reward is not necessarily directly observed.
Instead, the learner is given a description of how the reward and feedback are related.
In order to maximize the cumulative reward, the learner needs to find a careful balance
between actions that lead to informative feedback and actions with high reward, which is
the essence of the exploration-exploitation dilemma. More specifically, the learner needs to
collect data that allows it to identify an optimal action while minimizing the cost of playing
sub-optimal actions relative to the optimal action (known as regret).
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Whether the learner can succeed at this task depends on the structure of feedback
and reward. In this work, we focus on linearly correlated feedback models where, akin to
the linear bandit model, the reward and observations are both described by linear features.
Our formulation of the linear model includes the classical finite stochastic partial monitoring
formulation as a special case, where reward and feedback are determined by finite matrices.

Classifying games according to the difficulty of the exploration-exploitation trade-off
has been an essential part of previous work on partial monitoring (Barték et al., 2014;
Lattimore and Szepesvari, 2019a; Kirschner et al., 2020). By now it is understood that all
finite-action linear partial monitoring games belong to one of four categories: trivial, easy,
hard and hopeless, corresponding to 0, O(y/n), O(n?/3) and Q(1) regret in the worst-case
over n steps. The categories are defined by precise geometric conditions, which we will
introduce in detail later.

Partial monitoring has a moderately well-deserved reputation for being a complicated
framework. The complexity is largely a product of the generality and also the discrete
nature of the standard setup. The latter leads to some unfortunate practical problems. For
example, the finite partial monitoring game that models a finite-armed Bernoulli bandit is
exponentially large in the number of actions. Although there now exist unified algorithms
for finite partial monitoring, they cannot be practically implemented on large games like
this, enormously reducing their applicability.

On the other hand, the linear partial monitoring model that we present here is a natural
extension of the linear bandit setting, that only relaxes the requirement that the observation
and reward features for any action are identical. By further introducing (convex) parameter
constraints and using a suitable linear embedding, we completely recover the standard finite
partial monitoring setting. At the same time, many problems are more naturally modelled
in the linear framework. The classical k-armed Bernoulli bandit, for example, is modelled
by a k-dimensional linear partial monitoring game.

The feedback/reward structure of partial monitoring requires exploration techniques
that go beyond what is commonly used in bandit feedback models. In particular, it is known
that optimism and Thompson sampling are insufficient to achieve sublinear regret in all
types of partial monitoring games. Our presentation focuses on a different design principle,
known as information-directed sampling (IDS; Russo and Van Roy, 2014; Kirschner et al.,
2020). This leads to a universal and practical algorithm for regret minimization in partial
monitoring that provably works well in all games.

Compared to the previous work, we introduce several innovations, including constrained
parameter sets and computationally efficient approximations. Distinct from all previous
work, our formulation unifies the finite and linear stochastic partial monitoring settings,
thereby providing a unified approach that is (a) nearly worst-case optimal in all possible
games and (b) computationally efficient and practical. We present a concise and self-
contained analysis, where nearly all geometric constructions only appear in the proof and
not the algorithm.

Last but not least, we present two extensions of linear partial monitoring that are of
practical importance. The first is a contextual formulation that directly generalizes the
standard contextual (stochastic) linear bandit setting. The second is a kernelized formula-
tion, where the reward function is in a reproducing kernel Hilbert space. We provide direct
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extensions of IDS to both settings, demonstrating the versatility of the framework. A more
detailed historical and contemporary account of related work is deferred to Section 8.

Notation For an integer i > 1, [i{] = {1,...,i}. The d-dimensional identity matrix is 1.
For a compact set X', Z(X) is the set of distributions on X with the Borel o-algebra. For a
measurable function F : X — R and a distribution p € 22(X), we use F(u) = Epnp[F ()]
to denote the expectation. For a vector v € RY, the Euclidean norm is |lv||2. For a positive
semi-definite matrix A € R¥4 A .. (A) is the largest eigenvalue, and ||A|| = Amax(A) is the
spectral norm. The associated norm to A is ||b]|a = Vb" Ab, where b € R?. This notion is
generalized for rectangular matrices B € R¥, || B||4 £ Amax(BT AB)'/2. For two positive
semi-definite matrices A1, As, A1 < Ao means that Ay — Ap is positive semi-definite. Given
a set X C RY we write dim(X) for the dimension of the affine hull of X. We use the
convention that 1/0 = oo, 0/0 =0 and 0 - 0o = oc.

2. Linear Partial Monitoring

A linear partial monitoring game is defined by a quadruple (A, (¢q)aca, (Ma)aca, ©). Here,
A is a set of actions that is used to index reward features ¢, € R and linear observation
maps M, € R™*? for a € A. © C R? is a (convex) parameter set. The actions A, features
¢q, observation maps M, and parameter set © are known to the learner.

An instance of a partial monitoring game is defined by a fixed parameter 0* € © that
is unknown to the learner. At time ¢ € [n], the learner chooses an action a; € A according
to a policy 7 and observes an m-dimensional vector y; = M,,0* + ¢ € R™, where ¢ is a
zero-mean noise vector. As usual performance is measured by the expected regret at time n,

> (¢a - ¢at,9*>]

t=1

R, (m,0") = maxE
acA

where the expectation is over the randomness in the feedback and any randomization used
by the policy. For simplicity we write R,, = R, (7, 0*) when the policy and the parameter
are clear from the context. We emphasize that the only difference to the linear bandit
model is that reward and observation features are decoupled, whereas in the bandit model
¢q = M, for all a € A. The usefulness of decoupling reward and observation will become
apparent in the examples presented in Section 2.1.

The o-algebra generated by the history up to round t is F; = o(a1, y1,. .., at, y) and the
corresponding filtration over n rounds is (F;)}_;. We define the shorthand P;[-] = P[-|F:_1]
and E;[-] = E[-|F;—1]. The best action for a parameter 6 € © is a*(0) = argmax, 4(¢q,0),
chosen arbitrarily if it is not unique. The maximum gap under the true parameter is denoted
by Amax = maXa,bEA<¢a — ¢p, 07).

We further require the following standard boundedness and noise assumptions.

Assumption 1 (Convexity and Boundedness). The action set A is compact and the param-
eter set O is convex. Further, we assume that the learner has access to bounds | M,||2 < L,
loll2 <1 and ||0 — Ooll2 < B for all 0 € © and a given prior estimate 0y € O.

Note that assuming [|¢]|2 < 1 is without loss of generality, as we can jointly re-scale ¢,
M, and O to satisfy the condition while keeping the rewards and observations the same.
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Assumption 2 (Sub-Gaussian Noise). The noise vector ¢, € R™ is p-sub-Gaussian, i.e.,

2.2
Yu e R™, [E, [exp(uTet)} < exp(”un2 P ) .

Note that we allow the noise distribution to be a function of the action and the param-
eter, whereas the sub-Gaussian variance p? is a uniform constant known to the learner.

2.1 Examples

The framework of linear partial monitoring captures a large variety of models for online
decision-making, many of which have been studied independently in the literature. We
provide some examples below.

Example 1 (Linear Bandits). As was already mentioned, the linear bandit model is recov-
ered with a = ¢, = M;— for an action set A C R%. A direct extension are heteroscedastic
linear bandits, where the noise distribution depends on the chosen action. In the setting
studied by Kirschner and Krause (2018), the learner observes y; = a 0* + ¢;, where ¢ is
p(as)-sub-Gaussian and the noise function p : A — Rxq governs the signal-to-noise ra-
tio of the associated observation. To formulate the heteroscedastic setting in linear partial
monitoring we can define ¢, = a, M, = a/p(a) and p = 1.

Example 2 (Graph-Structured Feedback). Semi-bandit feedback or side-observations refer
to models between full information and bandit feedback. Semi-bandit feedback can be specified
with a feedback graph defined over actions (Mannor and Shamir, 2011; Caron et al., 2012).
When choosing an action, the learner observes the reward of all adjacent actions. Formally,
assume that W C A x A is a set of (directed) edges. For each a € A, the feedback map is
defined to reveal the reward of all adjacent actions,

M, =[¢e:c€ A st (a,c) €W,

with the minor technicality that the observation dimension now in general depends on the
action. This can be resolved by padding the observation matrices with zero vectors, or mod-
ifying the model to allow action-dependent observation dimension. If we explicitly require
that the edge set contains all self-loops (a,a) € W for all a € A, then the graph feedback
structure naturally interpolates between bandit feedback (empty graph, with self-loops) and
full information (fully connected graph). We point out that Liu et al. (2018) studied a
version of IDS in the corresponding Bayesian regret setting.

Example 3 (Dueling Bandits). In dueling bandits, the learner chooses pairs of actions and
receives noisy feedback about which of the two actions has higher reward (Yue et al., 2012;
Sui et al., 2018). The dueling bandit model has many intricate variants and a vast literature
on its own (Bengs et al., 2021). Not every dueling bandit is easily modeled as a partial
monitoring game. With additional assumptions, Gajane and Urvoy (2015) demonstrated
that the utility-based dueling bandit problem can be formulated as a partial monitoring
game. Here we focus on a similar setup with quantitative feedback on the reward difference
of the chosen actions, opposed to the more common binary signal. The quantitative variant
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has received relatively little attention in the literature and has some interesting applications
in robust regret minimization (Kirschner and Krause, 2021).

Formally, let T be a ground set of actions with an associated feature mapping ¢ : L —
R% a + ¢q. The action set is A =T xTI. For any (a,b) € A, we define utility-based dueling
feedback by the feedback map Mg, = ¢o — ¢p. Hence, when choosing the action pair (a;,b),
the learner observes the noisy reward difference yi = (¢a, — Pv,,0) + €, while collecting
(unobserved) reward for both actions with reward features ¢qp = ¢q + ¢p. We remark that
the sub-Gaussian likelihood combined with appropriate boundedness of the reward includes
the standard binary feedback model with y, € {—1,1} as a special case.

Example 4 (Graph-Structured Dueling Bandits). We propose a novel variant of the dueling
bandit that extends Example 2 with o feedback graph structure. Concretely, the learner has
access to dueling reward features ¢qp = ¢o + ¢p, and dueling feedback M,y = ¢o — ¢p, but
only for pairs (a,b) € A CZ xZ. We can think of A as a set of edges on a graph over
the base indices . In other words, the learner can only observe a dueling action (a,b) if
there is a directed edge from a to b. To learn the reward difference between actions that are
not neighbors, the learner has to combine dueling observations from a path that connects
the two actions. For general action features, the learner can only hope to learn all reward
differences if the graph is connected.

Example 5 (Combinatorial Partial Monitoring). In the combinatorial bandit problem the
action set can be exponentially large. Learning algorithms for this scenario are designed
to only use the solver for the offline problem, i.e., assuming access to an oracle that solves
arg max,c 4(@q,0) for any 6 € M. While the IDS algorithm we introduce in Section 3 is not
oracle efficient, the theory still applies. The combinatorial setting is the motivation for the
linear partial monitoring setting in the work by Lin et al. (2014) and Chaudhuri and Tewari
(2016). Both previously proposed methods are oracle efficient, however suffer sub-optimal
regret in locally observable games.

The combinatorial version of the multi-armed bandit setting (Cesa-Bianchi and Lugosi,
2012) makes more specific assumptions on the feedback structure. Let T be an index set
with associated features ¢, for a € A. The action set A C 2% consists of subsets of T.
The reward for choosing an action a € A is the sum of rewards fo(a) = > ;c.(¢i,0).
Equivalently, the features for action a are ) ., ¢;. Two variants for the feedback maps are
commonly considered: i) bandit feedback, that is M, = ¢q, and ii) semi-bandit feedback,
Mg = [¢; i € a]". An important special case is the batch setting where the learner
chooses m actions at once, i.e., A= {a CZ:|a| =m}. Note that the example exhibits an
exponential blow-up of the action set in the batch size m.

Example 6 (Transductive Bandits). In the transductive bandit setting, the learner obtains
informative feedback only on a set of actions that is dedicated for exploration. At the same
time, the objective is to achieve low regret on a different target set of actions, that when
played, do not reveal information. The setting was proposed by Fiez et al. (2019) in the
context of best arm identification, and we refer the reader to this work for more examples. A
toy example from the partial monitoring literature that fits into this category is that of “apple
tasting” (Cesa-Bianchi et al., 2006). In each round, the learner is presented an apple, and
decides whether to taste it. Tasting determines if the apple is rotten or not. Apples that have
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been tasted cannot be sold anymore and incur a fized cost. Not tasting the apple comes with
the risk of selling a rotten apple, which also incurs a cost but is not observed. We remark
that this setup is closely related to label efficient prediction Cesa-Bianchi et al. (2005).

Example 7 (Finite Partial Monitoring). Most previous work has focused on the finite
partial monitoring setting that we briefly introduce now. In addition to a finite set of
actions A = [k|, a finite partial monitoring game consists of a set of signals 3 = [m] used
for the feedback and a finite set of outcomes X = [d] that determines reward and feedback
for each action. Rewara® and feedback are defined by,

i) a reward function R : A x X — [0, 1]; and
ii) a signal function ® : A x X — X.

The learner has access to both R and ®. In each round t = 1,...,n of the game, the
learner chooses an action a; € A. In the stochastic version of the problem, the outcome
xy is sampled from an unknown and fized distribution ¥ € P (X). The learner observes a
signal oy = ®(ag, x¢) € ¥ and obtains reward R(ay, z¢). Neither the reward nor the outcome
1s revealed to the learner.

As in previous work (e.g., Bartdk et al., 2014), we use vector notation to describe the
finite setting in the linear framework. Let eq € R*, e, € R? and e, € R™ be the basis vectors
corresponding to action a € A, outcome x € X and signal o € ¥. We use R € R¥*? g5 ¢
matriz and function interchangeably, such that e} Re, = R(a,z). Further, we introduce re-
ward features ¢ = R eq € R?, defined as the row of R corresponding to action a. For each
action a € A, the observation matriz S, € {0,1}™*% is such that e . Sye, = 1(®(a,z) = o).
We use the symbol S, instead of M, to emphasize the particular structure of the feedback
map. The distribution ¥ € © = P(X) is identified with a vector in the (d — 1)-dimensional
probability simplex. In particular, Sq0 is the distribution over the observed signals for action
a € A. If the learner chooses action a; € A in round t, and the outcome is xy € X, then
the corresponding observation vector is Y = €5, = Sg €z, € R™.

Let & = Sq,(ez, — V) and note that Ei[&] = 0. The observation can be written as
yr = Su,0 + &. One directly verifies that for any unit vector u € R®, |u"&| < ||ullso||&tll1 <
|Saez, — Sa¥||1 < 2. Hence & is a 4-sub-Gaussian random vector in R™.

We note that the difficulty of the games depends on the parameter set ©. In particular,
adding constraints to © can make the game much easier. The next example shows that a
good algorithm for finite partial monitoring has to reason about the parameter set ©.

Example 8 (Finite vs Linear Partial Monitoring). Consider the finite game defined by

reward and signal matrices
11 0 0
R= <0 0> ’ X = (0 0> '

The signal matriz uses only one symbol, therefore the learner cannot distinguish the out-
comes. However, when © is the probability simplex, the rewards are such that the first

1. The finite setting is often formulated with losses instead of rewards. For consistency with our presenta-
tion, we use the equivalent setup with rewards. The loss formulation is easily recovered by flipping the
sign of the feature vectors.
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Algorithm 1: Information-Directed Sampling

Input: Action set A, gap estimate A, : A — R>, information gain I; : A — R>¢

1 fort=1,2,3,...,ndo
A 2
2 pt < arg min{\I’t(u) = 1) } // IDS distribution

LEP(A) Ii(p)
3 Sample a; ~ iy, observe feedback

action is always optimal, so in finite partial monitoring a good algorithm has zero regret.
On the other hand, when © = {0 € R : ||§||2 < 1} the learner has to consider the case
when § = (—/2, —\/2), and the second action is optimal. Consequently, any learner suffers
linear regret on at least one of the two cases.

We conclude the section with a two more examples of in the language of finite partial
monitoring.

Example 9 (Multi-Armed Bandits). In games with bandit information, the learner observes
the reward of each action a € A by playing it. Since we allow only finitely many signals, the
reward of each arm is also one of finitely many values. For Bernoulli bandits with k arms
specifically, A= [k], ¥ = {0,1} and X = {0,1}*. The reward and feedback functions are

R(a,x) = ®(a,x) =z, .

A consequence of the finite partial monitoring setup is that the parameter dimension d = 2F
is exponentially large in the number of arms. On the other hand, we will see in section
Section 3.1 that all relevant information is contained in a 2k-dimensional subspace of R%.

Example 10 (Dynamic Pricing). One of the most notable applications of finite partial
monitoring is dynamic pricing. This game is between a seller and a potential customer.
The learner takes the role of the seller with the goal to optimally price a product. The
action and outcome sets are a (discrete) set of prices corresponding to an offer and the
price the customer is willing to pay, e.g. A = X = {$1, $2, $3}. The feedback is whether
the customer buys the product (a < x, ®(a,x) = Y), or not (a > x, ®(a,x) = N). The
reward consists of a fized opportunity cost ¢ > 0 and the difference between the offer and the
price the customer would have payed, R(a,z) = (a —z)1(a < x) — cl(a > x). Withc=2
and X, A as above, the corresponding loss and signal matrices are:

0o -1 -2 Y Y Y
R=|-2 0 -1 P=|NY Y
-2 =2 0 N N Y

3. Information-Directed Sampling for Linear Partial Monitoring

Information-directed sampling (IDS) is a design principle that requires user choices and
leads to different algorithms in different settings. As presented in Algorithm 1, IDS is
abstractly defined for a sequence of gap estimates A; : A — R>¢ and an information gain
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functions I; : A — R>g. We present concrete choices for both quantities shortly. One
should think of At(a) as an estimate of the instantaneous regret of playing action a and
I;(a) as some measure of the information gained when playing action a. Naturally, the gap
estimates and information gain are computed using observations from previous rounds and
are therefore predictable with respect to the filtration (F;);,;. We also assume that I; is
not zero for at least one action.

Recall that for a distribution p € 92(A), we denote Ay(p) = Eqnp[Ai(a)] and Ii(p) =
Eq~puI(a)]. The IDS distribution p; is defined as the minimizer of the ratio between squared
expected regret and expected information gain:

= arg min =S At(u)z
o negféz(A) {\Pt(u) Ii(p) } ' M

The objective W;(u) is called the information ratio of the sampling distribution pu € Z2(A).
The minimizer always exists for compact 4 (Lemma 19). IDS is defined as the policy that
samples a; ~ p; in round ¢. Intuitively, to achieve a small information ratio, the learner
has to sample actions from a distribution with small expected (estimated) regret or large
information gain. This intuition will appear formally in the proofs in Section 4.

The information ratio W, satisfies several important properties, which allow us to solve
the optimization problem (1) efficiently (Russo and Van Roy, 2014). First, the function
w — W(u) is convex for any choice of A A= R>p and I; : A — R>o (Lemma 20).
Further, the minimizing distribution p; can always be chosen with a support of at most
two actions (Lemma 21). Using this property, and provided that A;(a) and I;(a) have been
computed for all a € A, we can find the exact IDS distribution by enumerating all pairs of
actions and solving the trade-off for each pair in closed-form (Lemma 22).

Approximate IDS It is also possible to obtain a 3-approximation of Eq. (1) in O(|A|)
time with oracle access to A;(a) and I;(a). To do so, we first find an action that minimizes
the gap estimates, a; = argmin,¢ 4 At(a). We then optimize the trade-off between a; and
some other action b # a, i.e.

P, by = argmin \I/t((l —p)ea, —l—peb) . (2)
pe(0,1],be A
As before, for fixed a;,b € A, the optimization problem can be solved in closed form
(Lemma 22), and it remains to iterate over the action set to find the best alternative action
bi. The distribution fi; = (1 — pt)ea, + prep, satisfies Uy(fay) < %‘I’t(ut) (Lemma 24).

General Regret Bounds A few more things can be said without committing to specific
choices of the gap estimate and information gain. The information ratio ¥, appears as a
central quantity in the regret analysis. To understand how, consider any adaptive policy
T = (pt)f=1. We first bound the sum over the gap estimates:

[ZAt a) Z Z VY () I (pa ]

=E
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The first equality uses the tower rule, E[At(atﬂ =E [Et [At(at)]] = E[At(,ut)]. The second
equality uses the definition of the information ratio, and Eq. (3) follows from the Cauchy-
Schwarz inequality and another application of the tower rule. Note that IDS is the policy
that myopically minimizes the first sum in the upper bound. The second sum is the total
information gain, which we abbreviate with

VY = th(at)- (4)
t=1

For the regret R, =E[>_}" | A(at)], Egs. (3) and (4) imply

D i)

t=1

> Aar) - At(at)] : (5)

t=1

In the frequentist IDS framework, the gap estimate At(a) is chosen as a high-probability
upper bound on the true gap A(a). This way, the estimation error (the second term in the
last display) contributes only negligibly to the overall regret. The total information gain ~,
can be interpreted as a surrogate of the sample complexity of identifying the best action. In
the finite-dimensional linear setting =, depends only logarithmically on the horizon. Lastly,
if Wy(uy) < o almost surely for all 1 < ¢ < n, then, by construction, the IDS policy has
regret at most

R < /naE[yn] + ZE[A@) ~ Aya)] .
t=1

The usefulness of the bound stems from the fact that we can analyze IDS by explicitly
designing sampling distributions that achieve a small information ratio, without having to
know the exact behavior of the IDS algorithm. Further note that any constant approxima-
tion of the IDS distribution directly translates to the regret bound, which allows us to use
the approximation in Eq. (2).

In the next theorem, we summarize the result in slightly generalized form. We make
use of the generalized information ratio introduced by Lattimore and Gyorgy (2020),

A At(#)ﬁi
Li(p)

Note that the previous definition is recovered with x = 2, i.e. ¥3; = ¥;. The next lemma
states the regret bound (5) for the generalized information ratio. A similar bound on the
Bayesian regret is given by Lattimore and Gyorgy (2020, Theorem 4).

\Ijn,t (:U') (6)

Theorem 1. Assume that V(1) < o holds almost surely for an Fi-predictable sequence
(ou)iy, and let &y, = %Z?zl ot. Then

n

R, < (Elan]Elye])xnl =% + ZE[A@) ~ Aga)] .
t=1
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Proof We bound the estimated regret similarly as before:

1—1 1
n N n (Z) n 1 n K
ag)| = rt (Mt ) Lt it = rt (Ut ) "= tat
B> A(a) | =B (Ta(u) Te(p) | S B Wi (ue) 7 E| > Iia)
t=1 t=1 t=1 t=1
_1
D) nooo_1 = 1
<E Za;71 E[vn]*
t=1

1—1
@) [/ Ny w2l "
2 af($5) o]

t=1

(“}) r—1 1

< 0" Elan] *E[ya]* .

We used (i) and (4i7): Holder’s inequality, (i¢): definitions of ay and ~,, and (iv): Jensen’s
inequality and the definition of &,. The claim follows by introducing the estimation error. B

We remark that the generalized information ratio ¥, ; appears naturally in the analyses
of games where the minimax regret is of order O(n%l) (see Section 4). In such cases, it is
natural to use an algorithm that optimizes ¥, ; directly.

The following lemma shows the perhaps surprising result that the IDS distribution ob-
tained as a minimizer of Wo (1) approximately minimizes W, ;(u) for any x > 2. This justi-
fies the use of the Wy ; information ratio even in cases when a \/n regret rate is not attainable.

Lemma 2 (Lattimore and Gyorgy (2020, Lemma 21)). Let puy = argmin,c go(4) Y2,(1) be
the IDS distribution computed for Wo;. Then for all k > 2,

U <22 min ¥ )
/{,t(/‘t)_ L P(A) n,t(,uf)

3.1 IDS for Linear Partial Monitoring

We now propose natural choices for the gap estimate and the information gain functions for
linear partial monitoring games G = (A, (g )acA, (Ma)aca, ©). The definitions and analysis
follow the ideas of Kirschner et al. (2020), with a few innovations to account for constrained
parameter sets ©@. We note that parameter constraints are required to recover optimal
bounds in the finite partial monitoring setting. The complete approach is summarized in
Algorithm 2. Various improvements and extensions are discussed later in Section 5.

Parameter Estimate We assume prior knowledge of some 6y € © such that ||6y— 0|2 <
B, where both 6y and B are known to the learner (Assumption 1). As a main tool for
estimating 6%, we rely on regularized linear least-squares on O,

t—1
0, :aregn@ﬁn2||Ma59—ysH2+)\|]9—90|]2, (7)
€ s=1

where A € Rx¢ is a regularizer. For the case where © = R? the usual closed-form is
available, 6; = Vt_l()\@o + Zz;ll MaTS ys) with inverse regularized covariance V; = Al +

10
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Algorithm 2: IDS for Linear Partial Monitoring
Input: Action set A, parameter set ©, feature maps ¢,, feedback maps M,, basis

W, regularizer A > 0, prior estimate 6y, norm bound B > 0, noise variance

.

1 fort=1,2,3,...,ndo

2 0; « argmingeg Y2021 [|Ma,0 — ys|> + M6 — 60]|>  // solve least-squares

s Vi 2 My M+ 21, Wy« WTV,W

4 @%2 «— py/log det(W;) — log det(A\14) + 21log(1/8) + VAB

5 E+—{0ecO:|0- ét”%/t < Biaje} // confidence set

6 Ayla) « maxgeg, maxpe 4(dy — ba, ) // gap estimates

7 Ii(a) + 3logdet(1,, + Mth_lMJ) // information gain
A 2

8 [t < ArgMin e 5 4) Itg'u; // IDS distribution

i
9 Ay ~ [t

10 Choose aq, observe yy = (M,,,0) + €

Z’;;ll M;Z M,,. In general form, 0, is the projection of the unconstrained least-square esti-
mate onto © with respect to the | - ||y, norm.

In settings where © is contained in a lower-dimensional affine subspace of R%, or the
dimension of the observation subspace span(im(M,") : ¢ € A) is significantly smaller than
d, it can be useful to introduce a basis W € R¥*" to ease computation and improve the
dependence of the regret bounds on the dimension d. To be a valid basis, W needs to satisfy

WTW =1, and
Vac A 0ve® MO—-v)=MWW'(6-v). (8)
We remark that W € R%" can be chosen to satisfy
r < min{dim(0), dim(im(M,") : ¢ € A)} < min{d, m|A|}. 9)

W = 14 is a perfectly valid (and sometimes the only possible) choice. The next lemma
provides an elliptical confidence set for 6.

Lemma 3. Let 627{52 = p\/2 log% + log det(W;) — log det(A1,) +V/AB be a confidence coef-

ficient where Wy = WTV,W € R™%". Then
P[vt> 1,0 €Es2{0€0:)0—03 <Bis}] >1-3.

The proof generalizes the standard ellipsoidal confidence set (cf. Abbasi-Yadkori et al.,
2011) and is deferred to Appendix B.1.

In the following, we set 5y = f; 12 and & = & 142, which allows us to derive bounds on
the expected regret. It is also possible to fix the confidence level § to obtain high-probability
bounds, or tune the confidence coefficient empirically.

11
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Gap Estimates The gap estimates are defined as conservative estimates of the true gaps:

Aia) = max (¢p — ¢a,0). (10)

0e&s, beA

When © = R?, the maximum over # can be computed in closed-form: A;(a) = maxpe .4y —
ba,0r) + 51/2H¢b - ¢a||‘/;1. Note that A;(a) is chosen as a high-probability upper bound

on the true gap A(a), which allows us to control the error term in Eq. (5). Specifically,
denoting Apax = maxgeq A(a), we get

ZE[ ~ A at} Zn:A (a)PO" & &) < ZAmaXt 2 < O(Apay) . (11)
t=1

t=1

Information Gain The next step is to choose an information gain function I;(a). We
define the information gain as the increase of the log-determinant, given by

Li(a) = %log det (W, + WT M M,W) — 11og det(W,)
= %logdet (1 + (M V)W, H (MW T (12)

The log-determinant of the covariance matrix is a common progress measure in linear exper-
imental design that captures the log-volume of the confidence ellipsoid (D-optimal design).
This choice was primarily analyzed in the frequentist IDS framework by Kirschner et al.
(2020), with the difference that here we introduced the basis W. The definition further
has a natural interpretation in the Bayesian setting (Russo and Van Roy, 2014). Assume
for a moment that inference is done with Gaussian prior ¥ ~ N(W "6, A11,) and an
observation likelihood y; ~ N (M, (W9 + (14 — WWT)GO) m)- The posterior distribution
corresponds to the least-squares estimate, N (WTHt, W, ) and the entropy of the Gaus-
sian posterior distribution on the subspace defined by W is H(#) = 3 log((2me)? det(W, 1)).
Therefore Eq. (12) corresponds to the entropy reduction when choosing a; = a and observing
Y = My0 + €;, known as the mutual information,

1 1
L (0; ye|lay = a) = 3 log det(Wi41) — 3 log det(W;) = Ii(a) .

In light of Theorem 1, an important quantity in our analysis is the total information gain
Yo = Y p—q lt(at). The next lemma is a standard result closely related to the elliptical
potential lemma. It provides a worst-case bound on ~, that is independent of the sequence
of actions.

Lemma 4 (Total Information Gain). The total information gain v, = > i 4 It(az) is
bounded as follows,

1 1 r nL
Tn = Elogdet(Wn) - Elogdet()\lr) < 210g<1 + )\r) :
For a proof, see, e.g., (Lattimore and Szepesvari, 2020, Lemma 19.4). The lemma
motivates the use of a lower-dimensional basis W (where possible) as it makes the upper
bound independent of the ambient dimension d. Further note that the lemma implies an

upper bound on the confidence coefficient since 1/2 < 52/52 = p(n +2log %)1/2 + /2B,

12
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Computation Note that the least-squares estimate and inverse of the covariance matrix
can be computed incrementally in O(d?) steps per round. Computing gap estimates re-
quires O(].A|?d?) operations and computing the information gain can be done in O(|.A|d?).
Computing the IDS distribution requires O(].A|?), and an approximate distribution that
minimizes the information ratio up to constant factor can be computed in linear time (see
Eq. (2)). In Section 5.1 we show how to improve the per-step computation complexity to
O(]A|d?) by introducing a gap estimate that can be computed in O(|A|d?). By carefully
computing quantities using the basis W, the computation complexity can be reduced to
O(|A|r?) per round and O(d) once at the beginning of the game.

4. Regret Bounds

How fast the learner can determine an optimal action in a linear partial monitoring game
depends on the geometric structure of feedback and reward. Some terminology is necessary
to state the results. The main distinction is between locally and globally observable games.
Informally, in globally observable games, the learner has access to actions with which it
can estimate (¢, — ¢p, 0*) for all actions a and b that are Pareto optimal (defined formally
below). The Pareto optimal actions have the property that, for any 6*, one of them is
always optimal. However, acquiring sufficient information might incur a constant regret
cost per round, and appropriately trading off exploration and exploitation leads to (’)(nQ/ 3)
regret in the worst-case. In locally observable games, the cost payed for information is at
most proportional to the statistical estimation error of the optimal action, in which case the
learner can achieve O(y/n) regret. Note that local observability is a stronger requirement
than global observability. Any locally observable game is also globally observable.

4.1 Local and Global Observability

Following the standard terminology (Bartdk et al., 2014), the cell of a € A is defined as the
set of parameters for which a € A is optimal,

Co={0 € ©: (¢, 0) = max(ey, 0)} . (13)

Two actions a,b € A are called duplicates if (¢q,0) = (¢, 0) for all § € ©. Note that
duplicate actions can still differ on the feedback maps M, and M;. An action is called
Pareto optimal if dim(C,) = dim(0). If a is Pareto optimal, then the only actions that
are optimal on the relative interior of C, are a and its duplicates (which are also Pareto
optimal). The set of all Pareto optimal actions is P. An action is called degenerate if
0 < dim(C,) < dim(©), and dominated if C, = ). Degenerate actions can be optimal but
not uniquely so, whereas dominated actions are never optimal. We denote the linear span
of parameter differences by V = span({¢ — v : 6,v € ©}) and introduce the orthogonal
projection Projy, : R? — V.

Global Observability A linear partial monitoring game is called globally observable if
Ya,b € P, Projy(ds — ¢p) € span(im(Proj, M) : c € A). (14)
Intuitively, the requirement is that the learner can estimate the difference in reward (¢, —

oy, v — 0) for Pareto optimal actions a,b € P and parameters v,0 € © by combining the

13
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feedback from all actions. The projection onto V appears naturally as the set of possible
directions in which two parameters can differ. The worst-case cost-to-signal ratio is captured
by the global alignment constant:

N . <¢a - ¢b7 Z/>2
= maxmax mim ——5— .

15
veY a,beP ceA ||]\4cy||2 ( )

An immediate consequence is that a < oo if and only if the condition in Eq. (14) is satisfied.

Local Observability The definition of local observability strengthens the previous def-
inition by requiring that the learner can estimate the reward difference between Pareto
optimal actions that are plausibly optimal and that it can do so by playing actions with
small regret. Formally, given a set £ C O, let P(€) = Upeg{a € P : maxpc 4{(dp — ¢q,8) = 0}
be the set of Pareto optimal actions that are optimal for some v € £. Later we will take £
to be the confidence set constructed by the algorithm in a given round. In this case P(E) is
the set of plausibly optimal actions in P. Denote by A(a|f) = maxpec4{¢p — Pa, ) the gap
of action a € A for parameter § € ©. For any n > 0, the extended plausible Pareto set is
defined as follows:
Pp&)={ac A: Iglgg{A(aW) <n- bg%a()é) max A(b|0)}.

Actions in P(£) may be dominated or degenerate in general. The point is that for any
action a € P(E), there exists a Pareto optimal action b € P(£) with larger regret under
some plausible parameter (up to a constant factor). The local alignment constant for £ is

2
£)2 (Pa — 0 1)" 16
Oln( ) rlfleaf/)( a,l?el%)((s) cEI%,,(S) HMCVHZ ( )
We let a(€) £ inf,>0nay(E). A game is called locally observable if
sup o(€) < 00. (17)

£CO

The next lemma is helpful to to bound the alignment constant (Kirschner et al., 2020,
c.f. Lemma 13).

Lemma 5. Let a,b € A with ¢, # ¢p, and B C A be a subset of actions such that
Projy,(¢a — ¢p) € span(im(Proj, M) : c € B).

Then there exist weights w, € R™ for each ¢ € B, such that (g —dp,v) = > cp(MJ WSy, v)
for all v € V. Further, for any such weights,

2
maxminM < (Z ngb|]> .

veV ceB  ||MJv|2 g

Proof The existence of the weights w(, € R™ is immediate by assumption. Therefore, we
can write

2
(6= 00 0)* = (S M 0y, 1)? = (Saliy M)

14
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Example Local / Global Alignment Con- IDS Regret R,
stant
Linear Bandit (Ex. 1) Local o) <4 O(y/ndlog(n))
Dueling Bandit (Ex. 3) Local a(&) <4 O(y/ndlog(n))
Graph Dueling Bandit (Ex. 4)  Global a(&) < 4AW2 .. O((ndlog(n)Wmax)2/3)
Non-Degenerate Finite PM Local a(&) < 4k%m? O(km3/2n1/2 rlog(nr))
Finite PM Local a(&) < 4amdkd+2 O((nmdkd+2)1/25 1og(rn)
Finite PM Global a < mdk+? O((mdkd+2)1/3(rn log(rn))2/3)

Table 1: The regret bound follows from Theorems 7 and 8, and S, v, < O(rlog(rn)).

An application of the Cauchy-Schwarz inequality shows:

c 2 2
<¢a - d)ba V>2 < (ZcEB HwabHHMCVH) < (Z ng(),) )

maXeep ||MCVH2 N maXceB ||MCVH2

ceB
|

The lemma can be used to bound the alignment constant for various games that were
introduced as examples. We refer to Table 1 for an overview.

Linear Bandits are locally observable. This follows from the observation that for any
two actions a, b, we have ¢, — ¢y, € span{¢,, ¢p}. We can choose the estimation vector wgp, =
—wz,b = 1 and wg, = 0 for all ¢ ¢ {a,b}. Therefore (&) < a1(&) < maxgpea(|wy,| +
|w2 b|)2 =4

Dueling Bandits are also locally observable. Recall that we defined dueling bandits on
a ground set Z with features ¢, for all a € Z by letting A = Z X I, ¢op = ¢o + ¢» and
Mgp = ¢o — ¢p. Note that dueling actions (a,b) with ¢, # ¢, cannot be Pareto optimal.
Let (a,a),(b,b) € A be a pair of Pareto optimal dueling actions. A simple calculation
reveals that ¢, € conv({Paa,, Pvp}), and ¢aq — dpp = 2Mgyyp. It follows from Lemma 5
that a(&) < a1(&) < 4.

Graph Dueling Bandits use the same reward features and feedback maps as dueling
bandits, but restrict the action set to a subset A C Z x Z. Define dist(a, b) as the shortest
undirected path from a to b in the graph defined by (Z,.A), or infinity if no such path exists.
Let Winax = maxg pep dist(a, b) be the maximum length of a shortest path between any two
Pareto optimal actions. This game is globally observable if and only if Wiax < 00.

To see this, note that for any pair of Pareto optimal dueling actions (a,a), (b,b) we can
find a sequence cg,c1,...,c with ¢g = a and ¢; = b and | < Wiy, such that (¢, 1) € A
foralli =0,...,l—1. In particular, we can write ¢4 q — ppp = 2 Zi;% M., ;. , and Lemma 5
implies a bound on the alignment constant, o < 2Wypax.-

Finite Partial Monitoring Bounds for finite partial monitoring games are derived in
the next lemma. A finite partial monitoring game is called non-degenerate if every action
is either Pareto optimal or dominated and there are no duplicate actions.

Lemma 6. Let £ C © be convex. For finite partial monitoring games the following bounds
on the alignment constant hold:
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(a) For globally observable games o < mdk®?; and
(b) for locally observable games a(€) < 4mdk®*?2; and
(¢) for non-degenerate locally observable games a(€) < 4k*m?

The proof is given in Appendix B.2.

4.2 Regret Bounds

Using the notion of local and global observability, we can now state the main results. To
interpret the results, note that v,, 8, < O(rlog(1 + n)) by Lemma 4. For an overview on

how the regret bounds behave on standard examples, see Table 1.

Theorem 7 (Globally Observable Games). Let G be a globally observable game that saties-
fies Assumption 1 with worst-case alignment « according to Fq. (15). Then the regret of
IDS (Algorithm 2) with X > L satisfies

R < 0?3 (540E[Br]E[vn(Amax + 4B))Y2 + O(Amax) -

Consequently, R, < O(a'/3rlog(1 + n)n??).

Proof Combining the general IDS regret bound in Theorem 1 with x = 3 and using
Eq. (11) to bound the estimation error, we find

Z‘I’st

The next step is to bound the information ratio. The main idea is to optimize the trade-
off between playing a greedy action a; = arg max,¢c 4(®a, ét) and the action that maximizes
information gain. As it turns out, this is sufficient to bound the information ratio in globally
observable games. We emphasize that this particular choice of actions appears only in the
analysis. The actual IDS distribution may be supported on actions that achieve an even
smaller information ratio.

Note that we may always choose a; € P as a Pareto optimal action. Hence

1/3
R, < n?°Ely 1/3< > + O(Amay) -

Ay(ay) = — ¢a,,0) = 0, 0) < — ¢a,, 0 — 0,) .
t(ar) max rgg(qbb bay, 0) lgleagfrgleegcwb Pa,, 0) < gleagrgle%;cwb Bay s £
The equality uses that we can choose the maximizer in P. Using the definition of the global
alignment constant « in Eq. (15), we find

o 2
Ay(ag)? <%1€ag>t<rl?€a7;(<q§b ba,, 0 — 01)? <a%réag)t(rgleax\|M(0 0:)]1%. (18)

Using Eq. (8) and Cauchy-Schwarz, we can further bound for all ¢ € A,
max | M,(0 — 6,)]|* = max | M.VW (0 — 6,)|
0e&y et

(19)

< {gngWT(H = 03 | MW I3, < Bl MW,
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The last inequality follows from the definition of the confidence set &;,. Moreover, note that
||MCWH12/V,1 < ||MCVVH?/V,1 < LA~! <1 by our assumption on . Hence, using further that
t 0

x < 2log(1l + z) for z € [0,1],

| MW 2 LT Amax (MWW H(MW)T)
< 21log(1 + Amax (MWW, H M W)TY)
< 2logdet(1,, + M.WW; Y (M,W)T) = 4I;(c) (20)

Taking the previous two displays together, we get maxgee, | M.(0 — 6;)||2 < 458,1;(c). Com-
bined with Eq. (18), we get

A(a)? < 4 L(c).
t(at) > aﬁ”?g%i( t(C)

To bound the generalized information ratio W3, let ¢; = argmax,¢ 4 I¢(a). Using Lemma 2,

we find

@) ((1- p)As(ay) +PAt(Ct))3
v <2 in ¥ < 2 mi
selie) < uernﬁ;?f\) selk) < pgl[(l)?l] pli(ct)

(@9 278 (a)* Ar(cr)
- QIt(Ct)
(iii)
< 5408 (Amax + 4B) (21)

Step (i) uses that I;(a;) > 0, (ii) follows with p = %(at)) and (i7i) the inequality in the

t(Ct

previous display and a direct consequence of the boundedness Assumption 1, At(ct) <
Amax + maxg p MaXgeg, <9 - 0*7 ¢a - ¢b> < Amax +4B .
The final bound follows using Lemma 4 to bound f3,, and ~,. [ |

The locally observable case is summarized in the next theorem.

Theorem 8. Let G be a locally observable partial monitoring game that satisfies Assump-
tion 1. Then the regret of IDS (Algorithm 2) with regularizer X > L satisfies

Ry, < \/SE[dn/Bn]Ehn]n + O(Amax) »

where &, = %2?21 (&) is the average realized local alignment constant. In particular,
R, < O(ry/nE[a,]log(l + n)).

Proof We start once more with the general IDS regret bound in Theorem 1 for k = 2 and
use Eq. (11) to bound the estimation error, which gives

R < VE[]n
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To bound the information ratio, we make use of the plausible Pareto action set P(&;) and
its convex relaxation 77(51&)-7 For any n > 0, let ¢; = Ct@) = argmax,ep, (g, It(a) be the
most informative action in P, (&;). By the definition of P, (&;), we bound the gap estimate
as follows,

-1
Asler) < " — by, 0) < " — by, 0 — ). 22
) S i (o~ 0) < e puax(fa—on0-0). (22)

The second inequality follows since v € & can be chosen such that b is optimal for v.
Consequently the definition of the local alignment constant in Eq. (16) implies

Ai(e)? < nPay(&) max max || M(v —w)l?
V7wegt cEPn (gt)

To relate the norm to the information gain, note that for any ¢ € A,

max ||M.(v —w)|? = max |[|[MVWT(v—w)|?
a,beP (&) a,beP (&)

< Ty — 2 M, 2 < 2B M, 2 .
< gmax W = @) MW, 0 < 26 MW -

From the argument in Eq. (20), it follows that HMCI/VHI%V_1 < 4Ii(c). Therefore we bound
t

the information ratio for the action ¢; as follows,

A(er)? < max 2772an(5t)5t||McW||124/t—1 < 80y (&) Beli(cx) -
celn
This shows that to bound the information ratio it suffices to play ¢,

. . . A (0)2 . 2
= < < =
Wy (pt) L y(p) < %r;fo L T S 717r>1g 80~ (&) B = 8a(&r) B

and the regret bound follows because (f;) is increasing, and using Lemma 4 to bound 3,
and yy. |

4.3 Classification of Finite Action Games

For the upper bounds, so far we have encountered two cases: globally and locally observable
games that satisfy the conditions in Eqgs. (14) and (17) respectively. There are two other
types of games with a less interesting structure. A game is called trivial if there exists
an action a such that C, = ©. By definition, a is optimal for all possible values of 6,.
IDS achieves zero regret on these games because At(a) = 0 and the information ratio is
minimized by a Dirac on a.

Games that are locally observable but not trivial are called easy. Games that are globally
observable but not locally observable are called hard. The last category of games are those
that are not globally observable, which are called hopeless. The reason is that in these
games there are necessarily multiple (non-duplicate) Pareto optimal actions that cannot be
distinguished, which means the learner suffers linear regret in the worst case.

The minimaz regret is R}, = inf,supycg E[Ry(7m,0)], where the infimum is over all
possible policies 7 that map observation histories to actions. The classification theorem
provides the minimax regret rate for each type of game.
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Theorem 9 (Classification). For any finite linear partial monitoring game, the minimax
regret Ry, satisfies

0 for trival games,
S O(n'/?)  for easy games,
" O(n2/3)  for hard games,
Q(n) otherwise, for hopeless games.

The classification theorem recovers the known result for finite stochastic partial moni-
toring up to logarithmic factors (Bartok et al., 2014; Lattimore and Szepesvéari, 2019¢). It
further generalizes the results for linear partial monitoring without explicit constraints on
the parameter sets by Kirschner et al. (2020).

Proof As we have argued, IDS provides the upper bounds in each case. Therefore it re-
mains to provide lower bounds for each category. These follow essentially from the results
in (Kirschner et al., 2020, Appendix F), by restricting all constructions to the subspace V. B

We conclude the section remarking that the situation in continuous action games is much
more delicate. As shown in (Kirschner et al., 2020, Section 2.4) the achievable rates are not
only determined by the observability conditions, but further depend on the curvature of the
action set. A full classification of continuous action games is still a fascinating open question.

5. Extensions

5.1 Faster Gap Estimation

The version of IDS presented in Algorithm 2 requires O(|.4|?) computation steps per round
in general, which quickly becomes prohibitive for large action sets. The main bottleneck
is the computation of the gap estimates as defined in Eq. (10). We propose a novel gap
estimate that can be computed in linear time. To this end, let a; = arg maxaep<é,a> be
the empirically best action, chosen as a Pareto optimal action if not unique. We relax the
gap estimate using a; as an intermediate action:

Ai(a; ag) = 0 + reneag((;ﬁ&t — $a,0), where §= max Igléﬁ(((ﬁb — ¢ay,0) . (23)
It is immediate that At(a) < Ay(a;ae) holds for all a € A. Note that a; can be found by
enumerating the Pareto optimal actions, and the gap A;(a;a;) estimate can be computed
for all a € A by solving 2k second-order cone programs over © with positive semi-definite
quadratic constraints. Combined with the %—approximation of the IDS distribution using
Eq. (2), this allows us to reduce the computational complexity of Algorithm 2 to O(|A|)
per round. The next lemma confirms that the new algorithm satisfies essentially the same
bounds as before.

Lemma 10. Algorithm 2 with the gap estimate At(a;&t) and approzimate IDS sampling
according to Eq. (23) satisfies the same bounds up to constants as in Theorems 7 and 8.

Proof The proofs of Theorems 7 and 8 go through almost unchanged. We only need to
derive an upper bound on the new gap estimate, as we explain below.
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In the globally observable case, we show that the analog of Eq. (18) holds. By definition
of Ay(a;ay) we get
Ay(ag;ar)? < — Gy, 0 — 0,)?
t(ag; ar)° < fenef?ti Iglefg(@b Pay t)
The remaining proof remains unchanged.
In the locally observable case, we show that Eq. (22) continues holds up to a factor of
two. For all ¢ € P(&), we get

~

Ai(c;ap) <2 max max(op, — ¢p, 0

t( ) t) = % abeP (&) bess <¢a ¢b7 >
The remaining proof remains unchanged with an additional factor of two in the leading
term. m

Lastly, we remark that when © = {# € R? : ||§|| < B}, then we can also use the following
estimate based on truncation:

Ai(a;ay) 2 min{d; + (¢a, — ba,0;), B}, where & 2 maxmax(¢, — ¢ga,,0) . (24)
ek beA

The main difference to At(a at) is that the mean-gap (¢a, — @a, ét> appears directly in the

estimation. One easily confirms that At(a a) < 2At(at, a;) and the proof can be adjusted

to accommodate this change. The advantage of At(a ay) is that it is less dependent on the

tightness of the confidence bound thereby can be more accurate in practice.

5.2 Directed Information Gain

The information gain function Eq. (12) based on the log determinant potential is a conve-
nient choice for the worst-case analysis, but can be conservative in practice. The main reason
is that Eq. (12) is agnostic to the current parameter estimate and the geometric structure
of the game. Therefore, IDS acquires information that leads to uncertainty reduction on
the true parameter 6* overall, independent of the true maximizer a*.

To introduce a form of directed information gain, we define for any w € R?,

1
Ji(a;w) £ §||MaWHQ- (25)

Note that Ji(a;w) measures the sensitivity of the feedback obtained from action a € A
along the direction w. Next we define optimistic and pessimistic parameters

0,07 = argmax max — g, 01 — 02) .
Lo eljgegestabeP(&)wb Pa:b1 = 62)

Both parameters can be computed by solving |P|? second-order cone programs over &. The
computation complexity can be reduced to 2|P| using a relaxation on a;, similarly to the
previous section. We define the directed information gain

Ji(a) = By M Ti(a; 0 — 6;) .

Lemma 11. Algorithm 2 with the information gain Ji(a) instead of I;(a) satisfies the same
bounds as in Theorems 7 and §.

20



LINEAR PARTIAL MONITORING

Proof First note that the new information gain is upper bounded by the information gain
I; (Eq. (12)) as follows,

Je(e) = B | Me(6F — 07)|” < 41y(c).

The inequality follows along the same lines as Eq. (19). In particular, the total information
gain remains bounded, v, 5 = > 1 Ji(ar) <430 Li(ar) = 41

Therefore it remains to show that the information ratio is bounded. For the globally
observable case, note that

A~

52 < S _ 02 < ot g2
Ay(ar) _rgleegcrynezg(cbb Gar, vV — Or) _lgleagc@b Ga,, 07 —07)

< amax ||[M.(0F — 07)| = af; max Ji(c) .
ceP ceA

This follows along the same lines as Eq. (18), and the remaining proof in the globally
observable case remains unchanged.
In the locally observable case, we reproduce Eq. (22) as follows

~

At(Ct)Q < max <¢b - ¢f17 9+ - 0_>2

T a,beP(E)
< a(&) max ||M.(0T —607)|? = Ba(&) max  Ji(c).
<o(&) max M0 =07 = fra(E) _max J(c)
The remaining proof follows unchanged. |

6. Contextual Partial Monitoring

In the contextual bandit problem, the environment provides a context in each round before
the learner chooses an action (Langford and Zhang, 2008). Depending on our assumptions,
the context may be either sampled from a fixed distribution or chosen adversarially by the
environment. The reward depends on the context and the chosen action, and the learner
competes with the best context-dependent action. In applications, the context can represent
additional information available to the learner, such as temperature measurements, time of
day, or the profile of a user visiting a website. We now introduce a contextual version of lin-
ear partial monitoring. This setting directly generalizes the linear contextual bandit model.

Let Z be a compact context set and z; € Z the context presented at time ¢. Reward
features ¢ € R% and feedback map M? € R?¥™ depend on the context z € Z. For each
context z € Z a subset of actions A(z) C A is available for playing. The reward function is
parameterized by a single * € R? shared among all contexts. The feedback in round ¢ for
action a; and context z; is y = M710" + €;, where ¢, € R™ is conditionally independent p-
sub-Gaussian noise. The regret is defined so that the learner competes with the best action
a*(z) = argmax,e 4z f(a, z) chosen in hindsight for each context z € Z. For a sequence of
contexts (z¢)j,, the contextual regret is

%n(ﬂ-v 0*7 (Zt)?:l) =E [Z<¢zi(2t) - 237 9*>] :

t=1
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Over the next two sections, we develop IDS policies for the contextual partial monitoring
setting. The first variant directly extends Algorithm 1 by conditioning the information ratio
on the observed context z;. We refer to this variant as conditional IDS. The second variant
assumes that the context is sampled from a fixed and known distribution. This allows the
learner to optimize the information ratio directly over the joint action-context distribution,
which we refer to contextual IDS. We show that this allows for much weaker conditions
where sublinear regret is possible.

For simplicity, our presentation focuses on the case with unconstrained parameter set,
© = R% As before, we assume boundedness of the observation and reward features
|MZ||l2 < L and diam(¢(a,z2) : a € A,z € Z) < 1 and parameter ||0*||2 < B. The
case with constrained parameter set can be handled as explained in Section 3 by introduc-
ing appropriate projections. The product action space over the contexts with some fixed
ordering is A(Z) = x,czA(2).

6.1 Conditional IDS

The definitions of the gap estimate and the information gain directly extend to the con-
textual setting. As before 6, denotes the least squares estimate defined in Eq. (7), and
& = &1 /42 the calibrated confidence set defined in Lemma 3. The conditional gap estimate
for a context z € Z and action a € A(z) is

~

A = Z_ 4% 0). 9
t(a, 2) brenﬁg)gle@g(qﬁb ?z.0) (26)

The (undirected) information gain for action a € A and context z € Z is

Ii(a,2) = % log det(1 + MZTV, 1 MZ) . (27)
Conditional IDS is the policy that optimizes the information ratio conditioned on the
observed context z; at time ¢,

Zt 2
u(z¢) = argmin {\IJ(M, 2) = t(ﬁ%)} , (28)

nEZ (A(zt))

and samples the action according to a; ~ p(z;). The computational complexity required
to find the minimizer of the information ratio is the same as in the non-contextual case.

Regret Bounds For the analysis, we extend the notion of the alignment constant with
the contextual argument. We let P(z) be the set of Pareto optimal actions for context
z € Z defined as actions that are uniquely optimal for some parameter # and context z.
The conditional global alignment constant is

z z 2
a(z) £ max max (0a =, w)” .

min 29
wERT a,beP(2) ceA(z) || MEw]|? (29)

z

Further, let A(a, 20) = maxye 4,) (¢} — ¢z, 0) be the gap of action a € A(z) under parameter
f € © and context z € Z and define contextual extensions of the (extended) plausible Pareto
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optimal actions as follows:

P(€.2) £ Upeela € P(=) : (65.6) = max (67.6))

Po(E,2)2{ac Al2) : Ala,2]0) <n- Ala,z]0)}.
JE2) 2 {0 € AR Aa,2lf) <n- max Afa210))
The local alignment constant for n > 0 under context z € Z is then

zZ VA 2
oz,,(é', Z) £ max max min M

, 30
weRC a,beP(£,2) cePy(€,2) ||MCZCU H2 ( )

and we let (€, 2) = inf,~0n%a, (&, 2).

The next two results are immediate extensions of the upper bound for globally and
locally observable games that replace the bounds on the information ratio with their con-
ditional counterpart. These bounds are only meaningful if the game is globally or locally
observable for each observed context z; € Z.

Corollary 12. For any F;-predictable sequence (z¢)}_; in Z, the regret of conditional IDS
satisfies,

R < O (0?3 (Eln ] Ela]) %)
where &, = %2?21 a(z¢) is the average global alignment on the observed sequence of con-
texts.
Proof The claim follows along the same lines of as Theorem 7. |
The result for the locally observable case is stated similarly.

Corollary 13. For any F;-predictable sequence (z)j—, in Z, the regret of conditional IDS
satisfies

Ry, < /SE[@nBu]E[yaln + O(1),

where oy, = %Z?Zl (&, z) is the average local alignment constant for the sequence of
confidence sets (&)j—, realized by the algorithm.
Proof Along the lines of Theorem 8. [ |

In the contextual linear bandit setting, «(&:,2) < 4 holds for all z € Z (cf. Table 1).
Therefore, Corollary 13 recovers the same bounds as the optimistic approach in the linear
contextual bandit setting (cf., Abbasi-Yadkori et al., 2011). Moreover, we immediately get
a regret bound for the contextual extension of the dueling bandit setting in Theorem 8.

6.2 Using the Context Distribution for Exploration

Perhaps surprisingly, the contextual case allows for much weaker conditions under which the
learner can achieve sublinear regret. This is possible if the learner exploits the distribution of
contexts. Here we study the case where the context follows a fixed and known distribution
x € Z(Z). We only address the case where x is known exactly. If the distribution is
unknown, it is natural to replace y with an online estimate of the context distribution (cf.
Tirinzoni et al., 2020). Extending the analysis to unknown context distribution is left as
an important question for future work.
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Example 11 (Non-Informative Context). Consider the case where for some z € Z the
learner obtains no information, i.e. M7 =0 for all a € A(z). In this case, the only sensible
choice is the greedy action a*(ét). The learner has to explore in rounds where information
1s available and the sampling distribution needs to be sufficiently diverse to account for
rounds where the learner is forced to play greedily. Note that while there can be vanishing
information gain in some rounds, the expected information gain with respect to the context
distribution x is non-zero. A natural application is in customer surveys: Clients who agree
to provide feedback can be asked specifically targeted questions, whereas feedback from other
customers is never observed.

Example 12 (Greedy Exploration). Another interesting case is when feedback from the
optimal action in each context is sufficiently diverse to allow estimation of the parameter
without further exploration. In such cases, the greedy algorithm can be highly effective. This
effect has been studied in the bandit literature before (Bastani et al., 2017; Hao et al., 2019).
Conceptually, one can think of the context as part of the action space, where the sampling
distribution is imposed by the environment.

The conditional IDS distribution (Eq. (28)) is independent of the context distribution.
It is easy to see that it behaves sub-optimally in both examples, and the bounds in Corol-
laries 12 and 13 become vacuous when a context occurs where the information gain is zero
for all actions. To exploit the randomness of the context in the regret bounds, we include
the contextual distribution in the information ratio. By optimizing the joint distribution
over action and context, we obtain an IDS algorithm that makes use of the contextual
distribution for exploration.

Denote by P« (A(Z2)) = x,czZ(A(z)) the set of probability kernels that assign each
context z a sampling distribution over A. Suggestively we write {(a|z) = £(a, z) for elements
in Z+(A(Z2)). For context distribution xy € Z(Z) and kernel £ € 2, (A(Z)), we extend
the definition of the gap estimates in Eq. (26) to

Aex) 2 /Z /A  Bela 2)dgfal)n(2). (31)

As information gain we use Eq. (27) with the same convention that

// Ii(a, 2)dé(al2)dx(2)

For a € A(Z) we also write A¢(a, x) = [, Ai(a(z), 2)dx(2) and Li(a, x) = [, L(a(2), 2)dx(2).
Conteztual IDS is defined to optimize the conditional distribution £ € &, (A(Z ))

&% argmin ‘I’t(fax):M : (32)
€D (A(2)) X)

The action a; ~ £P5(-|z) is sampled from the conditional distribution corresponding to the

observed context z;. In the joint minimization of the information ratio, the contextual dis-
tribution contributes to exploration and a smaller information ratio. By Jensen’s inequality
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and Lemma 20, the contextual information ratio is never worse then the conditional infor-
mation ratio:

min ¥y x) < min ))/Z\I't(f(z),z)dx(z):/z min  Wy(u, 2)dx(2)

£ePx (A(2)) EePx(A(Z neZ(A(z))

Regret Bounds Before presenting the regret bounds, we extend the definition of the
alignment constant. Let P(Z)= x,.czP(z) be the set of functions that map a context z
to a Pareto optimal action a(z) € P(z). For context distribution xy € Z(Z), the global

alignment constant is

A . (fz Z o )2

33
S 28 U T, LIV ||2dx<> RER (39)

a(x)

For the locally observable case, the definition of plausible maximizers is extended to the
product space P(£, Z2) £ x,czP(&,2) and Py(E, Z) £ X,ezP, (&, 2). Correspondingly, the
local alignment constant for £ C © is

(f2(07 (o wdx(2))”

E,x)= max max ) 34
WENE My, me TN wz!de(Z)dx(Z’) 3

Finally, a(€, x) £ inf,~0 n%a, (&, X)-

Note that, reassuringly, the alignment constant «(€, x) is finite as long as any direction
¢z — ¢p for context z and Pareto optimal actions a,b € P(z) can be estimated under some
context 2’ € Z that occurs with positive probability x(z’) > 0. Specifically,

¢z _ d)z ; 2
an(€,x) < max max i < o) )
2€Z,weR a,peP(E,2) 2/ €2 cEPn(S z) x(z )HM (z/)W”

Theorem 14. For fized x € P(2) and context sequence (z)j—, sampled independently
from x, the regret of contextual IDS (Eq. (32)) satisfies

E[%,] < n*/3 (540 () E[BaE[n])* + O(Amax)
where the expectation is over the random context.

Proof The proof follows along the lines of Theorem 7. Define a; € P(Z) by at(z) =
arg maX,cp()(Pg, 0¢). It follows from the same steps in the aforementioned theorem and
the definition of a(x),

2
A R 2 z A
Aglag, x)” < bg)%)( ; max(dy) — GG,z 0 ~ 9t>dx(2)>

< a(x) max max //HM‘Z /) —ét)HQdX(Z/)dX(Z)

0c& ce A(Z)

< 4B n}ﬂx)/ log det (1, + MV, ' MZ ") dy(2)
ce

<8 I .
S H}fé) Bt t(ca X)

ce

25



KIRSCHNER, LATTIMORE AND KRAUSE

The information ratio is bounded by optimizing the trade-off between the greedy action a;
and ¢; = arg maxX,c 4(z) lt(c, x). Similar to Eq. (21), we obtain

A At(ft, X)3
It(§t> X)

The proof is concluded with Theorem 1 and bounding the estimation error. |

‘1’3,t(€ta X) < a(x)Bi(Amax +4B)

The result for the locally observable case is stated in the next theorem.

Theorem 15. For fized x € P(2) and context sequence (z)j—, sampled independently
from x, the regret of contextual IDS (Eq. (32)) satisfies,

E[R] < V/8E[GnBn]E[yn]n + O(Amax) ,

where oy = %a(é’t, X) is the average local alignment constant for the sequence of confidence
sets (&)j—, realized by the algorithm.

Proof Again, we generalize the proof of Theorem 8. Denote & = X,cz&. Let ¢ =
arg max,cp(s, z) lt(a) be the most informative action in P, (&, Z) for some n > 0. For the
gap estimate of ¢; we find

1A < z % 0)d < / 2% 0—1v\d )
n t(ct)_a’bg)?é’z) Zglggfm ®3.0) X(Z)_a’blggé,t) g mx Z<¢>a ¢, 0 — v)dx(z)

Consequently we can bound the information ratio for the action c¢; as follows,

A 2 2 &, //Mz/ez_sz Nd
t(ce)® < 7oy (& x)ayrgggz) : ZH o (07 —v2)[|Fdx(2")dx (2)

T

< 2n2an(gt7X)Bt/Z)\max(Mczt(z)V;f_lMth(z))dX(z) < 8n*ay(Ex x)Bele(ct, X) -

We conclude that W;(cs, x) < 8inf, o 1720477(8,5, X) ¢ and the result follows. [ ]

Computation Note that optimizing the conditional distribution is computationally more
demanding than optimizing the conditional information ratio. Since the information ratio
is a convex function of the distribution (Lemma 20), we can optimize the conditional dis-
tribution using standard convex solvers. A particularly simple implementation uses the
Frank-Wolfe algorithm (Frank et al., 1956), that only relies on solving linear functions over
P« (A(Z2)). The contextual IDS algorithm with Frank-Wolfe is summarized in Algorithm 3.
The gradient is

VeU(£,y) = U(E,x) (ﬁé% - Ifé" )3)) ¢ pAXZ

Convergence of Frank-Wolfe is guaranteed assuming that the gradient is Lipschitz (Jaggi,

2013, Theorem 1). In this case, the iterates fgk) approach the exact IDS distribution &; at
rate

WM ) = (&, ) < o(ki2> .
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Algorithm 3: Contextual IDS with Frank-Wolfe
Input: Action set A, context set Z, context distribution y € £ (Z), action-context
features ¢7, feedback maps M7.

1 fort=1,2,3,...,ndo
2 Ai(a, ¢) + maxgeg, maxye A(x) (B — b5, 0) // gap-estimates
3 Ii(a, z) + 3logdet(1,, + M;V[lM,f’T) // information gain
s Ya,2) «1/|A,Vae Az €2
5 fork=1,...,t> do
A (k) (k—1) A
6 A <~ ZzeZ@eA X(z)gt ((I, Z)At(a7 Z)
— k_
T I Tz e e 2) e, 2)
// Gradient V¢W(¢, X)‘gzg(’“*” , up to a positive factor:
8 G®)(a, z) + 2x(2)Ay(a, 2) AR TR — \(2)I,(a, 2)(AK))2
// Frank-Wolfe step
9 a*(2) « argminge 4 G®(a,2), Vze Z
10 ,fk)(a, z)+ (1— kiﬂ) t(k_l)(a,z) + %H]l(a =a*(z)), VYaeAzeZ
11 Observe context: z; ~ x
12 Sample action: a; ~ £t(k)(-,zt)

13 Choose ay, observe y; = (MZ,60) + ¢

at?

Unfortunately, smoothness of the gradient V¢W;(&, x) is not guaranteed in general, in
particular if for some ¢ the information gain I;(&, x) = 0 is vanishing. On the other hand,
for our choice of information gain and gap estimate, the gradient is smooth around the IDS
distribution &. This follows from A,(a) > Q(t~/2) and the bound on the information ratio,
which implies that the information gain is I;(&) > Q(1/t). More explicitly, we can ensure
smoothness by bounding the information gain away from zero. Define If(a, z) = I;(a, z) +€.
Using € = 1/t ensures that the gradient is O(1/t?)-Lipschitz while only marginally increasing
the total information gain. This suggests that K = t? iterations of Frank-Wolfe suffice to
obtain a good approximation of the contextual IDS distribution.

Tighter Gap Estimates and Alignment Constants We can obtain a tighter definition
of the gap estimates using integrated reward features ¢§é Iz fA(z) ¢Zdé(alz)dx(z) and

defining the gap estimates A¢(&, x) = maxges, maxpye 4(z) <¢2‘—¢2‘, 6). By Jensen’s inequality
we get Ay(€,x) < Ai(€,x). Tt is easy to verify that the definition of the alignment constant
can be simplified and tightened for this choice of gap estimate:

<¢)Z - ¢Z 7w>2dX(Z)

an(€,x) = max max min Jz a(z) ~ b(z)2 . (35)
weRd abeP(€,2) cePy(E.2) [z | M7 wll?dx(2)

Jensen’s inequality implies the natural property a,(€,x) < [ oy (&, z)dx(z) where (€, z)

is the conditional alignment constant in Eq. (29). Moreover, the definition is never worse

than the contextual alignment constant in Eq. (34), i.e. a(&,x) < a(&, x) where a(€, x).
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The downside is that computing the tighter gap estimate A;(&,x) appears to require a
search over A(Z), which leads computationally intractable methods in general.

7. Kernelized Partial Monitoring

Linear partial monitoring captures the relationship between reward and observation through
linear reward features and linear feedback maps. Whereas we have focused on the finite-
dimensional setting so far, we now consider the infinite-dimensional setting. In particular,
let H be a Hilbert space over R with norm ||-|| and inner product (-, ). We identify the un-
known true reward function with a vector in f* € H that satisfies the known bound || f*||3 <
B. The reward features ¢, € H correspond to linear functionals and we adopt the notation
f*(a) = (¢a, f*)3. Similarly, the feedback maps are modeled as linear operators M, : H —
R™ that observe the parameter on the subspace im(M;) C H, where M} is the adjoint
mapping. While this adds a great amount of flexibility, it poses two additional challenges.

First, computing the least-square estimate in the feature space requires Q(d?) memory
and computation, which becomes prohibitive if d is large or infinite. Kernelized methods
circumvent this limitation using a representer theorem (Kimeldorf and Wahba, 1970; Girosi,
1998; Scholkopf et al., 2001). Such results express all quantities of interest as inner products
that are specified by a known kernel function. Kernel methods are widely used in machine
learning (Scholkopf et al., 2002), and several kernelized bandit algorithms have been ana-
lyzed (Srinivas et al., 2010; Abbasi-Yadkori, 2012; Valko et al., 2013, 2014; Chaudhuri and
Tewari, 2016). More broadly, by interpreting kernel regression as a Gaussian process (Ras-
mussen, 2004; Kanagawa et al., 2018), the field of Bayesian optimization is understood to
solve a closely related problem (Mockus, 1982; Srinivas et al., 2010).

A second imminent issue that arises when the feature dimension is large or infinite,
is that the dimension renders the previous results vacuous. In the literature on kernelized
bandits, this challenge is circumvented by replacing the dimension by an appropriate notion
of an effective dimension (Valko et al., 2013), or bounding the log-determinant using the
eigendecay of the covariance matrix (Srinivas et al., 2010; Vakili et al., 2020).

7.1 Kernel Regression for Partial Monitoring Feedback

The least-squares estimate is defined over the Hilbert space H, using the observations
Yyt = Mg, f* + € and regularizer A > 0,

t—1
fe® argmin | Mo, f = ysl* + M £ - (36)
feH s=1

For simplicity of the exposition, we present the version without additional parameter con-
straints. We remark that certain types of affine linear constraints can be handled by solving
a finite-dimensional SOC-constrained problem (e.g. Bagnell and Farahmand, 2015; Aubin-
Frankowski and Szabo, 2020) As usual, the regularized least-squares solution is always
contained in a finite-dimensional subspace spanned by the data,

fi € span(im(M, ) : s € [t — 1]).
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In other words, the least-squares solution can be parameterized by ai,...,ap—1 € R™
such that f; = Zi;ll M; ;. We are interested in sufficient conditions to ensure that the

coefficients and the evaluations maps (¢, ft) can be computed efficiently. Define the joint
evaluation map for a,b € A,

Eop:H—>R™ f s [gaf, (Mf)T]7. (37)

To enable efficient computation in the potentially infinite-dimensional Hilbert space H,
we now assume that E,; is an evaluation functional of a vector-valued reproducing kernel
Hilbert space (RKHS; Aronszajn, 1950; Pedrick, 1957). For a modern introduction to RKHS
theory see (Carmeli et al., 2006).

Assumption 3 (RKHS). The subspace span(im(E; ;) : a,b € A) C H is a R™ ! _valued
RKHS over A x A with evaluation functionals Eqyp defined in Eq. (37) and a known corre-
sponding kernel

ki A2 x A? — RUPFDXOED k(g b al V) = By By -

The assumption gives access to the covariance of actions kg (a, b) £ (@q, ¢p) € R, feedback
kar(a,b) = M M; € R™™ and action-feedback kg ar(a,b) = ¢, M; € RY™™. The next
lemma shows that the reward estimate fy(a)2 (¢q, f;) can be computed efficiently from
finite-dimensional quantities.

Theorem 16 (Partial Monitoring Representer Theorem). Under Assumption 3 the kernel
least-squares estimate Eq. (36) is for any a € A:

fela) = ke(a) T (K¢ + A1) "'y,

where we define the following finite-dimensional expressions:

T (AR < R™(-D) (the observation vector)
K £ [MarM;S]r,szl,...,tfl € Rm{t—1)xm(t=1) (kernel matriz)
ki(a) £ [%M;s];—:l ..... i € RMED (evaluation weights)

In particular, the quantities above are defined by the kernel:

!N A k¢(a,a’) k(j),M(aab/) o ¢a¢2/ ¢aM(;k/
B0 L )= 0T a0, b) | T Mgt MM
Proof We define the map
O H =R 9 [(M,,0)T, ... (M, ,0)7]" (38)

as the stack of evaluation maps in the observation history. The regularized least-square
solution of Eq. (36) is 0, = V;;ICI);"yt, where V;0 2 (®;®; + A\13)0 is an invertable lin-
ear map H — H and 1y is the identity operator. The claim follows with the identity
(D7 Dy + A1y) 1@ = & (PP + A1;)~! and replacing the inner products with the kernel
expressions. |
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In order to make use of the estimator in the IDS algorithm, we also need a kernelized
statement of the confidence bounds. The next lemma directly extends the confidence bounds
by Abbasi-Yadkori (2012, Corollary 3.15) to linear partial monitoring feedback.

Lemma 17. Let V; = Y12} M; My, + Ay and Es = {f € H : ||f — ftH%/t < Bt} where
/8151{52 = p\/Q log% + logdet(1 4+ A\"1K;) + \/2B. Let ()2, be a Fi-adapted sequence of

actions and corresponding observations yz = My, 0+ ¢, € R™ with conditionally independent
p-sub-Gaussian vector ;. If || f||lx < B, then

PVt >1,f*c&]>1-4.

Further, with probability at least 1 — §, for all t > 1,
|fe(a) = fo®) = (F*(a) = F*(O)] = [(da — &b, fr = )| < 3/ Brstbela,b)

where Py (a, b) = %<¢(a, b)— (ke(a) —ke () T (K + A1) (ky(a) fkt(b))) and the kernel metric

is ¥(a,b) £ ky(a,a) + kg(b,b) — 2ky(a,b). The evaluation weights ki(a) and kernel matriz
Ky are defined in Theorem 16.

Proof The confidence set is the same as (Abbasi-Yadkori, 2012, Corollary 3.15) applied to
the observation maps. For the second claim, note that ¢(a,b) = ||¢p, — ¢b||%/,1. The state-
t

ment in the lemma follows using Cauchy-Schwarz and computing the feature uncertainty
with the Sherman-Morrison identity,

AV =14 — O (00 + 21) 710y,
where @, is defined as in Eq. (38). |

7.2 Kernelized Information-Directed Sampling

Equipped with the representer theorem and the kernelized confidence bound, we can define
kernelized gap estimates and kernelized information gain functions for information-directed
sampling. We use the relaxed gap estimate from Eq. (24), which is computationally simpler.
Let ft(a) as defined in Theorem 16, and f§; = Br.112 and i (a, b) as defined in Lemma 17.
The kernelized gap estimate is

At(a) = min { Il?)ﬂe%i{ ft(dt) + (ﬁt@bt(&ta b))1/2 - ft(a)7B} ) (39)

where a; = argmax,¢ 4 ft(a) is the empirical maximizer. Other variants of the gap estimate
are derived similarly. The (undirected) information gain corresponding to Eq. (12) is

Ii(a) = %logdet<1m + %(kM(a, a) — Lt(a)Kt_lLt(a)TD ) (40)

where Li(a) = M, P} € R™*(E=Dm and @, is the kernel design matrix defined in Eq. (38).
The total information gain is

1
T =g log det(1 4+ A"1K41).
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Corollary 18. The theoretical guarantees for IDS Theorems 7 and & stated in terms of the
confidence coefficient 3, and the total information gain v, =Y ;-1 It(ar) continue to hold
up to constant factors.

The log-determinant is understood as a complexity measure of adaptive exploration in
‘H and is closely related to the notion of the Eluder dimension (Russo and Van Roy, 2013;
Huang et al., 2021). In particular, -, is often bounded independently of the dimension of
‘H. For the large class of Mercer kernels, the literature has produced bounds depending on
the decay of the eigenvalues in the Mercer decomposition (Srinivas et al., 2010; Mutny and
Krause, 2018; Vakili et al., 2020). A kernelized version of the directed information gain
Eq. (25) can be derived similarly.

Example 13 (Kernelized Dueling Bandits). We present a kernelized version of the linear
dueling bandit setting (Example 3). As before, let T be a ground set of actions. The action
space A =T X T consists of pairs of elements in the ground set. In the utility-based dueling
feedback model, the reward and feedback is determined by a utility function g : 7 — R.
Upon choosing the pair a; = (at,a?) € A in round t, and the learner observes the reward
difference

ye = gay) — g(ai) + e, (41)

and suffers instantaneous regret f*(at,a?) = g(a}) + g(a?) for both actions.

Let H(Z) be an RKHS with kernel function k : T xZ and assume that the utility function
g € H(T) satisfies ||g|u < L. therefore ||f*|x < B. For an action a € I, denote by
ko € H(Z) the kernel features of the evaluation functionals, which satisfy k(a,b) = (kq, kp)n-
The features and evaluation maps corresponding to our reward and feedback model are ¢qp =
ko + ky and M,y = ko — ky. The covariance between reward and feedback for actions

a = (a',a®) and b = (b*,b?) is

kar(a,b) = k(a',bY) — k(a?,bY) — k(al, b%) + k(a?, b?)
ko ar(a,b) = k(a',bY) + k(a?,b') — k(at,b?) — k(a?,b?).

Hence, the kernel matrix and evaluation weights at time t are

With the above, we can directly apply Algorithm 2 and the corresponding results. A
caveat is that the size of action space |A| scales quadratically in the size of the ground set |Z|.
This leads to O(|Z|?) computation complexity per round, even with the relazed gap estimate
Eq. (39) and the approzimate IDS distribution. This can be improved to O(|Z]), by directly
estimating the utility function g and using the structure of the dueling feedback (Kirschner
and Krause, 2021). As usual, computing the kernel estimate in the data space requires O(t?)
steps per round with incremental updates, or O(n3) overall on a horizon of length n.
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8. Related Work

Partial monitoring dates back to the work by Rustichini (1999) and generalizes a consid-
erable number of models for (stateless) sequential decision making that have been studied
separately in the literature, most prominently the bandit setting (Lattimore and Szepesvari,
2020). Like in the standard bandit model, one can consider the adversarial setting, where
the data is generated adversarially and the learner is compared to a fixed baseline. For a
long time, the primary focus was on understanding the relationship between the minimax re-
gret and the structure of the loss and feedback functions. The dependence on the horizon is
now completely understood as proven in a long line of work (Piccolboni and Schindelhauer,
2001; Cesa-Bianchi et al., 2006; Antos et al., 2013; Lattimore and Szepesvari, 2019a,c). An
algorithm with rate-optimal worst-case regret in all classes of games is by Lattimore and
Szepesvari (2019b).

In the stochastic setting the hidden outcomes are independent and identically distributed
according to some unknown distribution (Barték et al., 2011). An algorithm for stochastic
feedback that adapts to the game structure is by Bartdk et al. (2012). Asymptotically op-
timal instance-dependent bounds were studied by Komiyama et al. (2015). For games that
satisfy a local observability condition, Vanchinathan et al. (2014b) analyze an algorithm that
exploits prior knowledge on the loss distribution. They also propose a computationally more
efficient variant based on Thompson sampling, which often has outstanding performance,
while also suffering linear regret in certain games. More recently, Tsuchiya et al. (2020)
derive logarithmic regret bounds for Thompson sampling on partial monitoring games that
satisfy a strong local observability condition. Note, however, that for general partial mon-
itoring games, Thompson sampling and algorithms based on optimism are insufficient to
resolve the exploration-exploitation trade-off and might suffer linear regret (Lattimore and
Szepesvari, 2019¢, Appendix G). The setting with linear reward and feedback structure
was first introduced by Lin et al. (2014) who provide an elimination-style algorithm that
achieves @(nz/ 3) regret under a global observability condition. A similar approach that
achieves the same regret scaling is by Chaudhuri and Tewari (2016).

The information-directed sampling framework was first proposed by Russo and Van Roy
(2014), and later extended to the frequentist framework by Kirschner and Krause (2018);
Kirschner et al. (2020); extending instance optimality to other model classes is still an open
problem. The latter work provides the basis of the current work. IDS was applied to the
contextual linear bandit setting by Hao et al. (2022). In the adversarial setting, the IDS
framework was used by Lattimore and Szepesvari (2019¢) to classify minimax rates and to
derive an algorithm that applies to all finite games (Lattimore and Szepesvari, 2019b). For
the linear bandit setting, Kirschner et al. (2021) show that for a specific choice of information
gain function, IDS achieves the asymptotic lower bound while also being near worst-case
optimal (Graves and Lai, 1997; Lattimore and Szepesvari, 2017; Combes et al., 2017).
Beyond the bandit setting, information-directed sampling was also applied to reinforcement
learning (Nikolov et al., 2019; Lu et al., 2021; Hao and Lattimore, 2022; Zanette and Sarkar,
2017). Various numerical results on the IDS approach can be found in (Russo and Van Roy,
2014; Kirschner et al., 2021; Kirschner and Krause, 2021; Kirschner, 2021).

Tunable IDS and Estimation-To-Decisions The closely related estimation-to-decisions
(E2D) framework was recently proposed by Foster et al. (2021). The relation can be un-
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Algorithm Reference Theory Compute
FEEDEXP Piccolboni and Schindelhauer7(2001) global, local, adversarial

CBP Bartdk et al. (2012) global, local, frequentist LP
NEIGHBORHOODWATCH  Foster and Rakhlin (2012) local, adversarial

BPM-TS Vanchinathan et al. (2014a) - Gaussian sampling
BPM-LEAST Vanchinathan et al. (2014a) local, frequentist SOCP
PM-DMED Komiyama et al. (2015) - LSIP+ECPt
PM-DMED-HINGE Komiyama et al. (2015) local, global, asymptotic LSIP+ECPt
MARIO SAMPLING Lattimore and Szepesvéri (2019c) local, Bayesian posterior sampling
ExpByOpT Lattimore and Szepesvari (2019b) global, local, adversarial ECP

TSPM Tsuchiya et al. (2020) strongly local, frequentist

IDS this work - global, local, frequentist SOCP

LP = linear programming, LSIP = linear semi-infinite program, SOCP = second-order cone programming, ECP =
exponential cone programming
t Alternatively, a convex/concave saddle-point problem that requires solving an ECP to evaluate.

Table 2: All algorithms need basic linear programming at initialization to determine esti-
mation vectors and/or the cell decomposition. Algorithms with a blank compute
entry can be computed using elementary matrix calculations only. Most algo-
rithms can be sped up, at least heuristically, by re-computing various quantities
only intermittently.

derstood by introducing a gap-based decision-making coefficient (g-dec):

p1 2P = arg min {g-dec, () £ Ay(p) — AL()
HEP(A)

We emphasize that our gap-based formulation of the decision-estimation coefficient is a
relaxation of the formulation by Foster et al. (2021). Observe that the minimization is solved
by a Dirac on a; = argmin,e 4 Ai(a) — Ay (a). For a fixed A, the gap-based E2D objective
can be essentially solved by an offline oracle once the gap estimates and information gain
function have been computed. The algebraic inequality 2ab < a® 4 b implies

Ay(p) /A (1) Av)? ()
No(n) L = 55w =~ o

Ae(n) = Mi(p) =

Using this to bound the regret yields

ZAt at = At CLt )\It CLt +)\ZL§ at)
t=1

I
M:

in  (Au(p) — AL An Pe(k) A
6125&)( o) = AL(p)) + X —4>\Zuem?}nf\) 0+

t=1

By optimizing A and bounding the estimation error, we recover the IDS regret bound
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In other words, the gap-based E2D algorithm with appropriately chosen A achieves the same
worst-case bound as IDS. A similar argument can be made for the globally observable case.

A clear advantage of the gap-based E2D algorithm is that the optimal sampling distri-
bution is realized as a Dirac. This is a significant simplification in the contextual setting,
where E2D obtains the same bounds as contextual IDS without optimizing over the space
of marginal distributions. The price for this simplification is that an optimal choice of
A requires access to a bound on the information ratio and the information gain, and the
algorithm becomes more dependent on choices that are informed by a worst-case analysis.

9. Conclusion

We presented linear partial monitoring, a versatile framework for interactive decision mak-
ing. Building upon and extending earlier work, we show that a single algorithm, information-
directed sampling, achieves near-optimal regret rates in various settings, including parameter-
constrained, kernelized and contextual decision-making problems. The framework includes
the classical finite partial monitoring setting as a special case, and unlike at least some of the
prior work, the proposed algorithm is simple practical to implement. Promising directions
for future work includes broadening the scope of information-directed sampling beyond the
linear setting, deriving information gain functions for non-Gaussian observation likelihood
functions and characterizing the exact minimax rate for continuous action sets.
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Appendix A. Information-Directed Sampling: General Results
A.1 Properties of the Information-Ratio

Lemma 19 (Existence). Let A be compact, Ay A— R>¢ continuous and I : A — R>q
continuous and not zero everywhere. Then there exists a p* € P(A) such that Wy(u*) =

inf e (a) We(p)-

Proof The claim essentially follows from the fact that &?(A) is compact in the weak*-
topology, which is also the topology that makes the maps u +— At(,u) and p — I;(u) continu-
ous. More specifically, pick a sequence (u;)72; in &(A) such that Wy(p;) — inf,c o) Vi)
as j — oo. Note that p; is a tight sequence of probability distributions because A is com-
pact. Prokhorov’s theorem (Prokhorov, 1956) guarantees the existence of a subsequence (i,
converging weakly to some p* € Z(A). By definition of weak convergence of probability
measures, Ay(p;,) — Ay(p*) and Ii(uj,) — I(p*). By the assumption that I;(-) is not zero
everywhere, we have I;(u*) > 0. Continuity of the map (v,w) — v?/w on [0,00) x (0, 00)
completes the proof. [ |

Lemma 20 (Convexity (Russo and Van Roy, 2014, Proposition 6)). W:(u) is convex in p.

Proof Note that (v,w) + v?/w is convex on the domain R x (0,00) as shown in (Boyd
et al., 2004, Chapter 3). Further, pu — (A,(1), I;(1)) is an affine function on 2 (u). Since
Uy (p) = A¢(1)?/T; (1) can be written as a composition of a convex and an affine function,
the result follows. [ |

The next lemma extends Russo and Van Roy (2014, Prop. 6) to compact A.

Lemma 21 (Support). The IDS distribution j; € argmin,c 54y Y¢(p) can always be cho-
sen such that |supp(pt)| < 2. Further, for a € A define

hi(a) 2 2 Ag(ue) Ar(a) — Wi(pe) Ii(a) -
Then any a € supp(ju;) satisfies hy(a) = minge 4 he(b) = Ay ().
Proof We claim that

hi(a) = inl.il hi(b) for all a € supp(p) . (42)
€
We first show how this implies all other claims. Choose any minimizing distribution p* €

arg min,c 5 ) W;(u), not necessarily supported on two actions. Taking the expectation

of hy(a) on p* gives hy(p*) = Ay(p*)2.

Let amin = argminaesupp(u*)At(a) and Gmax =
arg MaX,equpp(u*) Ai(a). Then we can define p'PS(p) = (1 — p)ea,... + Pea,.., Where eq is
a Dirac on @ € A and p € [0,1] is a trade-off probability. We can choose p* such that
At(MIDS(P*)) = At(ﬂ*) and let p; = pi(p*). By Eq. (42) we get It(pi) = I:(u*). Therefore
U (p*) = Uy(pe) and g is a minimizing distribution with support size at most 2.

To show Eq. (42), let ¥} = min,c »(4) Vi (1) and define for u € Z(A),

Hy(p) 2 Ar(p)? = L () 95 -
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Note that H; has the same minimizers as ¥;. To see this, observe that H(u) > 0 and
Hy(p*) = 0, which shows one direction. For the converse, assume that p' minimizes H(y'),
i.e. Hi(p') = 0, which immediately gives W;(u') = W;(p*). Let a = argmingegypp(ay ot (b)
which exists by compactness and continuity of h. Define the measure py = (1 — A\)u* + Aeg
obtained from shifting mass to a. Since p* is a minimizer of H;, we must have that

A~

0< %Ht(m)h:o = 2841 )(Ar(ea) — Ae(p*)) — (Ii(ea) — (™))
= ht(a) — he(p") .

The claim follows after rearranging. |

Lemma 22 (Closed form). Let 0 < Ay < Ay denote the gaps of two actions and 0 < Iy, I3
the corresponding information gain. Define the ratio

(1= p)A; +pAy)®
(1 —=p)I1 +pls

U(p) =
Then the optimal trade-off probability p* = arg ming<,<, U(p) is

*_

0 if h > I
clip[071]<7A2A_1Al - 122£1]1> else,
where we define A1/0 = oo and clipy 3(p) = max(min(p, 1),0).

Proof The case Iy > Iy is immediate, because any p > 0 increases the numerator and
decreases the denominator. For the remaining part we assume I; < Is. The derivative is

iq;(p) (A4 p(As — A1) (A2 = ANRL 4 p(I — 1)) — A2 — 1))

dp (Ir + p(I2 — I1))? '
Lemma 20 implies that ¥(p ) is convex on the domain [0,1]. Solving for the first order
condition ¥'(p) = 0 gives py = AAlAI 122[1 If po € [0, 1] we are done. Otherwise, note

that pg < 0 implies ¥/(0) > 0 and py > 1 1mp11es U’(1) < 0, which follows from calculating
the sign of both factors in the nominator. Convexity on [0, 1] implies that clipping po to
[0, 1] leads to the correct solution. [ |

We frequently use this lemma in the following way. Assume that g € Z(A) is a sampling
distribution, possibly chosen as a Dirac on some action a € A. Let a; = argmin,c 4 A¢(a)
be the action with the smallest estimated gap and denote d; = A¢(a¢). Then

(1 = p)dr + pA(i))?

min V;(u) < min

peP(A) ~ pelo] (1= p)li(ar) + pli(f1)
2
< min (1= P +pAu(E )
Pel0,1] pli(it)
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The first inequality is by restricting the sampling distribution as a mixture between a Dirac
on a; and fi;. The second inequality uses that I;(G;) > 0. If we minimize the right-hand
side using Lemma 22, we get

W (Adm=6) 05 < A,(f

i) <4 ~It2(l/4t) if 26; < Ag(f2) (43)
Av(f) else
It () .

Lemma 23 (Almost greedy). Let a; = argmin,c 4 A¢(a) be the greedy action, chosen arbi-
trarily if not unique. The IDS distribution p; satisfies

Ay(pr) < 27 () .

Proof Note that by definition, the information ratio cannot be improved by shifting mass
to a; and discarding the information I;(a;),

Uy (pe) < min {

pE[O,l]

(1= p)As(pe) + pArlar)” o
(1—p)L () '_¢@%'

Note that the gradient of ¢)(p) cannot be negative at p = 0. Hence

d 2 (1) A (ar) — Ar(par)?
0< — 0 = .
Rearranging yields the claim. |

Lemma 24 (Approximate IDS). Define the restricted set of sampling distributions &, =
{ec(1—p)+epp:be A pel0,1]} that randomize between a fized a € A and a second action
be A. Let a; = argmin,c 4 A¢(a) be the greedy action. Define fiy = arg min,e g, Uy (p) as
the distribution that minimizes the information ratio among distribution in P,. Then

4
U, (i) < — min U
tmo_3£g&)xm,

and the bound is tight for general Ay and Iy. Further, if 2At(&t) < At(b) for all b € A with
At(b) > At(&t); then ‘Ilt(ﬂt) = minuey(A) \I/t(,u)

Proof By Lemma 21 it suffices to consider three actions with gaps A; < Ay < Az and
information gain Iy, Is, I3. Let Wis, W13 and Wo3 denote the ratio obtained by minimizing

the trade-off only between the actions indicated in the subscript. Assume that U* £ Wys L
min{ W9, U3, Ua3} and let U= min{W¥;9, U13}. The claim follows if we show U< g\I/*.

Note that we can assume that I; = 0, since this choice does not affect ¥a3 and can only
make W larger. Further, the minimizer of the information ratio is invariant to rescaling of
the gap and information gain functions. Therefore without loss of generality, we can assume
that Ay =1 and ¥ = 1.
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We show that U*~1 < %. First, we make some calculations with the help of Lemma 22.
The trade-off probability between actions 2 and 3 is

o AQ 2]2
P23 = As—DNy, -1’

and we require that the trade-off is non-trivial, 0 < pog < 1. The ratio W3 is

We complete the proof with two cases. For the first case, we assume 1 < Ay < Az < 2. We
again use Lemma 22 to compute Wiy = A%/IQ and W3 = A%/Ig,. In fact, we can assume
that W19 = ¥q3 since that does not affect U and only makes U* smaller. The normalization
¥ = 1 implies that I = A3 and I3 = A2. Hence,

o=l _ (Is — I)°
27 4(Anl3 — Asl)(Az — Ay)
_ (AF — A3)?
T 4(AgAZ — A3A2)(As — Ay)
(A3 4+ Ap)? <9
VACYAV S

The last inequality holds for 1 < Ay, As < 2, and note that the constraint on pog is satisfied.

For the second case, assume that 1 < Ag <2 < As. In this case W13 = 4(A3 —1). The
same normalization argument implies I = A% and I3 = 4(A3 —1). With this, the ratio W3
is

1 _ (I3 — I)?
Wos =
(4(A5 — 1) — A3)? A
T85(Bg — 1) — AgA2)(Bg — By)  PlA283)
To eliminate As we compute the derivative
d (Ag —2)3(Ag — 2A3 + 2)(—A2 +4A; — 4)
—p(Ag, Ag) = >0
18,75 8 T TR (8, A ((Be - D 17

The inequality holds for all 1 < Ay < 2 < Ag. Hence it suffices to consider the limit

lim o(As, Ag) v L.
im = = =.

Nyne PP O TN, T AD) T A(A—Ay) — 3

The last inequality holds for 1 < As < 2 and the constraint on psg3 is satisfied. By Lemma 23,
Wo3 cannot be optimal if Ay > 2 = 2A;. Finally, note that the bound is tight in the same

limit. [ |
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Appendix B. Additional Proofs
B.1 Proof of Lemma 3

Proof The proof leverages the method of mixtures confidence set for the unconstrained
least squares estimate (c.f. Abbasi-Yadkori et al., 2011), where we make the necessary
adjustments to express the bound in terms of the basis W. Let J; be the unconstrained
least-square estimate,

t—1
J = argmin Y || Mo, 9 — ys || + A9 — 6o?,

YeR s=1

Note that ||M, 0 — ys||> = [[M,,WW T (9 — 0*) — €]|>. Hence the minimizer can be
parametrized as ¥; = (1g — WW )y + Ww for some w € RY. Further, 6; is the pro-
jection of ¥; onto the convex parameter set © with respect to the || - ||y, norm. Therefore,

16e — 6*[lvi < [10¢ — 6" [lvi = [IW T (D¢ — 6"l

where we used Eq. (8) in the second step to introduce the basis W. Define w; = W' (1% —
0*) € R". Then, using that y; = M, 0" + €5 and writing the least-squares objective directly
in R", we find

t—1
Wy = argminz | Mo, Ww — €|* + M| Ww + 6% — 6|
weR™ T
t—1
= (Wv,w) ! (Z WM, e — AW (0 — ao)>
s=1

Recall that W, = W T V;W. Using the closed-form to write the quantity of interest, we find

t—1
W (@D — 0w, = lllw, = ||D WM, e — AW (6" — 6o)

s=1

Wt
t—1
> WM, e + AW (O — 60) |y,
s=1 {/Vt—1

IN

IN

> WM,/ e + VA0 = 6|
s=1 Wt_1

The claim follows now directly form Abbasi-Yadkori et al. (2011, Theorem 1), and using
that AW (6" — 00)[lyy—1 < MW (0" = 00) Iy < VAB. u

B.2 Proof of Lemma 6

Proof [Sketch] Recall the definition of the observation matrix S, in Example 7. By the
definition of global observability, for any pair of Pareto optimal actions a and b there
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exist vectors (wg,)eer) in R™ such that ¢q — dp = 3. STwe,. By Proposition 37.18
(Lattimore and Szepesvari, 2020), w¢, can be chosen so that [|[wS, | < d/2k%2. The
bound in (a) follows from Cauchy-Schwarz to bound |wS,|| < v/m||wS, || and the second
part of Lemma 5. Part () follows in an identical fashion. For (¢) we need the concept of
neighbours. Pareto actions a and b are neighbours if dim(C,NCp) = d—2. Given neighbours
a and b let 6, be in the relative interior of C, NCp and & = {6 : ||§ — 05| < €} where € > 0 is
small enough that & C C, UCp. By the definition of local observability applied to £ there
exist a vectors w,, wgb € R™ such that ¢, — ¢p = Sangb + Sbngb and by Proposition 37.18
(Lattimore and Szepesvari, 2020), these vectors can be chosen so that |wg,| . < m and
|wty ||, < m. Finally, let a and b be arbitrary actions in P(£) that need not be neighbours.
Then there exists a sequence cy,...,c; € P(£) with j < k and ¢; = a and ¢; = b such that
¢; and ¢; 41 are neighbours. Therefore,

j—1

_ ¢ Cit1
Pa — Pp = E :(Scz'wc;ci_,_l + Sci+1wcici+1) :

i=1

By Lemma 5,
j-1 2
o©)< (St |+l <o
i=1
which establishes (c). [ |
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