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Abstract

We study the problem of regression in a generalized linear model (GLM) with multiple
signals and latent variables. This model, which we call a matrix GLM, covers many widely
studied problems in statistical learning, including mixed linear regression, max-affine re-
gression, and mixture-of-experts. The goal in all these problems is to estimate the signals,
and possibly some of the latent variables, from the observations. We propose a novel
approximate message passing (AMP) algorithm for estimation in a matrix GLM and rigor-
ously characterize its performance in the high-dimensional limit. This characterization is
in terms of a state evolution recursion, which allows us to precisely compute performance
measures such as the asymptotic mean-squared error. The state evolution characterization
can be used to tailor the AMP algorithm to take advantage of any structural informa-
tion known about the signals. Using state evolution, we derive an optimal choice of AMP
‘denoising’ functions that minimizes the estimation error in each iteration.

The theoretical results are validated by numerical simulations for mixed linear regres-
sion, max-affine regression, and mixture-of-experts. For max-affine regression, we propose
an algorithm that combines AMP with expectation-maximization to estimate the intercepts
of the model along with the signals. The numerical results show that AMP significantly
outperforms other estimators for mixed linear regression and max-affine regression in most
parameter regimes.

Keywords: Approximate Message Passing, Mixed Linear Regression, Max-Affine Re-
gression, Mixture-of-Experts, Expectation-Maximization

1. Introduction

We study the problem of regression in a generalized linear model with multiple signals

(regressors) and latent variables. Specifically, consider L signal vectors Y. ..., L) e Re,
and define the signal matrix B := (5(1), e ,B(L)) € RP*L. Then, the goal is to estimate
B from an observed matrix Y := [¥,...,Y,]T € R*™Fout  whose ith row Y; € REou ig

generated as:

Here X; € RP is the ith feature vector, ¥; € RE¥ is a vector of unobserved auxiliary
variables, and ¢ : RE x RLv — RIeut is a known function. We refer to the model (1) as
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the matrix generalized linear model, or matriz GLM. As we show below, the matrix GLM
covers many widely studied regression models including mixed linear regression, max-affine
regression, mixed GLMs, and mixture-of-experts.

1.1 Mixed Linear Regression

In this model, we wish to estimate L signal vectors from unlabeled observations of each.
Specifically, the components of the observed vector Y := (Y7,... ,Yn)T are generated as:

Y; = (X, BW)ein + -+ (X, B )Veir + €, i € [n]. (2)

Here ¢; is a noise variable, and ¢;1, ..., ¢ € {0,1} are binary-valued latent variables such
that Zlel cii = 1, for i € [n]. The notation (-,-) denotes the Euclidean inner product
and [n] := {1,...,n}. In words, each observation comes from exactly one of the L signal
vectors, but we do not know which one. The mixed linear regression (MLR) model in (2)
is a special case of the matrix GLM in (1), with the rows of the auxiliary matrix given by
v, = (Cz‘,h R 7Ci,L75i)7 fori e [n]

The case of L = 1 is standard linear regression, which implicitly assumes a homogeneous
population, i.e., a single regression vector captures the population characteristics of the en-
tire sample. However, this assumption may not be realistic in some situations as the sample
may contain several sub-populations. Standard linear regression may provide biased esti-
mates in such situations when the population heterogeneity is unobserved. The MLR model
is more flexible as it allows for differences in regressors across unobserved sub-populations.
MLR has been used for analyzing heterogeneous data in a variety of fields including biology,
physics, and economics (McLachlan and Peel, 2004; Griin and Leisch, 2007; Li et al., 2019;
Devijver et al., 2020).

In the MLR model (2), a natural approach for estimating (V. ..., 3(5) from {X;, Yith,
is via the global least-squares estimator given by:

n

L 2
B, B = argmin Z(x > (X, 8Y) Cz> : (3)
BW .. pEeRrr T4 =1
c1,..,c, €{0,1}™
2{21 ci=1,i€[n]

However, this optimization problem is non-convex, and computing the global minimum
is known to be NP-hard (Yi et al., 2014). A range of alternative approaches has been
proposed including estimators based on: Bayesian methods (Viele and Tong, 2002), spectral
methods (Chaganty and Liang, 2013; Yi et al., 2014); expectation-maximization (Faria and
Soromenho, 2010; Stadler et al., 2010; Zhang et al., 2020); alternating minimization and
its variants (Yi et al., 2014; Shen and Sanghavi, 2019; Ghosh and Kannan, 2020; Zilber
and Nadler, 2023); convex relaxation (Chen et al., 2014); moment descent methods (Li and
Liang, 2018; Chen et al., 2020); and tractable non-convex objective functions (Zhong et al.,
2016; Barik and Honorio, 2022). Most of these techniques are generic, and while some can
incorporate certain constraints like sparsity, they are not well-equipped to exploit specific
structural information about 8, . .., 85 such as a known prior on the signals. Moreover,
these methods are sub-optimal with respect to sample complexity: for accurate recovery
they require the number of observations n to be at least of order plogp (Yi et al., 2014;
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Li and Liang, 2018; Chen et al., 2020). In contrast, here we consider the high-dimensional
regime where n is proportional to p and provide ezxact asymptotics for the performance of
the proposed estimator.

1.2 Max-Affine Regression
In the max-affine regression (MAR) model, we have
Y; = max {(X;, ) + by, (X5, S) + b1} + i, i€ [n]. (4)

Here by,...,bp € R are the intercepts (typically unknown), and ¢; is a zero-mean noise
variable that is independent of X;. In words, each observation comes from the maximum
of L affine functions, each defined via a different signal vector.

When L = 1 and by = 0, the model (4) corresponds to standard linear regression. When
L=2and g = -3 = 3 along with b; = by = 0, then (4) reduces to Y; = |(X;, )| + €.
This is the widely studied phase retrieval problem (Netrapalli et al., 2013; Candes et al.,
2015), which arises in applications such as scientific imaging (Fogel et al., 2016). For general
L, the function x — maxje(y, ., L}{(x, Bi) + b} is always convex and thus, estimation under
model (4) can be used to fit convex functions to the observed data. Indeed, the MAR model
serves as a parametric approximation to the non-parametric convex regression model

Y = o(X;) +e, i€ n] (5)

where ¢ : RP — R is an unknown convex function (Baldzs et al., 2015; Ghosh et al.,
2022). Unfortunately, convex regression suffers from the curse of dimensionality unless p
is small (Guntuboyina and Sen, 2013). Since convex functions can be approximated to
arbitrary accuracy by maxima of affine functions, it is reasonable to simplify the problem
by considering only those convex functions that can be written as a maximum of a fixed
number of affine functions. This assumption directly leads to the MAR model (4), which has
been studied as a tractable alternative to the non-parametric convex regression model (5)
in applications where p is large, such as data in economics, finance and operations research
(Balazs, 2016). MAR can also be used as a tractable model for the problem of estimating
convex sets from support function measurements (Soh and Chandrasekaran, 2021), which
arises in tomography applications (Prince and Willsky, 1990; Gregor and Rannou, 2002).
To write the MAR model as an instance of the matrix GLM (1), let us concisely denote

by

(Xi(ma),yi) for i € [n], where Xi(ma) = [)?}

0]
the unknown parameters by ﬂl(fl)a = [6 ] € RPHL for [ € [L], and the observations by

€ RP*! are the augmented features. Under the

augmented features and signals, the model (4) becomes

Vi = max {(x"™, 500} +ei, i€ ), (6)
le[L]
which is of the form in (1). A natural approach for estimating 5&}3, ceey Br(r{;) is the least
squares estimator, defined as
n
~ N 2
B B = aramin 37 (V- max (X" 500} ) (7)
B B ERPHL =1 et
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Ghosh et al. (2022, Lemma 1) showed that a global minimizer of the least-squares criterion
above always exists but will not in general be unique, since any relabelling of the indices
(of the signal vectors) of a minimizer will also be a minimizer. Furthermore, the opti-
mization problem in (7) is non-convex, and for a worst-case choice of the design matrix
X = (X1,...,X,)", the problem is NP-hard (Ghosh et al., 2022).

1.3 Mixed Generalized Linear Models and Mixture-of-Experts

A mixed GLM is a generalization of the MLR model (2), where the output function is
not necessarily linear. Specifically, for some known function ¢ : R? — R, we have

Y; = §((Xi, BW)eit + -+ (X, B Vein s &), i€ [n). (8)

As before, ¢; is a noise variable, and ¢;1,...,¢; € {0,1} are binary-valued latent variables
such that 37 ¢y = 1, for i € [n]. The case of L = 1 is the standard GLM which, with
suitable choices for ¢ and €, covers a range of statistical learning problems including logistic
regression, phase retrieval, and one-bit compressed sensing. In all these settings, the mixed
GLM model (8) allows the flexibility to account for unlabeled data coming from multiple
sub-populations (Khalili and Chen, 2007; Sedghi et al., 2016).

The mixture-of-experts model, introduced by Jacobs et al. (1991); Jordan and Jacobs
(1994), is a generalization of the mixed GLM, where the probability of selecting each regres-
sor can depend on the feature vector. In addition to the L regressors s .. L) e RP,
here we have L gating parameters wV), ... w(L) e RP, using which the observations are
generated as follows. For each i € [n]:

exp((X;, w®))
Sor_y exp({X;, wl)))

Y; = §((Xi, ), &) with probability for 1 € [L]. (9)

Here ¢ : R — R is a known activation function and ¢; is a noise variable. Mixture-of-experts
models and its variants have been widely studied in machine learning (Yuksel et al., 2012;
Huang and Yao, 2012; Makkuva et al., 2019, 2020) and applications such as computer vision
(Gross et al., 2017), natural language processing (Shazeer et al., 2017), and econometrics
(Huang et al., 2013; Compiani and Kitamura, 2016).

To see that the mixture-of-experts model is a special case of the matrix GLM in (1),
we take the signal matrix to be B = [B(l), NG AC IO S w(L)] and the auxiliary matrix
U € R™*? with rows W; = (14, €;), where 1; ~ji;q. Uniform[0,1] for i € [n] and independent
of {€i}icin)- Then the model (9) can be written as:

Vi = q(B' X;, W)
(X, exp((X;, w™)) ) exp((X;, w'")
l; e {12::1 3 exp((Xi, wl)) e lzl - 16Xp(<Xz,w”*)>)}
(10)

where 1{-} is the indicator function.
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1.4 Approximate Message Passing

The main contribution of this work is to design and analyze an Approximate message
passing (AMP) algorithm for estimation in the matrix GLM model (1). We then apply the
algorithm to mixed linear regression, max-affine regression, and mixture-of-experts.

Approximate message passing (AMP) is a family of iterative algorithms which can be
tailored to take advantage of structural information about the signals and the model, e.g., a
known prior on the signal vector or on the proportion of observations that come from each
signal. AMP algorithms were first proposed for the standard linear model (Kabashima,
2003; Donoho et al., 2009; Bayati and Montanari, 2011a; Krzakala et al., 2012), but have
since been applied to a range of statistical problems, including estimation in generalized
linear models (Rangan, 2011; Schniter and Rangan, 2014; Barbier et al., 2019; Ma et al.,
2019; Sur and Candes, 2019; Maillard et al., 2020; Mondelli and Venkataramanan, 2021)
and low-rank matrix estimation (Deshpande and Montanari, 2014; Fletcher and Rangan,
2018; Kabashima et al., 2016; Lesieur et al., 2017; Montanari and Venkataramanan, 2021;
Li and Wei, 2023). In all these settings, under suitable model assumptions the performance
of AMP in the high-dimensional limit is characterized by a succinct deterministic recursion
called state evolution. The state evolution characterization has been used to show that
AMP achieves Bayes-optimal performance for some models (Deshpande and Montanari,
2014; Donoho et al., 2013; Montanari and Venkataramanan, 2021; Barbier et al., 2019), and
a conjecture from statistical physics states that AMP is optimal among polynomial-time
algorithms for a wide range of statistical estimation problems.

1.5 Main Contributions

We propose an AMP algorithm for the matrix GLM (1), under the assumption that the
features {X;};c[, are ii.d. Gaussian. Our first technical contribution is a state evolution
result for the AMP algorithm (Theorem 1), which gives a rigorous characterization of its
performance in the high-dimensional limit as n,p — oo with a fixed ratio § = n/p, for
a constant § > 0. This allows us to compute exact asymptotic formulas for performance
measures such as the mean-squared error (MSE) and the normalized correlation between
the signals and their estimates. The AMP algorithm uses a pair of ‘denoising’ functions to
produce updated signal estimates in each iteration. The accuracy of these estimates can be
tracked using a signal-to-noise ratio defined in terms of the state evolution parameters. Our
second contribution (Proposition 2) is to derive an optimal choice of denoising functions
that maximizes this signal-to-noise ratio. The optimal choice for one of the these functions
depends on the prior on the signals, while the other depends only on the output function
Q('a ) in <1)

In Section 4, we present numerical simulation results for mixed linear regression, max-
affine regression, and mixture-of-experts. The case of max-affine regression requires special
attention as the AMP derived for the matrix GLM cannot be directly applied. This is
because the matrix GLM AMP and its state evolution analysis is derived assuming that

the features are all i.i.d. Gaussian. However, to write MAR as an instance of the matrix
GLM, recall from (6) that we use the augmented features Xi(ma) = )? € RPHL i € [n],

which are not i.i.d. Gaussian due to the last component being 1. We address this by
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using the original formulation of MAR in (4), with the intercepts by,...,br treated as
unknown model parameters. We estimate these intercepts via an expectation-maximization
(EM) algorithm that uses the AMP iterates to approximate certain intractable quantities.
This leads to a combined EM-AMP algorithm which is described in Section 4.3. For both
mixed linear regression and max-affine regression, the numerical results show that AMP
significantly outperforms other popular estimators (such as alternating minimization) in
most parameter regimes.

Though the algorithms and results in this paper focus on estimating the signals g, . ..
BE) | they can be often be translated to estimating the latent variables as well. For example,
in mixed linear regression, given signal estimates 3(1), e E (L), the labels can be estimated
as ¢; = argmingry) (Y; — (X5, B2 for i € [n).

A preliminary version of this paper was published in the proceedings of the 26th In-
ternational Conference on Artificial Intelligence and Statistics (AISTATS 2023) (Tan and
Venkataramanan, 2023). The focus of the preliminary version was largely on mixed linear
regression. In the current paper, in addition to MLR, we provide results for max-affine
regression and mixture-of experts, including the novel EM-AMP algorithm for MAR.

Technical Ideas. The state evolution performance characterization in Theorem 1 is
proved using a change of variables that maps the proposed algorithm to an abstract AMP
recursion with matrix-valued iterates. A state evolution characterization for this abstract
AMP was established by Javanmard and Montanari (2013); this result is translated via the
change of variables to obtain the state evolution characterization for the proposed AMP.

Our combined EM-AMP algorithm for max-affine regression is inspired by the work of
Vila and Schniter (2013), who used a similar approach for the problem of sparse linear
regression with unknown parameters in the signal prior.

Though our AMP algorithm and its analysis assume i.i.d. Gaussian features, we expect
that they can be extended to a much broader class of i.i.d. designs using the recent uni-
versality results of Wang et al. (2022). Another exciting direction for future work is to
generalize the AMP algorithm and its state evolution to mixed regression models with ro-
tationally invariant design matrices. This can be done via a reduction to an abstract AMP
recursion for rotationally invariant matrices, similar to the ones studied in Fan (2022) and
Zhong et al. (2021).

1.6 Other Related Work

Mixtures of linear and generalized linear models. The special case of symmetric
mixed linear regression where 8() = —32) has been studied in many recent works. We
note that symmetric MLR is a version of the phase retrieval problem (Netrapalli et al.,
2013; Candes et al., 2015; Fogel et al., 2016). Balakrishnan et al. (2017) and Klusowski
et al. (2019) obtained statistical guarantees on the performance of the EM algorithm for a
class of problems, including symmetric MLR. Variants of the EM algorithm for symmetric
MLR in the high-dimensional setting (with sparse signals) were analyzed by Wang et al.
(2015),Yi and Caramanis (2015), and Zhu et al. (2017). Fan et al. (2018) obtained minimax
lower bounds for a class of computationally feasible algorithms for symmetric MLR.

Kong et al. (2020) studied MLR as a canonical example of meta-learning. They consider
the setting where the number of signals (L) is large, and derive conditions under which a
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large number of signals with a few observations can compensate for the lack of signals
with abundantly many observations. The case of MLR with sparse signals was studied by
Krishnamurthy et al. (2019) and Pal et al. (2021), and the gap between statistical and
computational performance limits for sparse MLR was recently characterized by Arpino
and Venkataramanan (2023). Pal et al. (2022) studied the prediction error of MLR in the
non-realizable setting, where no generative model is assumed for the data.

The convergence rate of maximum-likelihood estimation for the parameters of a mixed
GLM was derived by Ho et al. (2022). Chandrasekher et al. (2023) analyzed the perfor-
mance of a class of iterative algorithms (not including AMP) for mixed GLMs, provid-
ing a sharp characterization of the per-iteration error with sample-splitting in the regime
n ~ ppolylog(p), assuming a Gaussian design and a random initialization. Spectral es-
timators for mixed GLMs were studied in the recent work of Zhang et al. (2022), which
characterizes their asymptotic performance for Gaussian designs and independent signals.

Statistical and computational limits for a two-layers neural network, a model similar to
the matrix GLM, were studied by Aubin et al. (2018). A Vector AMP algorithm for MAP
and MMSE inference in a similar multi-layer model was proposed by Pandit et al. (2020).
Despite the similarities with the matrix GLM, to the best of our knowledge these works do
not investigate AMP for the settings of mixed and max-affine regression.

Max-affine regression. For the non-parametric convex regression model in (5), the
least squares estimator is (%) e argming, " (Y — ©(X;))?, where the minimization is over
all convex functions ¢. This least-squares estimator can be computed by solving a quadratic
program. Theoretical properties of this estimator and algorithms to compute it were studied
by Seijo and Sen (2011), Lim and Glynn (2012) and Mazumder et al. (2019). For the
MAR model (4), several approaches for signal estimation have been proposed, including
alternating minimization (Magnani and Boyd, 2009; Ghosh et al., 2022), convex adaptive
partitioning (Hannah and Dunson, 2013), and adaptive max-affine partitioning (Balazs,
2016). Among them, theoretical guarantees have been established only for alternating
minimization; these guarantees are in the regime where n is at least of order plog(n/p)
(Ghosh et al., 2022). In contrast, in this paper we consider the high-dimensional regime
where n is proportional to p as n — oc.

2. Preliminaries

Notation. All vectors (even rows of matrices) are treated as column vectors unless
otherwise stated. Matrices are denoted by upper case letters, and given a matrix A, we
write A; for its ith row. The notation M > 0 denotes that the square matrix M is positive
semidefinite. We write I, for the p x p identity matrix. For r € [1, c0), we write ||z||, for the

ly-norm of x = (z1,...,x,) € R, so that ||z]|, = (31, ]x,;\’")l/r. Given random variables
U,V, we write U 2V to denote equality in distribution.

Complete convergence. The asymptotic results in this paper are stated in terms
of complete convergence (Hsu and Robbins, 1947), (Feng et al., 2022, Sec. 1.1). This is a
stronger mode of stochastic convergence than almost sure convergence, and is denoted using
the symbol . Let {X,} be a sequence of random elements taking values in a Euclidean
space E£. We say that X,, converges completely to a deterministic limit x € E, and write
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X, 5 x,if Y, — 2 almost surely for any sequence of E-valued random elements {Y;,} with

Y., 4 X, for all n.

Wasserstein distances. For D € N, let Pp(r) be the set of all Borel probability
measures on R” with finite rth-moment. That is, any P € Pp(r) satisfies [5p [|z||5dP(z) <
oo. For P,Q € Pp(r), the r-Wasserstein distance between P and @ is defined by d,.(P, Q) =
inf x y) E[|| X — Y||5]Y/", where the infimum is taken over all pairs of random vectors (X,Y)
defined on a common probability space with X ~ P and Y ~ Q.

2.1 Model Assumptions

In the model (1), each feature vector X; € RP is assumed to have independent Gaussian
entries with zero mean and variance 1/n, i.e., X; ~iiq. N(0,I,/n). The n x p design matrix
X is formed by stacking the sensing vectors Xi, ..., X,, i.e., X = [X1,...,X,]". Similarly,
the auxiliary variable matrix ¥ € R™ v is defined as ¥ = [¥y,...,¥,]". The design
matrix X is independent of both the signal matrix B = (81, ... g(F)) € RP*L and the
auxiliary variable matrix ¥ € R**Lv,

As p — oo, we assume that n/p = 4, for some constant § > 0. As p — oo, the
empirical distributions of the rows of the signal matrix and the auxiliary variable matrix
are assumed to converge in Wasserstein distance to well-defined limits. More precisely, for
some 1 € [2,00), there exist random variables B ~ Pg (where B € RY) and ¥ ~ Py (where
¥ ¢ RM) with E[BTB] > 0 and E[ Y[, [B|"],E[ 3% [¥]"] < oo, such that writing
vp(B) and vy, (V) for the empirical distributions of the rows of B and ¥ respectively, we
have d,(v,(B), Pg) = 0 and d,(v,(¥), Pg) = 0.

3. AMP for the Matrix GLM

Consider the task of estimating the signal matrix B given {Xi,Yi}iE[n], generated ac-
cording to (1).

Algorithm. In each iteration k > 1, the AMP algorithm iteratively produces estimates
B and ©F of B € RP*L and © := XB € R™* L respectively. Starting with an initializer
BO € RP*L and defining R1:=0eR™E for k>0 we compute:

oF = XB* — RU(FMT, RF = gu(@hY),

SO ~ (11)
Bk‘-i—l — XTRk: _ Bk’(ck‘)—r’ Bk‘-i—l — fk+1(Bk+1)'

Here the functions gy, : R x Rlewt — R and f,4; : RF — R act row-wise on their matrix
inputs, and the matrices C*, F¥+1 € REXL are defined as

n

1 1 &
CF = > gh(O YD), F** =237 (B, (12)
i=1 j=1

where g;, 1.1 € REXL denote the Jacobians of g, fri1, respectively, with respect to their
first arguments. We note that the time complexity of each iteration of (11) is O(npL).
State evolution. The “memory” terms —]/%]“_I(F"‘“‘)—r and —Ek(C’k)T in (11) play a
crucial role in debiasing the iterates ©% and B**!, ensuring that their joint empirical distri-
butions are accurately captured by state evolution in the high-dimensional limit. Theorem
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1 below shows that for each k& > 1, the empirical distribution of the rows of B* converges
to the distribution of M%B + G'fg € RY, where G% ~ N(0, T’fg) is independent of B, the
random variable representing the limiting distribution of the rows of the signal matrix
B. The deterministic matrices M’fB,T’fB € REXE are recursively defined below. The result
implies that the empirical distribution of the rows of Bk converges to the distribution of
S (M%B + G’fg). Thus fi can be viewed as a denoising function that can be tailored to take
advantage of the prior on B. Theorem 1 also shows that the empirical distribution of the
rows of O converges to the distribution of M§Z + G& € R, where Z ~ N(0, }E[BB"])
and G§ ~ N(0,T§) are independent.

We now describe the state evolution recursion defining the matrices M’j_é;, T’fB, M’é, T’(i) €
RE*L Recalling that the observation Y is generated via the function ¢ according to (1), it
is convenient to rewrite g in (11) in terms of another function hy, : R x RV x Riv — R
defined as:

hi(z,u,v) == gi(u, q(z,v)). (13)

Then, for k > 0, given XF € R2LX2L | take [ZZk} ~ N(0,%*) to be independent of ¥ ~ Py,

and compute:

MY = E[0zhy(Z, 2, 0)), (14)
TEH = Blhy(Z, 25, O)hi (2, 25, 9)T], (15)
k+1 k+1
sht1 _ |21 Zaz) (16)
- Ek+1 EkJrl ’
(21) =(22)

where the four L x L matrices constituting *+1 € R2EX2L are given by:

Ykl _ EE[BBT],

(11) 5
k1 (shr1) | _ lors kt1h | k1T 17
) = \Zay) = 5E[Bfk+1(MB B+GE™ '], (17)

S = SB[ (M5B + G5 fin (M5 B+ G,
Here we take G%™ ~ A(0, T%™) to be independent of B ~ Pg. Note that dzhy denotes
the partial derivative (Jacobian) of hj with respect to its first argument Z € RE, so it is
an L x L matrix. The state evolution recursion (14)-(16) is initialized with X0 € R2L>2E
defined below in (21).

For [ ZZk} ~ N(0,%F), using standard properties of Gaussian random vectors, we have
(2,2%,9) £ (ZMEZ + G§, W), (18)
where G§ ~ N(0,T§),
-1
Ml(z) = Z1(621) (2?11)) ’ (19)
-1
T§ = EI(€22) - EI(€21) (2?11)) E](fm)- (20)



TAN AND VENKATARAMANAN

Main result. We begin with two assumptions required for the main result. The first
is on the AMP initializer B® € RP*L , and the second is on the functions g, fr+1 used to
define the AMP in (11).

(A1) There exists X0 € R?2*2L and ¢y € R such that as n,p — oo (with n/p — §), we
have

1| BTB  BTB® | ¢ (21)
n (BO)TB (BO)TBO )

1 &

=SB S a. (22)
pj:l =1

Here r € [2,00) is the same as that used for the assumptions on the signal matrix at
the end of Section 2.1. Furthermore, there exists a Lipschitz Fy : R — R such that
%(EO)%(B) 5 E[Fy(B)¢(B)"] and 2?22) —E[Fo(B)Fy(B)T] is positive semi-definite for all
Lipschitz ¢ : R — RE.

(A2) For k > 0, the function fr11 is non-constant and Lipschitz on R, and hy, defined
in (13) is Lipschitz on R2LT1Lv with Pg({v : (2,u) — hi(z,u,v) is a non-constant}) > 0.
Furthermore, fj, 41 1s continuous Lebesgue almost everywhere, and writing Dy, C REFLw for
the set of discontinuities of g}, we have P[(Z*,Y) € Dy] = 0.

Assumptions (A1) and (A2) are similar to those required for AMP initialization in
(non-matrix) generalized linear models (Feng et al., 2022, Section 4). Moreover, (A1) is
implied by the assumptions on the signal matrix if an initialization B is chosen to be a
scaled version of the all ones matrix.

The result is stated in terms of pseudo-Lipschitz test functions. Let PLy,(r,C) be the
set of functions ¢ : R™ — R such that |(z) — ¢(y)| < C(1+ =[5+ yl5™ Y]z — ylla for
all z,y € R™. A function ¢ € PL,,(r, C) is called pseudo-Lipschitz of order r.

Theorem 1 Consider the AMP in (11) for the matric GLM model in (1). Suppose that
the model assumptions in Section 2.1 as well as (A1) and (A2) are satisfied, and that T}
is positive definite. Then for each k > 0, we have

p
sup ’12 (B¥*!, Bj) — Elp(Ml' B + G, B))| 5 0, (23)
qf)EPLgL(Tl p :
sup ] qu (©F,0,, ;) — E[¢(ME 7 + GE, 2, 0)]| % o, (24)

¢EPL2L+L\I, (7“ 1

as n,p — oo with n/p — &, where ©; = BTX; for 1 < i < n. In the above, Glgrl ~
N (0, ThY is independent of B, and GE ~ N(0,TE) is independent of (Z, V).

The proof of the theorem is given in Section 5.1. The result (23) is equivalent to the state-
ment that the joint empirical distributions of the rows of (B**!, B) converges completely
in r-Wasserstein distance to the joint distribution of (M?IB + Glf;rl, B); see (Feng et al.,
2022, Corollary 7.21). An analogous statement holds for (24).

10
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Performance measures. Theorem 1 allows us to compute the limiting values of per-
formance measures such as the mean-squared error (MSE), and the normalized correlation
between each signal and its AMP estimate. For k > 1, writing B (% for the fth column of
the AMP iterate Ek, we have B¥ = [B(I)J“, e ,3(’:)”“]. Note that 8OF is the estimate of
the signal 8 after k iterations, and define the shorthand B¥ := M%B + GE. Then The-
orem 1 implies that the normalized squared correlation between each signal and its AMP
estimate after k iterations converges as:

(BOKk gEN2 - (E[fy,(B*)By])?
IBOK(38O)3  Elfr,e(B*)2E[BF]

e (L. (25)

Here fr.¢ is the fth component of the function f}, : RY — RE, and By is the ¢th component
of B € RL. Similarly, the MSE of the AMP estimate after k iterations converges as:

() _ B0k )2
160 = BOH3 o o

p (Be = fralBN)?], Ce L) (26)

3.1 Choosing the Functions of AMP

Recalling that the empirical distributions of the rows of ©% and B**! converge to the
laws of M'é Z + Glé and M%“B + Glgrl, respectively, we define the random vectors:

~ —1
Z8=7 + (Mb) G,

Bhl _ k1) ! ket 20

B =B+ (M) G
(If the inverse doesn’t exist we premultiply by the pseudoinverse.) Since G%H ~ N (0, T’f;l)
and G]é ~N(0,T ’é), the effective noise covariance matrices are:

Cou(Z4 = 2) = (5) 1 ((5) ) = b
= -1 T (28)
Cov(BH! = B) = (M) TR () ) = g

From (20), we observe that M’é, T’é are both determined by %¥, which in turn is determined
by the choice of fi, (from (17)). Similarly, from (14) and (15), legﬂ and T ’EH are determined
by gx. A natural objective is to choose fr and gr to minimize the trace of the effective noise
covariance matrices N and Np™ in (28). We can interpret the quantities Tr(Ng) and
Tr(N g“) as the effective noise variances for estimating Z, B from Zk, Ek“, respectively.
In the special case where there is only one signal, minimizing these effective noise variances
is equivalent to maximizing the scalar signal-to-noise ratios (M%)?/TE and (M&)2/Th
respectively, which is achieved by the Bayes-optimal AMP for generalized linear models
(Rangan, 2011; Feng et al., 2022).

Assuming that the signal prior Pz and the distribution of auxiliary variables Py are
known, the following proposition gives optimal choices for f%, gi.

Proposition 2 Let k > 1. Then:

11
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1) Given M%, T%  the quantity Tr(NE) is minimized when fi, = f;, where
fi(s) = E[B | MEB + G} = s, (29)

where G% ~ N(0,T%) and B ~ Py are independent.
2) Given ME, T’é, the quantity Tr(Ng'H) is minimized when gy, = g5, where

gi(u, y) =Cov[Z | ZF =u] 1 (E[Z | ZF =u,Y =y| - E[Z | ZF = u]). (30)

Here [ZZk

] ~N(0,2%) and Y = q(Z, V), with ¥ ~ Py independent of Z.
The proof is given in Section 5.2.

4. Numerical Simulations

In this section, we present numerical results for mixed linear regression (Eq. (2)), max-
affine regression (Eq. (4)), and mixture-of experts (Eq. (9)). For MLR and MAR, we
compare the performance of AMP with other popular estimators.

4.1 Mixed Linear Regression (Two Signals)
Consider the MLR model (2) with two signals, where

Y; = (X;, BW)e; + (X3, BN (1 =) + e, i€ [n]. (31)

We take ¢; ~i ;4. Bernoulli(a) for a € (0,1), € ~iiq. N(0,02), and X; ~i;q. N(0, I,/n), for
i € [n]. We set the signal dimension p = 500 and vary the value of n in our experiments.

The AMP algorithm in (11) is implemented with g, = g, the optimal choice given by
(30). For the function fi, we use the Bayes-optimal f; in (29) unless stated otherwise. In
Appendix A, we provide the implementation details, and show how the functions f, gi and
their derivatives can approximated from the data.

The performance in all the plots is measured via the normalized squared correlation
between the AMP estimate and the signal (see (25)). Each point on the plots is obtained
from 10 independent runs, where in each run, AMP is executed for 10 iterations. We report
the average and error bars at 1 standard deviation of the final iteration.

Gaussian prior. In Figures 1, 2, and 3, we set the Bernoulli parameter o = 0.7 and
choose the two signals to be jointly Gaussian, with their entries generated as

(5;1),5](-2)) ~iid N <[8] : [; ﬂ) , JE Il (32)

The initializer B° € RP*2 is chosen randomly according to the same distribution, indepen-
dently of the signal.

Figure 1 shows the performance of AMP for independent signals (p = 0). The normalized
squared correlation is plotted as a function of the sampling ratio 6 = n/p, for different noise
levels 0. The state evolution predictions closely match the performance of AMP for practical
values of n,p, validating the result of Theorem 1. As expected, the correlation improves

12
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Figure 1: MLR, Gaussian prior with p = 0: normalized squared correlation vs. ¢ for various
noise levels o, with a = 0.7.

1.04 1.04
0.8+ 0.8
=] =]
(=} (=}
= = 0.6
% . O SE,Cov=0 % O SE,Cov=0
g V SE,Cov=1 504 V SE, Cov=1
© 0.4 O SE, Cov =-1 o O SE, Cov=-1
— AMP Cov=0 — AMP Cov=0
02 — AMPE Cov =1 0.2 —F AME Cov =1
— AMP Cov =-1 — AMP Cov =-1
| | f I I 0.0+ : : : f ;
1 2 3 4 5 1 2 3 4 5
6 6
(a) B (b) B

Figure 2: MLR, Gaussian prior with different values of signal covariance p: Normalized
squared correlation vs. ¢, with a = 0.7, 0 = 0.

with increasing & and degrades with increasing . The performance for () is better than
for 3 as 70% of the observations come from (1. Figure 2 plots the performance as a
function of § for signal correlation p € {0,1,—1}, with o = 0 (noiseless). When p = 1, both
signals are identical and the problem reduces to standard linear regression. When p = —1,
we have (V) = —3®2) = B, so0 there is still effectively only one signal vector. However, the
p = —1 case is harder than p = 1 since each measurement is unlabelled and could come
from either 8 or —f (with probabilities 0.7 and 0.3, respectively). We note that the case of
p = —1and a = 0.5 is the phase retrieval problem, for which AMP algorithms have been
studied in a number of works, e.g., (Schniter and Rangan, 2014; Ma et al., 2019). AMP
needs to be initialized carefully in this setting since a random initialization independent of
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Figure 3: MLR, Gaussian prior with p = 0 and different values of estimated proportion &:
Normalized squared correlation vs. d, with true a = 0.7, o0 = 0.

the signal leads to state evolution predicting zero correlation between the signal and the
AMP iterates (Ma et al., 2018; Mondelli and Venkataramanan, 2021).

In practical applications, we may not know the exact proportion of observations that
come that come from the first signal. Figure 3 shows the performance when AMP is run
assuming a proportion parameter & = 0.6 which is different from the true value « = 0.7. The
functions f7, g; defining the AMP depend on «, hence replacing « with & in these functions
is effectively running AMP with a different (sub-optimal) choice of denoising functions.

Sparse prior. We next consider a sparse prior for each of the two signals, with their
entries generated as

€ £ .
5](-1), 5](2) ~iid. §5+1 +(1—¢)do + 55_1, Jj € [pl. (33)

Here .y denotes the Dirac delta function, and we note that the two signals are independent.
The initializer is generated randomly from the same prior, independently of the signals. We
investigate the performance of AMP with two choices of denoising function: the Bayes-
optimal denoising function (defined in (29)) and the soft-thresholding denoising function
(defined in (34)-(36) below). For the case of standard linear regression, the soft-thresholding
function is a popular choice of denoiser for AMP when the signal is known to be sparse,
but the exact sparsity level and the distribution of the non-zero coefficients are not known
(Montanari, 2012). AMP with soft-thresholding denoising is also closely related to LASSO,
which is widely used for sparse linear regression (Bayati and Montanari, 2011b).

We evaluate the two denoisers in Figures 4 and 5, respectively, by plotting heatmaps
showing the performance for various values of the pair (d,¢). For each point in the heatmap,
we take the minimum of the mean normalized squared correlation of the two estimates with
the respective signals. This is obtained by executing 10 runs of AMP using the desired fj
function with 10 iterations per run (i.e., k = 1,...,10), and taking the average of the 10
correlations (from the 10 runs) at the final iteration.
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Figure 4: MLR: Heatmap of minimum normalized correltion for Bayes-optimal f;, with
p =500, c =0.

For the Bayes-optimal denoiser fi, the heatmaps are shown in Figure 4. We have the
following observations:

e Performance is better for & = 0.6 compared to o« = 0.7. This is because we are taking
the minimum between the two correlations, and when « is larger (o = 0.7), there is
less data available for the group with fewer observations (for a given (g, 9)).

e For a given J, performance is generally better at € closer to 0 or 1. This is because
at € = 0.1, most of the signal entries are 0, and at € = 1, all the values are either 1
or —1. Around ¢ = 0.5, we have a significant proportion of all three values, causing
estimation to be harder.

The soft-thresholding function with threshold 0, denoted by ST(-;0) : R — R, is defined
as

x—0 ifx>0
ST(z;0) =<0 if —0<x<6 (34)
z+0 if x <-0.

To set the threshold for the soft-thresholding denoiser fj, we recall from Theorem 1 that the

empirical distribution of {Bjk} converges to the distribution of the random vector M%B +
G’fg. Therefore, the empirical distribution of { 1\/[’C _1Bk} e[p) Converges to the distribution

of B+ (ME)~1G%, where (M%)71GY ~ N(0, NE), where
NE; = Cov((ME) G ) = (M)~ T (M) (35)

15



TAN AND VENKATARAMANAN

o1 1.0 o1 1.0
0.09 0.09
0.08 08 08 0.8
0.07 0.07
0.06 06 .06 0.6
*0.05 *0.05
0.04 04 604 0.4
0.03 0.03
0.02 02 o [0-2
0.01 LY
0.51.01.52.02.53.03.54.04.55.0 ' 0.51.01.52.02.53.03.54.04.55.0
6 6
(a) a=10.5 (b) «=0.6

Figure 5: MLR: Heatmap of minimum normalized correlation for soft-thresholding fi, with
p = 1000, o = 0. Soft-thresholding tuning parameter ¢ = 1.1402.

Letting ¢ > 0 be a tuning parameter, we set the soft-thresholding denoiser f;, to be:

ST({(M%)*le}l; ¢ {N§}11>

fi(B}) = ’
g ST({(Mg)—lB;?}Q; ¢ {Né}m)

(36)

This implies that

3{{f12}}1 3{{f12}}1
0{B*}4 0{ B~
VIB)) = olil)a olfi)e | (37)

B (B}

where for i1,i2 € {1, 2},

{(Mg)_l}iliz if {(M%)_IB;C}“ >< {Ng}ilh

Sade — Lo it [{0h) 85}, | < ¢ {NE L, (33
Jjle Ey—1v . - k\—1pk _ k
(M) i i {0ME)7BE}, < —¢\ /(N

Here the notation {-};; denotes the i1-th entry of the vector and {-};,;, the i, is-th entry
of the matrix inside the parentheses.

Figure 5 shows the heatmaps for the soft-thresholding, with the tuning parameter { set
to 1.1402. This value of ¢ attains the minimax MSE of the soft-thresholding denoiser over
the class of sparse signal priors which assign a probability mass at least 0.9 to the value 0
(Montanari, 2012). We observe that the performance for a = 0.5 is stronger as the samples
are more evenly spread out between the two signals. As expected the correlation improves
as the signal becomes sparser (i.e., ¢ decreases), and as § increases. Figure 6 compares
the Bayes-optimal function with the soft-thresholding function for fixed values of sparsity
level € = 0.1 and mixture parameter o« = 0.6. The significantly better performance of the
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Figure 6: MLR: Comparison of minimum normalized correlation for Bayes-optimal fj
vs. soft-thresholding fi, with p = 1000, o = 0.6, 0 = 0, { = 1.1402, and ¢ = 0.1.

the Bayes-optimal denoiser compared to soft-thresholding is because the former optimally
utilizes knowledge of the signal prior, whereas soft-thresholding only uses an estimate of
the proportion of zeros in the signals.

Comparison with other estimators. Figure 7 compares the performance of AMP
with other widely studied estimators for mixed linear regression, for the Gaussian signal
prior in (32) with independent signals (p = 0). The other estimators are: the spectral
estimator proposed in (Yi et al., 2014, Algorithm 2); alternating minimization (AM) (Yi
et al., 2014, Algorithm 1); and expectation maximization (EM) (Faria and Soromenho,
2010, Section 2.1). Figure 8 compares the performance of AMP with these estimators for
the sparse signal prior in (33) with ¢ = 0.1. For this prior, we modified the least squares
step of the AM algorithm in (Yi et al., 2014, Algorithm 2) to use Lasso instead of standard
least squares—this gives better performance as it takes advantage of the signal sparsity.
We also tried using the lasso-type EM algorithm Stédler et al. (2010), but it did not give
a noticeable improvement in performance. In both setups, AMP significantly outperforms
the other estimators as it is tailored to take advantage of the signal prior via the choice of
the denoising function fy.

4.2 Mixed Linear Regression (Three Signals)

To illustrate AMP’s ability to tackle MLR with more than two signals, we now consider
the model (2) with three signals:

Vi = (X4, 8MWYein + (Xi, BP)ein + (X;, Bz + ¢4, i € [n]. (39)

We take [c;1,cio,¢i3]T to be a one-hot vector, and denote the position of the one in the
one-hot vector by ¢; ~iiq. Categorical({a1, ag,a3}). As before, € ~iiq. N(0,0?), and
Xi ~iida N(0,I,/n), for i € [n]. We set the signal dimension p = 500 and vary the value
of n in our experiments. The AMP algorithm in (11) is implemented with g, = g; and
fr = fi; (i.e., the optimal choices given in Proposition 2).
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Figure 7: MLR, comparison of different estimators for Gaussian prior with p = 0: Normal-
ized squared correlation vs. d, with a = 0.6, o = 0.
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Figure 8: MLR, comparison of different estimators for sparse prior: Normalized squared
correlation vs. §, with a = 0.6, 0 = 0.1.

We use independent Gaussian priors for the three signals. Specifically, we generate:

B, 82,8 ~isa. N(ELB) I5), j € [p] (40)

j j
¢i ~iid. Categorical({a1,ag,a3}), i€ [n].

The initializer B° € RP*3 is chosen randomly according to the same distribution, indepen-
dent of the signal. We consider the following three scenarios, where o = 0 (noiseless):

e Signals with same mean and same proportions. Figure 9 shows the perfor-
mance with E[B] = [0,0,0]" and (a1, az,as3) = (1/3,1/3,1/3). We observe that the
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Figure 9: MLR with three signals: signals with same mean and same proportions.
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Figure 10: MLR with three signals: signals with same mean and different proportions.

timators for MLR, for the Gaussian signal prior in (40) with E[B]

performance does not improve much with increasing § as the algorithm finds it chal-
lenging to distinguish the signals when they all have the same prior and correspond
to the same proportion of observations.

Signals with same mean and different proportions. Figure 10 shows the per-
formance with E[B] = [0,0,0]" and (a1, a2,a3) = (0.5,0.3,0.2). The performance
here is significantly better than the previous case where signals have the same mean
and proportions. As expected, the correlation for 8 is significantly better than that
for B9 and B3 since By has the highest proportion of observations.

Signals with different means and same proportions. Figure 11 shows the
performance with E[B] = [0,0.5,1]" and (a1, a2,a3) = (1/3,1/3,1/3). This is the
case with the best estimation performance. This is because the distinct means help
distinguish the signals from one another and the equal proportions ensure that all
three have sufficient number of observations for large enough 9.

Finally, Figure 12 compares the performances of AMP with other widely studied es-
[0,0.5,1] and

(a1, 9,a3) = (1/3,1/3,1/3) (this is the case where signals have different prior distribu-
tions but appear in the same proportion of observations). The other estimators are: the
spectral estimator proposed in (Yi et al., 2014, Algorithm 2); alternating minimization (AM)
(Yi et al., 2014, Algorithm 1); and expectation maximization (EM) (Faria and Soromenho,
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Figure 11: MLR with three signals: signals with different means and same proportions.
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Figure 12: MLR with three signals: Comparison with different estimators. The signals have
different means and occur in the same proportions.

2010, Section 2.1). We modified the grid search! step of the spectral estimator in (Yi et al.,
2014, Algorithm 2) to sample evenly across a sphere instead of a circle (to account for the
fact that we now have three signals instead of two). Since this step cannot be done ex-
actly like in the 2D case, we used the Fibonacci sphere algorithm (Alvaro Gonzélez, 2010)
to achieve this approximately and efficiently in our 3D case. As in the case of two-signal
MLR, AMP significantly outperforms the other estimators as it is tailored to take advantage
of the signal prior via the choice of the denoising function f.

4.3 Max-Affine Regression
We consider on the MAR model (4) with two signals, which is given by:

i = max { (X;, B0) + by, (X:,87) + b} + e, i € [n], (41)

where € ~iiq. N(0,02), X; ~iia. N(0,I,/n) for i € [n]. Recall from (6) that MAR

can be written as an instance of the matrix GLM using the augmented features XZ-(ma) =

1. In the two signal case, grid search was used to iterate over all possible combinations of the top two
eigenvectors of % > Y;X: X, to get the best combination for each signal.
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Algorithm 1 Expectation-maximization approximate message passing (EM-AMP)

1: Initialize the intercepts 60 := (b9,3), and Brmax0,

2: for iteration m :=1,..., mpuax do
Compute E [Z |}7; bm] , and run AMP with intercept estimates b™ as part of the model
for/\k:maX iterations to produce O™ = X Bkmaxm et C:)(l), ©® be the two columns
of O™,

. m+1 . _ 1 N ~ . V. pm
4:  Compute b]""" = TSI ey > 0 1pm 58 Ly Y; E[Z1|Y7b ]
. m+1 . 1 . . . V. pm
5 Compute by : 1{i:0W) 45 <6 +bmy| Zi:@ﬁ”+b;ﬂ§e§2)+bgﬂ Y; —E[Z,|Y;0™].

: Output §™max and Bhmax,mmax

(o)

X
[ 11} € RPHL i € [n]. Since the augmented features are not i.i.d. Gaussian (due to the

last component being 1), we use the original formulation of MAR in (4) and consider the
intercepts b; and by to be unknown parameters of the output function g(-,-).

Our solution is to estimate the unknown intercepts using an expectation-maximization
(EM) algorithm. The EM algorithm iteratively produces intercept estimates, denoted by
b™ = (b7, b5"), for m > 1. However, the expectation step of the EM algorithm requires an
estimate of © = X B, which we approximate via AMP. This leads to a combined expectation-
maximization approximate message passing (EM-AMP) algorithm, which is described in
Algorithm 1. The idea of combining AMP with the EM algorithm was introduced by Vila
and Schniter (2013), for sparse linear regression with unknown parameters in the signal
prior.

The AMP stage in step 3 of Algorithm 1 is implemented with g, = g; and fi = f;
(i.e., the optimal choices), computed using the current intercept estimates. The details
of computing the g; and the conditional expectation E[Z Y; bm] in this step are given in
Appendix B. The derivation of the EM updates in steps 4 and 5 of Algorithm 1 is given in
Section 5.3.

We set the signal dimension p = 500 and vary the value of n in our experiments.
We consider different choices for the intercepts b := (b1, b2) and use a Gaussian prior for
B= (ﬁ(l),ﬁ(Q)), where we generate

(B9, 8%)) ~iia N(EIB). L), j € [p]. (42)

The initializer B° € RP*2 is chosen according to the same distribution, independently of
the signal. The EM initialization &° is taken to be (0,0).

Figures 13-15 show the performance of EM-AMP for max-affine regression with different
choices of prior, intercepts, and noise level. The performance in all the plots is measured via

the normalized squared correlation between the full signals 51(13 = ((ﬁ(l))T, b)) and ng =

((B@)7,by) T and their respective estimates /3’1(112 = ((BNT,b)T and BAI(TQ = (BT, b)) T,
ie.,
(Bita, BER)?

—Hﬁgéng\\ﬁgéng where [ € {1,2}. (43)
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Each point on the plots is obtained from 5 independent runs, where in each run, we execute
EM-AMP with mpax = 5 and knaxy = 5. We report the average and error bars at 1
standard deviation of the final iteration. EM-AMP is compared with: (i) the alternating
minimization algorithm (Ghosh et al., 2022) (the only known algorithm for MAR with
theoretical guarantees), and (ii) the Oracle AMP (OR-AMP) where we assume that the
true intercepts b are known and are part of the matrix GLM model. Though the intercepts
are not known in practice, OR-AMP provides an upper bound on the best correlation
achievable by AMP since it uses the optimal denoising functions and the correct intercepts.
Hence, it is reasonable to expect that OR-AMP would provide the best performance.
We study the performance of our algorithms for the following three scenarios:

e Same intercept, signals with different means. Figure 13 shows the results for
the setting b = (1,1), E[B] = [0,1]", 0 = 0.1. When the intercepts are the same,
the proportion of observations from each signal is roughly the same for large enough
6. This is because Y; = maxjec(; 2} ((XZ-,B(Z)> + bl), where (X;, 81)) is a zero-mean
Gaussian regardless of the mean of 3. (The variance of (X;, 3")) depends on the
mean of B(l).) In this setting, AM performs poorly for smaller ¢ values, but matches
or slightly exceeds the performance of EM-AMP for large 6.

e Different intercepts, signals with different means. Figure 14 shows the results
for the setting b = (1,0), E[B] = [0,1]T, ¢ = 0.1. As mentioned above, the signal
mean does not affect the proportion of observations from each sample. Hence, the
signal with a larger intercept will have more observations. EM-AMP outperforms AM
for the signal with fewer observations for all values §, while for the other signal, AM
is slightly better for larger values of 4.

e Same intercept, signals with different means, higher noise level. Figure
15 shows the results for b = (1,1), E[B] = [0,1]", ¢ = 0.4. The plots show that
EM-AMP significantly outperforms AM for all values of §. AM is quite sensitive to
the presence of noise unlike EM-AMP, which is more robust and nearly matches the
performance OR-AMP.

Hard case. When entries of both 3(1) and 52 are generated from the same distribution,
and the intercepts by and by are the same, the estimation problem becomes very challenging.
In this case, AM, EM-AMP, and AMP all struggle to give an accurate estimate.

4.4 Mixture-of-Experts

We consider the MOE model (9) with two regressors, two gating parameters, and the
identity activation function ¢(x) = x. The model is given by

X 80 1 Ly exp((X;, wh))
Yi= (X, )1 {M = exp((X;, wD)) + exp((X;, w?))
exp((X;, wh))

exp((X;, wh)) + exp((X;, w®)) } e

+(X;, )1 {%‘ > (44)
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Figure 13: MAR: Same intercepts, signals with different means, noise level o = 0.1.
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Figure 14: MAR: Different intercepts, signals with different means, noise level ¢ = 0.1.

where ; ~j;q. Uniform[0, 1], €; ~iia N(0,02), X; ~iiqa. N(0,1,/n) for i € [n]. The signal
dimension is set to p = 500 and the value of n is varied in our experiments. We use a
Gaussian prior for B = (81, 2w w(?)), where we generate

(ﬁ§1)76§2)7w§'1)7w§'2)) ~iid. N([1727374]T7[4)) .7 € [p] (45)

We run the AMP algorithm in (11) with g, = g, and fi = f;; (i.e., the optimal choices).
The initializer BY € RP*? is chosen according to the same distribution, independently of
the signal. The details of the implementation are given in Appendix C. Figure 16 shows the
performance of AMP for MOE. The performance in the plots is measured via the normalized
squared correlation given in (25). Each point on the plots is obtained from 5 independent
runs, where in each run, we execute AMP with & = 5. We report the average and error bars
at 1 standard deviation of the final iteration. Figure 16 indicates a good match between
the empirical performance of AMP and the theoretical state evolution predictions. The
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Figure 15: MAR: Same intercept, signals with different means, noise level o = 0.4.

improvement across increasing §’s is more significant for the regressors than the gating
parameters since the latter are easier to estimate because of their larger means.

5. Proofs and Derivations

In this section, we provide detailed proofs and derivations of our results.

5.1 Proof of Theorem 1

To prove the theorem, we use a change of variables to rewrite (11) as a new matrix-
valued AMP iteration. The new iteration is a special case of an abstract AMP iteration for
which a state evolution result has been established by Javanmard and Montanari (2013).
This state evolution result is then translated to obtain the results in (23)-(24).

Given the iteration (11), for £ > 0 define

BFL .= M pMETh T 6F .= (e, 0), (46)
where we recall that © = XB. For k > 0, we also define the function fj : R2L — R2L:
fe(B*, B) = (B, fr(B*+ B(ME)T)). (47)
Then, we claim that the original AMP iteration (11) is equivalent to the following one:

OF = X f(B*, B) — hy_1 (6", W) (F*)T

Bk+1 = XThk((;)k?\II) - fk(Bka)(Ck)T’ (48)

where hy, is defined in (13), and the matrices C* € REX2L FEt1 ¢ R2LXL are defined as:

Ck = [E[azhk(z7 Zk’\il)]v %Z?:l aekhk(@%@f?\pi)}
FrHl [1 Ozxr } ' (49)
n Z?:l f/I/chl(Bj‘C + Bj(M%)T)
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Figure 16: Mixture-of-experts: noise level o = 0.1.

The iteration (48) is initialized with ©° = (O, XB\O), where BY is the initializer of the
original AMP. The equivalence between the iteration in (48) and the original AMP in (11)
can be seen by substituting the definitions (46) and (47) into (48), and recalling from (14)
that M&™ = E[0zh.(Z, Z%, ©)).

A key feature of the new iteration in (48) is that, in addition to the previous iterate,
the inputs to the functions f and hy are auxiliary variables (B, ¥, respectively) that are
independent of X. This is in contrast to the AMP in (11) where the input Y to the function
gr is not independent of X. The recursion in (48) is a special case of an abstract AMP
recursion with matrix-valued iterates for which a state evolution result has been established
by Javanmard and Montanari (2013). We will use a version of the result described in (Feng
et al., 2022, Sec. 6.7)); the state evolution for the abstract AMP can also be obtained using
the general AMP framework in Gerbelot and Berthier (2021). The standard form of the
abstract AMP recursion uses empirical estimates (instead of expected values) for the first
L columns of C* in (49). However, the state evolution result still remains valid for the
recursion (48) (see Remark 4.3 of Feng et al. (2022)). This result, stated in Proposition 3
below, guarantees that the empirical distributions of the rows of ©F and B*t! converge to
the Gaussian distributions N'(0, 2*) and A/ (0, T**1), respectively, where the deterministic
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covariance matrices XF € R2LX2L Th+1l ¢ RIXL are defined by the following state evolution
recursion. Let 39 = X0 (defined in Assumption (A1)), and for k > 0:

TH = E[hy, (G5, ©)hi (G5, 9) '] (50)
: : _ _ ST'E[BBT] Xt
S =0 B[ fen (OGP BB = | eyt g G
(12) (22)
where
El(clg (El&%) - 571E[Bfk+1(GkH + MB IB)T] (52)
(22) = 0 E[for1 (GET + MP,\B) - fra (GEH +MP L B)T]. (53)

Here we take G¥ ~ N(0,%F) independent of ¥ ~ Py, and G*t! ~ N(0, T**!) indepen-
dent of B ~ Pg. Comparing the recursive definitions of (TH1 YF+1) in (15)-(17) and of
(TF+1 2k +1) in (50)-(51), and noting that they are both initialized with X, we have that
TF = T and $F+1 = £F+1 for k > 0.

The followmg proposition follows from the state evolution result (Feng et al., 2022, Sec.
6.7) for an abstract AMP recursion with matrix-valued iterates.

Proposition 3 Assume the setting of Theorem 1. For the abstract AMP in (48), for k >0
we have:

1o - _ e
sup |3 (B, B) ~ Eln(GE B)l| o, (54)
’I]GPLQL(T 1) p :1

C

1= _
swp [ DOk W)~ Ela(GE Dl 5 0 (55)
=1

UGPL2L+L\P (T 1

as n,p — oo with n/p — 9.

To obtain the result (23), we recall the definition of B**! from (46), and in (54) we take
n(B*1, B) = ¢4 ,¢(B* + B(ME™) T B) for a suitably small constant ¢, > 0, and recall
that GF+1 ~ AN(0, T%’Ll). To obtain (24), we recall the definition of ©F from (46), and in
(55) take n(0OF, ¥) = ¢(6OF, 0, ¥). Since ¥ = ©* we have:

(GE,0) £ (2,75, 0) L (2, M Z + G, 1), (56)

where the last equality follows from (18). This completes the proof of the theorem. B

5.2 Proof of Proposition 2

The proof relies on the following generalized Cauchy-Schwarz inequality for covariance
matrices.

Lemma 4 (Lavergne, 2008, Lemma 1) Let U,V € R random vectors such that E[||U||3] <
oo, E[|VI3] < oo, and E[VV ] is invertible. Then

EUUT] - EUVT(EVVT]) 'EVUT] = 0. (57)
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k

Proof of part 1. Using the law of total expectation, 2(12)

in (17) can be written as:
0%(1o) = E[Bfs(MpB + G) '] = E[E[Bfi(MpB + Gj) " | MBB + GRl] = E[fi f{], (58)

where we use the shorthand fi, = fi, (M B+GY) and f; = E[B| M, B+G%]. Using Lemma
4 we have that

Elfe(fi)"] = Elfi fd IR fi ] ELA(f)T] = 0
= 0'E[fi (fi) ] - 2?12)(21(622))_12?21) =0, (59)

where we have used (58) and (17) for the second line. Adding and subtracting T% in (59)
we obtain

T8 — (T& — 6 'EIfi (i) 1]+ 5oy () ™ Sfary) = 0. (60)

Tk
:=T%

-
Multiplying the matrix (T’é — F’é) in (60) by (M’é)_l on the left and ((M’é)_l) on the
right maintains positive definiteness. This yields

NG (M5) T (k) ) = o (o1)

where we have used the formula for N& from (28). Eq. (61) implies
k AN k-1
Tr(NE) > Tr (M@> Tk, ((M@) ) . (62)
Now, using the formula for Tg in (20) it can be verified that when f;, = f;, we have

=18 = S (BlUDT -ERGDTEBE RGN @)

Therefore (60)-(62) are satisfied with equality when fi, = f;, which proves the first part of
the proposition.
Proof of part 2. We begin by introducing the multivariate Stein’s lemma:

Lemma 5 Letx = (21,...,21) and g : R¥ — RE be such that forj = 1,..., L, the function
xzj = gi(z1,...,x) (where g(z1,...,x1) is the lth entry of g(x1,...,x1)) is absolutely
continuous for Lebesque almost every (x; : i # j) € RE™L with weak derivative Oz; 91
RE — R satisfying B[]0y, g1(z)|] < co. Let Vg(z) = (Vgi(x),...,Vgr(z))" € REXE where

Va(z) = (0na1(2),... ,E)ngl(x))T forx € RE. If X ~ N(u,X) with ¥ positive definite,
then

E[Vg(X)] = (S7E[(X ~ me(x)7]) (64)
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Proof We have

E[(X — )g(X)T] = (E[(X — m)gr (X)), E[(X — p)gr(X)])
@ (SE[Vgi(X)),..., SE[Vgr(X)])

=XE[(Vg1(X), ..., Vgr(X))]
Y sEvgx)T,

(65)

where (a) uses the multivariate Stein’s Lemma from (Feng et al., 2022, Lemma 6.20) which
states that under our conditions we have E[X ¢;(X)] = XE[Vg/(X)] for I = 1,...,L, and
(b) uses the definition of Vg(x). Finally, rearranging the above equation and taking the
transpose gives the result. |

Next, we use Lemma 5 to show that
M =E[ge(2", Y)gi(2",Y) ], (66)
where g; is defined in (30). Indeed, using the law of total expectation we have

MEF = | [E[@th(Z, 7k, @)\Zk]}

@ E[cov[zyzk]*lE[(Z —E[Z|Z¥))h(2, 2%, 9) | Z’“HT

= E[Cov[Z|Z*]7Y(Z — E[Z| Z*))hi(2Z, 2%, ) T]T
~E [IE [Cov[Z|2¥1(Z — (2| Z")hi (2, 2%, 0)T| 2%, Y]}

(

_ _ T
0 E[gZ(Z’“,Y)hk(Z, 7k, \IJ)T}

=

C

= E[gk(zkv Y)g;;(zk’ Y)T] .

—
~

Here (a) applies Lemma 5, (b) follows from the definition of g; in (30), and (c) from (13).
Using the shorthand gy = gx(Z*,Y) and gp = g;';(Zk, Y), from Lemma 4 we have:

& (Elgin)™]) " - N5 <0, (69)

~1
where (68) is obtained by recalling from (28) that (]\7]’?1)_1 = M’f;l (T’?l) (M?I)T,

and using the expressions for M’?l and T%H in (66) and (15). Eq. (69) follows from the
fact that if P and Q are positive definite matrices such that P—Q > 0, then P~'—Q~! < 0.
From (69), we have that

T(NEH) < T (Eloion) ) ). (70)

with equality if g, = g;. This completes the proof of the second part of the proposition. B
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5.3 Derivation of the EM Step for Max-Affine Regression

In this section, we derive steps 4 and 5 of EM-AMP for max-affine regression (Algorithm
1). We follow an approach similar to the one in Vila and Schniter (2013), where EM was
combined with AMP for compressed sensing with unknown parameters in the signal prior.
We adapt their derivation to the MAR model. Recall that

Vi =max {(X;, 81) + by, (X, ) + bo} + €
—max {0 + 0,0 + by} +¢;, i€ [n]. (71)

Here ©) and ©@ are the first and second columns of © € R™ 2 respectively, and ©; :=
0,0 e r2,

The parameter that we would like to estimate using EM is b = (b1, b2). Before providing
the derivation, we briefly review the main idea behind the EM algorithm. The EM algorithm
iteratively produces estimates b™ = (by*,b5") for m > 1, with the goal of increasing the
likelihood p(Y';b) at each iteration, where Y = [Y1,...,Y;] . It achieves this by iteratively
increasing a lower bound on p(Y;b), thus guaranteeing that the likelihood converges to
a local maximum or at least a saddle point (Wu, 1983). In our case, for an arbitrary
distribution p on (), ©(?)) we have

logp(Y;b) = / / D, 0@)deMWde@ log p(Y';b)
o(1) @<2>
1. 9? y- 500 e?)
/ / 0®)30Md0® log <p(@3 , 0. Y50)  p(O, %) )
ot Joo ¥ peW,0@)  peM, 0@IY;0D)
Y B oo [logp(0D,02),Y:0)] + H(p) + D(p | p(-|Y:1)) (72)

®)
> Eo) o] logp(0W, 0@, Y b)] + H(p) = L(Y;b),

where in (a), H(-) is the Shannon entropy and D(-||-) the Kullback-Leibler (KL) divergence,
and the inequality (b) follows from the non-negativity of the KL divergence. The EM-
algorithm at step m + 1 iterates over two steps:

e In the E-step, we choose p to maximize the lower bound L£(Y;b) for fixed b = b™,
e In the M-step, we choose b to maximize the lower bound L(Y’;b) for fixed p = p".

For the E-step, since L(Y;0™) = logp(Y;6™) — D(p|| p(-|Y;b™)) (via rearranging (72)), the
maximizing probability density function (pdf) would be p” = p(©@1), ©@)|Y;b™). Then,
for the M-step, from the definition of £(Y;b), the maximizing b is:

pmtt = arggrggx Eom e ~pem 0@ |y;im) [logp(@(l),®(2),Y;b)]. (73)
€

We can further expand the p(-) above as

p(e,0®,y;b) =p(0W,0@)p(ve),0;b) = p(0",0®) [T p(vile:v), (74)
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where p(@(l), @(2)) = H?:lp(@gl),@?)) does not depend on b (recall that (@(1),@(2)) =
XB). It is challenging to jointly optimize over b = (b1,b2) in (73), so we update one
component of b at a time while holding the other fixed. This is a well known “incremental”
variant of EM (Neal and Hinton, 1998). Using (74) and (73), the updated b; estimate is

berl = argmaxE[log Hp Yi|©;;01,05") | Y; bm]
bi€R =1

= argmaxZE[logp(Y!@l,bl,bm) |Y; bm}
bieR oy

:argmaXZ/ (04]Y;6™) log p(Y;|©; by, b5)dO; , (75)
b1€R i=1

where we recall that 6™ = (b]",b5"). At this point, note that
p(Y;]©3: by, b ~ N(max (oW 1 b, 0 + b?},02>. (76)
by

To get , we need to solve

0 « . -
(%IZ/_P(@HY;@ )log p(Y;|©;; b1, b5")dO; = 0
— Z/ (©4]Y; bm IOgP(Y‘@ubhbm)d@ =0, (77)

where we used Leibniz’s integral rule to exchange differentiation and integration. Using
(76), the derivative in (77) is

0 0 1Y — max{@(l) + by, o + b} 2
1 Y;|0;; b1, —1 — i i

b, 108 P(Yil®i: b1, b5) = 7 0g<areXp< 2( . > >>
(L wi-eM b)) el 4+ >0 up 78)

0 if oM 4+ b <0® 4o

Substituting the above back into (77), we get
my 1 (1)
> pzjy (©iY;b )?(Yi*@i —b1)d©; =0
00 +b >0 1o "
— Z <Yz/e Pz)y (0:]Y;0™)dO; — /@ pzy (0:]Y; bm)®§1)d@i

:0) 15,>0) o
_bl/ pZ|Y(@i\Y;bm)d@i> =0
©;
— 3 (Y —EeWM|y;pm] - b1> —0. (79)

:0 15,>0) 1o
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Rearranging gives

1 (1)
by = Z Yi— E[@i |Y;bm}
[{i : 951) + b1 > 952) + 7'} 0" +01 >0 1o ( )
) _
. Y; —E[Z|Y;0™], (80)
{i: 0 4+ b >0 + o] 2

i:0 15,>0) 1o

where we approximate E[@EI)IY; b™| by E[Z1]Y;b™] because computing E[@El)\Y; b™] is
intractable. The computation of E[Zl|}7; bm] is detailed in Appendix B.

Note that in (80) it is not possible to compute b; on the LHS while using it in the RHS.
An easy (but admittedly non-principled) fix is to just use 7" on the RHS. This gives the
update:

1 _
m+1 ,__ - YN
g C O HizeW pr > el 4 pmy 2 Y
T 1 ¢ 2 oM pom>e 1o
where ©; and E[Zl Y bm} can be obtained from AMP in the previous iteration. Similarly,
the update for the other intercept is:

1 _
m+1l . _ § Y; Y:p™
E C e 4 <0l 1y R
T L="" 2 e <ol 1oy

Since O, O are unknown, we approximate them using AMP iterates. Specifically, the

two columns of O™ = X Bkmaxm provide estimates of ©1), ©(2) | respectively. Using these
in (81) and (82) yields Steps 4 and 5 of the EM-AMP in Algorithm 1.
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Appendix A. Implementation Details for MLR

In this appendix, we consider MLR with two signals and provide the implementation
details of matrix-AMP with Bayes-optimal functions (see Proposition 2), for the Gaussian
prior and the sparse discrete prior. While the implementation details stated here are for
MLR with two signals, it is straightforward to generalize them to the case of three signals,
which we have omitted.

A.1 Gaussian Prior

We start by writing the matrix-AMP algorithm in (11)-(12) with more details:

o Initialize R~} = 0 € R"*2 Fy = I,. Next, we initialize the rows of BY and BO
independently using the jointly Gaussian prior. Letting B = (8, 3?)) € R? be a
random variable distributed according to the jointly Gaussian prior, we initialize:

T R € FEont Y e Rt TS DR

E[B®]] " |Cov[3®, 3] Var[3®)]
and
E[( (1))2] E[3( 5] (E[B )]) E[BVIE[B®)]
n (IEW(DDQ [5(1)] [B2)] E[(ﬁ 3)} E[BMA] |
EFWEB®]  (E[B@)?  EBWE®]  E[(B®)]

e For each iteration of matrix-AMP k € Ny, we have the following steps:

Compute OF := XBF - fzk—lF,j
Compute RF := g, (©F,Y)
Approximate C* := L3 | g/ (©FY])
Compute BF+1 .= X TRk — BkC,;r
Approximate BF*! = f; 1(BF

Approximate FF+! =1 p 1 fk+1(Bk+1)

NS e W

Approximate YF+1

The quantities in steps 1, 2, and 4 can be directly computed. The other steps require
some form of numerical approximation (based on limiting properties of the iterates) to make
the computation tractable. We now explain how the quantities in steps 2, 3, 5, 6, and 7
can be computed or approximated.

Step 2: We assume that * has been approximated in the previous iteration. From
Proposition 2, for MLR the function g; : R? x R — R is given by

gu(ZF,Y) = Cov[Z|Z¥| 7\ (E[2| 2%, Y] — E[Z| Z¥)). (85)
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Since [ZZk

Cov[Z|Z") = (1) — Sy (Son) " 'Sory, ElZ12Y = By (Bap)) 125 (86)

To compute E[Z|ZF,Y], we recall that Z = (Z1,Z2)" and let ¥ = (¢, ¢€), with ¢ ~
Bernoulli(a) and € ~ N(0, 0?) independent. Then,

Y =q(Z,%) = Z1e+ Z>(1 —¢) + (87)

] ~ N(0, Ek), using standard properties of Gaussian random vectors we have:

using which we have that

E[Z|Z*, Y] =E[Z|z*, Y, e = 1|P[e = 1|2, Y] + E[Z|Z",Y,e = 0]P[c = 0|Z%,Y].  (88)
We now show how each of the four terms in (88) can be computed.

We first find the joint distribution of (Z, Z¥,Y|é = 1), which from (87) is jointly Gaus-
sian. We denote this distribution by A/(O, Ef}l), and proceed to derive Zf}l € R>*. Given
a matrix M € R™"*"2  will use the notation M, to denote the submatrix consisting of
the first @ rows and first b columns of M, and M+ ,+] to denote the submatrix with rows
{a,...,n1} and columns {b,...,na} .

We know from the joint distribution of (Z, Z*) that (ZI;I)HL[‘H = ¥*. Hence, we only
need to determine the remaining entries:

(855 = Var[Y | e = 1] = Var[Z, + ¢ = 5§, + 02,
(2@1)1,5 = (Zf}l) 1 = Cov[Y, Z1|é = 1] = Cov[Z) + € Z1] = BF,,
(S5)25 = (5)5.2 = Cov[Y, Zo|e = 1] = Cov[Z; + & Zo] = Sy, (89)
(Bys = (By)s1 = Cov[V, Zfle = 1] = CovlZ1 +& 2] = T,
[

(Zhhy 4= (z@l)41 = Cov[Y, Zk|e = 1] = Cov[Z1 + €, Z5] = =%,

where we have used the fact that (Z, Z k) and € are independent, and the notation Efj refers
to the (4, 7)-th entry of the matrix X*¥. This gives

2’11:1 2’}1:2 21}:3 2’}124 2‘,{1
Yy = (X5 Yy X3g Mgy X5 . (90)

From the joint distribution, we can compute
v k,1 k1v— zk
B[22, V.0 = 1] = (54 o150 (25 b o | 7 | o1)

where [37] := {3,4,5}. Using the same approach, we can determine the joint distribution
of (Z,7%,Y|c = 0) as N'(0,55°), where

o z’gl 2%2 z’zfg 2’%4 2%2
Yyt = | X5 Mgy X5y Mgy 25y . (92)
>ho¥h i 25 Zh
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From this joint distribution, we can compute

_ B YA
B[22, 7,2 = 0 = (54 )50 (B3 o | 7 | (93)

The first conditional probability term in (88) can be computed as:

Ple =1|7F V] = .
[c=1]Z"Y] P —

(94)
where given ¢ = 1, we have (Z*,Y)" ~ N(O, (Ef}l)[3+}7[3+]), and given ¢ = 0, we have
(ZF, V)T ~ N(0, (EI;/’O)[3+L[3+]). Similarly, we have:

(1 - a)P[Z*,Y]e = 0]
aP[ZF,Y|e=1]+ (1 — a)P[Z*,Y]e = 0]’

Plc = 0|Z%,Y] = (95)
where given ¢ = 0, we have (Z*,Y)" ~ N(0, (ZI;}O)[3+]7[3+}).

Using (91)-(95), we can compute (88), which together with the quantities in (86) allows
us to compute gi(Z*,Y) in (85). Finally, compute RF by applying gi row wise to ©F and
Y (i.e., compute gk(@Z,Yi)).

Step 3: Recalling that gi(Z*,Y) = hy(Z, Z¥,¥), we approximate Cy, = % ZZ WACIRS!
by calculating E[g, (Z*,Y)] = E[V sxhi(Z, Z*, ¥)]. Here V 41hy denotes the Jacobian with

respect to Z*. We compute the latter expectation by applying the generalized Stein’s lemma
(see Lemma 5) to (Z, Z*)T ~ N(0,%*) and hy(Z, Z*, ). This gives:

_ _ 1T
E Hé] h(Z, Zk,q/)q — YR [v(zyzk)hk(z, Zk,\IJ)} e R, (96)

Writing the above explicitly, we have

S =

ok
Th 7.7 211 212

[ Vzhi(Z, 2% \i/)] ]
(21 Siaoy | LEl

Y hi(Z, 2%, )] T

hi(Z,ZF, )] T +z’(<f ) ElV zehi(Z, AR

11)
%21 EV hi(Z, VA \i/)] +E(22)E[Vzkhk(2, Zk’@)]'r , (97)

where the matrices 2?11)’ El(“m, 2?21)7 21&2) € R?2%2 are as defined in (17). Looking at just

the second row above and rearranging, we obtain:
k k-1 k k g\ T k gyt 1
E[V ,hi(Z, 2%, T)) = {(2(22)) <E[Z (2,25, 9) ) — £h BV 2y (Z, 2%, D)) )} .
(98)

Here E[Z*hy(Z, Z%,0)T] = E[Z¥gr(Z*,Y)] can be approximated by 1(©F, g,(©F,Y)), and
E[V zhi(Z, Z*,¥)] can be approximated by 1g;(0F,Y)" g, (0%, Y) (thls follows from the
equivalent expressions for M]f;rl in (14) and (66), noting that we have used g; = gj).
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Step 5: Since B is independent of G%ﬂ ~ N(0, T%H), we have that

[ B ]NNQ E[B] ] [ Cov[B] Cov[B](M™)" D
MAEFLB + GRH1 MEFE([B] | [MEH Cov[B] MA&H Cov[B](ME) T + ThH
(99)

This implies that
Frr1t(MER B 4 GEF =: 5) = E[Bs]
_ _ _ -1 _
= E[B] + Cov[B)(Mk)T (1\4’;3+lcov[3](M’;;l)T + T’;;l) (5 - M’];HE[B]). (100)

We can use the above function to compute ka(BJI?H) if we can approximate M%H and

T’gfl (which is the same as M%‘H under the Bayes-optimal choices, by (15) and (66)). Using
(66), this can be calculated using

THT = MEF = g, (08, V) T g (08, Y). (101)

S|

Step 6: The expression for this can be obtained by taking the derivative of (100) w.r.t. s,
which gives

_ -1 _
Fhia(s) = (M Cov[BIOE™) T + T ) M+ Cov[ B, (102)

where M]f;l and T'gfl can be approximated using (101).
Step 7: Using the formulas in (16)-(17) for £**! and noting that f;.; is a conditional
expectation, the covariance Y1 can be approximated as

k 1 k+1yT k1
S+ P[ X 5 Ser1(B) 7 fra (BYT) (103)

n |5 feet (BT fopn (B D fenn (BN T frga (BE)

A.2 Sparse Discrete Prior

As described in Appendix A.1, there are seven main steps in the AMP algorithm. A
change in the prior requires us to make changes to our denoiser f; which affects steps 5, 6,
and 7; the other steps remain unchanged. The changes are as follows, for the Bayes-optimal
and soft-thresholding choices for the denoiser f.

Bayes-optimal f;:

Step 5: We have

b]
0

(104)

where (s|B = b) ~ N (M50, TH™), ie., P[s|B = b] is the bivariate Gaussian pdf with
mean vector M%‘HB and covariance matrix T]grl.
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Step 6: In the following, for brevity we write f = fr11, with fi, fo denoting its two
components. By the definition of a Jacobian, we have

k+1 7 k+1 sho o4 (Vaf1)!
LSRN (L I
To compute V,f1(s), letting b = [b(), 63T, we write
b P[B =0b|P[s|B=0b
fi(s) = Zp0PIB = BPSIB =B numy_ (106)
> ; P[B = bP[s|B =] denom;
By the quotient rule for functions with a vector input and an output in R, we have
V. fu(s) = (Vsnum; )(denom; ) — (num; )(Vsdenom; ) (107)

denom?

Since P[s|B = b] is the bivariate Gaussian pdf with mean M%HB and covariance matrix

T’?l, we have that

o (s — MEFI T (TR =15 — MEHE
det(2nTh™)

= (THH " (MEb — 5)P[s| B = 0] (108)
Using the above equation, we get

Vsnum; = Zb (Th)~ M%Hl_) — s)P[B = b]P[s| B = b],

Vsdenom; = Z(T’f;l) LMD — s)P[B = b|P[s| B = b, (109)
b
using which V,f1(s) can be computed using (106). The Jacobian V,fa(s) can be similarly
computed.

Soft-Thresholding fj:

Step 5: We can directly compute the function in (36).

Step 6: We can directly compute the Jacobian as shown in (37).

Step 7: We observe that the unlike the Bayes-optimal case, we no longer have the equal-
ity E[Bfrp1(ME1B + G5 = E[fron MEF B + GEY £ (MEF B + GEFY T Hence,
we need to compute E[B fi (M5B 4+ GEF)T] separately. To do so, we evaluate each
entry of E[B fk+1(Mk+1B + GkH) | separately. We start by substituting the definitions of
B and fi11, with B = (8 5(2)) This gives:

(Bl = FOST((B + 005105 s (3 )

= AOST(BO + (M5 h G+ (M) had G s/ INE ). (110)
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Expanding the function out and taking expectations over 5! and G’?l, we get

e B+ (MET) TGS ] > ay/{(MET) TR (M) 1

0 otherwise

E{Bfyitnl = {

(111)

Following a similar set of steps for the other entries, we have

c if |{B + (M%+1)—1G%+1}2| > a\/{(M?_l)_lT?_l(M%—H)_I}QQ
0 otherwise

E[{Bfyy1}e2] = {

(112)

and

E[{Bfy1} 2] = E{Bfl 1 ] = 0. (113)

In our algorithm, we do not have access to B + (M%H)_lG%H, but have B**! whose
empirical distribution (of rows) converges to B+ (M5™)~1G%. We can therefore estimate
the expectations in (111) and (112) by evaluating the right side for each row BJI?H and taking
the average. For example, we compute E[{Bf,;rﬂ}lﬂ by evaluating (111) for each of the p
rows of B¥t! and taking the average.

Appendix B. Implementation Details for MAR

Changing the matrix GLM model ¢(-,-) only affects the denoising function gy in AMP.
Hence, in the seven-step implementation described in Appendix A.1, the only change is in
the computation of g in steps 2 and 3. (The Jacobian g; in step 3 is approximated using
gk, as described on p. 34.) Recall that

91(Z*,Y) = Cov([Z|Z¥| 71 (E[2| 2%, Y] - E[Z|Z%)). (114)

Note that Cov[Z|Z*] and E[Z|Z*] are the same as that for mixed linear regression (with
the formulas given in (86)), so we only need to evaluate E[Z|Z*, Y] € R%. This will be
approximated using a Monte Carlo approach which we now describe. We have

[ 2026 (Wpz 20 (210)py 7 26 (Y] 2, u)dz
S pze (U)pZ|Zk (Z‘U)pf/\z,zk (ylz, u)dz
 Egze—ulZ p 2 (W)py 7,20 (Y| Z, u)]
 Egzi—ulpzr (Wpy 2,20 (Y| Z, 0)]

E[Z|ZF =u,Y =y] =

, (115)

where given Z¥ = u and Y = y, the probability density functions inside the expectations
can be easily evaluated since Z¥ ~ N(0, 21522)), and for o > 0 and z = (z1, 22),

Py|z zk (ylz,u) = p?|z(y|z)

1% 71’/7271)1 , if 21 +01 > 20 + bo
= ’ by . , (116)
N | “—2—2 ), otherwise
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where ¢nr is the standard Gaussian density. With the above density functions, we can
approximate the numerator and denominator of (115) by sampling z’s from

-1

(Z|Zk =u) ~ N(Zl(cm)(zléz))_l“v EI(€11) - Z1(612)(2?22)) Z’(El))v (117)

and then taking the averages of the functions inside the expectations.
Additionally, the EM part of the EM-AMP algorithm requires E[Z|Y’]. This is computed
using Monte Carlo in a similar fashion to E[Z|Z*,Y]:

[ 2pz(2)py 2 (y|2)d= _ _ Ez[Zpy2(y|2)]
[ pz(2)p y\zdz Ezlpy12(y12)]

E[Z|Y =) = (118)
where py| 4 (y|z) is given in (116). We can approximate the numerator and denominator of

(118) by sampling z’s from Z ~ N (0, Zk )) and then taking the averages of the functions
inside the expectations.

In the mth iteration of EM-AMP, the expectations in (115) and (118) are computed by
using the current intercept estimates (b7",05') in the formula for py|, in (116).

Appendix C. Implementation Details for MOE

The changes required here are similar to those of MAR stated in Appendix B. In the
seven-step implementation described in Appendix A.1, the only change is in the computation
of g in steps 2 and 3. Recall that

9(Z*,Y) = Cov([Z|Z¥ 71 (E[2| 2%, Y] - E[Z|Z")). (119)

Note that Cov[Z|Z*] and E[Z|Z*] are the same as that for mixed linear regression (with
the formulas given in (86)), so we only need to evaluate E[Z|Z*, Y] € R*. This will be
approximated using the same Monte Carlo approach as MAR, by writing

Ez z6—ulZ pzr (W)py| 7,2+ (Y] Z, u)]

E[Z|ZF =u,Y =y] = ,
Ezzr—y [Pk (U)PY|Z,Zk YlZ, )]

(120)

where given Z¥ = u and Y = y, the probability density functions inside the expectations
can be easily evaluated since Z¥ ~ N(0, 21&2)), and for o > 0 and z = (21, 22, 23, 24),

1
(a)
pmz,zk(y\zm)zpwz(yb)Z/O Py )z, v|2)dv :/0 Py (V)Py 1,2 (ylv, 2)dv

exp(z3) 1
exp(z3)

(b) exp(z3)+exp(z4) y—2=
L2 / p@(v)cfw( . )dv+
0 exp(z3)+exp(zq)

c exp(z3) -z exp(z3) -z
= exp(23)p+ jxp(z4) ¢N(y o 1) * (1 B exp(23)p+ §xp(24)>¢N<y o 2)’

where ¢ is the standard Gaussian density. Here (a) uses the indepen_dence between 1)
and Z (see assumption in sentence below (13)), (b) uses the fact that Y = Z; + € when

pi()on (2= )dv
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n exp(Z: Y, — 0 exp(Z:
P < Wﬂ%ﬁ)@ and Y = Zy + € when ¢ > m, (c) uses py(v) =1 for all

v € [0,1] since ¢ ~ Uniform[0,1]. With the above density functions, we can approximate
the numerator and denominator of (120) by sampling z’s from

(2|2* = u) ~ N<21(€12)(21(€22))_1U7 2](611) - 2’(912)(2](622))_12?21))7 (121)

and then taking the averages of the functions inside the expectations.
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