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Abstract

Multi-agent reinforcement learning (MARL) has gained increasing attention due to its abil-
ity to enable multiple agents to learn policies simultaneously. However, the bootstrapping
error arises from the difference between the estimated Q value and the real discounted re-
turn and accumulates backward through dynamic programming iterations. This error can
become even larger as the number of agents increases, due to the exponential growth of
agent interactions, resulting in infeasible learning time and incorrect actions during early
training steps. To address this challenge, we observe that previously collected trajectories
are useful contexts, model them using a contextual predictor to yield the next action and
observation, and use the contextual predictor to replace the Q value function or utility
function during the early training phase. Furthermore, we employ a joint-action sampling
mechanism to restrict the action space and dynamically select policies from the vanilla
utility network and those from the contextual trajectory predictor to perform rollout pro-
cesses. By reasonably constraining the action space and rollout process, we can significantly
accelerate the algorithm training process. Our framework applies to various value-based
MARL methods in both centralized training decentralized execution (CTDE) and non-
CTDE scenarios where agents are accessible (non-accessible) to global states during the
training process. Experimental results on three tasks, Spread, Tag, and Reference, from
the Particle World Environment (PWE) show that our framework significantly accelerates
the training process of existing state-of-the-art CTDE and non-CTDE MARL methods,
while also competing with or outperforming their original versions.

Keywords: MARL, Training Boosting, Joint-action Sampling, Contextual Predictor,
Joint-policy Collaboration

1. Introduction

Recent advances in Reinforcement Learning (RL) have led to significant progress in solving
complex control systems, such as robotics and Atari games (Mnih et al., 2013; Silver et al.,
2017). Multi-agent reinforcement learning (MARL) extends RL to a multi-agent setting,
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which has broad real-world applications, including autonomous vehicle teams (Cao et al.,
2012) and sensor networks (Zhang and Lesser, 2011). Various MARL methods have been
proposed to address value decomposition (Sunehag et al., 2017; Rashid et al., 2018, 2020;
Wang et al., 2020a) or cooperative exploration (Yang et al., 2020; Mahajan et al., 2019;
Wang et al., 2020b). Among them, value-based MARL methods (Sunehag et al., 2017; Son
et al., 2019; Wang et al., 2019) have achieved state-of-the-art performance on challenging
tasks such as StarCraft II (Samvelyan et al., 2019).

However, bootstrapping-based Q-learning methods used in RL can suffer from a patho-
logical interaction between the function approximation and the data distribution. When
training the Q-function in standard Q-learning methods, online data collection should in-
duce corrective feedback, and new data should correct mistakes in old predictions. Such
feedback may be absent in dynamic programming methods like Q-learning, leading to in-
stability, sub-optimal convergence, and poor results when learning from noisy, sparse, or
delayed rewards in early time steps (Kumar et al., 2020). This phenomenon is further
compounded in multi-agent scenarios, as shown in Figure 1a, where the accumulated boot-
strapping error becomes much more critical as the number of agents grows. The large joint
action space results in much larger exploration spaces, which are needed to induce corrective
feedback. Additionally, the training steps required for convergence of the original MARL
methods increase significantly as a result of the exponential growth of agent interactions,
limiting the prospects for the application of MARL algorithms.

(a) (b) (c)

Figure 1: (a) Bootstrapping errors on each time step with different numbers of agents. X-
axis is the time step in an episode, and the y-axis represents the bootstrapping error in each
time step. The bootstrapping errors are defined as the difference between the estimated
value of a certain state and the expected ground truth value of that state. In this figure,
the bootstrapping values are calculated by deducing the estimated Q value of each state
from policy networks and the average discounted return of that state within interaction
trajectories among 5 seeds. (b) Three blue agents should move towards three black goals,
and the graph is the snapshot of two different trajectories of each agent’s moving trace.
(c) The graph is a tree-structured POMDP representing the two corresponding trajectories
with the bootstrapping error of each node. The bootstrapping errors are small when agents
are nearer the target goals, and in contrast large when agents are far away. These errors
are accumulated in the earlier states, and errors are back-propagated through branches in
tree-structured POMDP problems.
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To address these challenges, we propose a novel framework with context prompting,
an MARL framework consisting of joint-action sampling, and context trajectory prediction
mechanisms. Instead of generating actions from a Q-function, we generate actions from a
self-supervised contextual predictor trained on historical agent interaction data from the
replay buffer. Inspired by sampling-based Muzero (Hubert et al., 2021) and trajectory
prediction (Tang et al., 2021), we develop a contextual trajectory tree based on historical
trajectories from the replay buffer in a Monte-Carlo Tree structure to provide a sequence
of observation transitions as contextual prompts for each agent. We also propose two
variants of contextual prompt generators based on tree and pool implementations. To
make our contextual prompting framework more general, we use a supervised Multi-Layer
Perceptron (MLP) with Gated Recurrent Units (GRU) cells, which we call the Contextual
Predictor, to learn the data in the trajectory model. The contextual predictor and the
utility network in the MARL methods form a collaborative controller that interacts with
the environment during the rollout processes. We evaluated our approach in the particle
world environment (PWE) and demonstrated that our framework is sufficiently compatible
with existing value-based state-of-the-art CTDE (Kraemer and Banerjee, 2016) MARL
methods, e.g. QMIX (Rashid et al., 2018) and non-CTDE methods, e.g. IQL (Tampuu
et al., 2017). More importantly, MARL methods adapted to our framework are able to
compete with or outperform their original methods in terms of the final performance with
limited computational resources and a relatively small number of training steps.

In summary, the main contributions of this work are as follows:

1. We propose a contextual prompting framework that can adapt CTDE and non-CTDE
value-based MARL methods. Our prompting method is also compatible with value-
based single-agent scenario algorithms.

2. Our contextual prompting method can compete with or outperform original value-
based MARL methods in terms of final performance while significantly accelerating
convergence speed according to the experimental results.

3. We describe the feasibility of our framework from theoretical perspectives and validate
our framework empirically by sufficient experiments on multiple scenarios in PWE
environments.

The organization of this paper is as follows: Section 2 introduces recent work related to
our method, including MARL, contextual prompting, and trajectory forecasting. Section 3
introduces the basic concepts and notations related to our approach. Section 4 describes the
architecture, contextual prompting methods, and training pipeline of our approach. Section
5 describes our setup of the experiment, the experimental results, and the discussion based
on the results. Conclusions and future works are mentioned in Section 6.

2. Related work

Existing studies on multi-agent reinforcement learning (MARL) have focused mainly on
using a central value function to guide the learning process of individual value functions and
studying MARL methods in a centralized training decentralized execution (CTDE) setting
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(Lowe et al., 2017; Sunehag et al., 2017; Rashid et al., 2018; Wang et al., 2019). However,
there are relatively few works investigating the acceleration of the training process of existing
MARL methods through constrained trajectory modeling or joint-action sampling. Previous
studies discuss the impact of whether to relax monotonic constraints (Rashid et al., 2020;
Mahajan et al., 2019) or whether to share gradients or parameters on the training efficiency
of MARL methods (Chu and Ye, 2017; Christianos et al., 2020, 2021; Terry et al., 2020;
Kuba et al., 2021).

In standard reinforcement learning, how to accelerate the training process by improving
sampling efficiency and state representation learning has been well studied (Nachum et al.,
2018; Buckman et al., 2018; Du et al., 2019; Laskin et al., 2020; Kostrikov et al., 2020;
Ye et al., 2021b; Yarats et al., 2021). However, in multi-agent settings, the exponential
growth of the agent interactions and joint-action space with the number of agents makes
it infeasible to enumerate every state or joint-action, which brings challenges for MARL
training acceleration. Wang et al. (2023) examines the use of distribution matching to
facilitate the coordination of independent agents. Oh et al. (2018) proposed that exploiting
good past experiences can indirectly drive deep exploration and is competitive to state-of-
the-art count-based exploration methods in single-agent scenarios.

In some real-world situations, metadata and additional information about a task may
inform relations between multiple tasks. An efficient approach to knowledge transfer is
through the use of multiple context-dependent, composable representations shared across
a family of tasks (Sodhani et al., 2021). Fu et al. (2021) proposes an approach toward an
effective context for meta-reinforcement learning by contrastive learning. Xu et al. (2021)
proposed a context-based meta-reinforcement learning algorithm by generating an efficient
task encoder. Seyed Ghasemipour et al. (2019) applied context-conditional policies to meta
inverse reinforcement learning. Unlike the above works for single-agent scenarios, we apply
contextual prompting methods on multi-agent tasks by simple implementations.

Another line of research is multi-agent trajectory forecasting. This task takes the ob-
served trajectories of multiple agents as input and outputs a predicted trajectory for each
agent (Liang et al., 2019; Kosaraju et al., 2019), and has applications in autonomous vehi-
cles(Ye et al., 2021a; Gilles et al., 2021), drones (Xiao et al., 2019), and industrial robots
(Rösmann et al., 2017). Unlike the above works, in this work trajectory modeling is used to
accelerate the training process of existing MARL methods, rather than measuring dynamic
uncertainty or modeling the interaction mechanisms between agents.

Monte-Carlo tree search (MCTS) (Coulom, 2006) is a heuristic search algorithm that
combines classic tree search implementations alongside the machine learning principles of
reinforcement learning. MCTS works by repeatedly sampling the game tree and simulat-
ing games from different starting positions. The algorithm then uses these simulations to
estimate the value of different moves and to select the best move to make. Instead of ex-
panding a decision tree from one state, the Monte-Carlo Trajectory Tree (MCT2) in this
paper stores the historical interaction trajectories and models them similarly to MCTS. An-
other difference is that MCTS makes a decision in one step, but MCT2 generates a whole
trajectory.

To the best of our knowledge, CTDE can be seen as an effective approach to accom-
plishing this objective. Furthermore, our framework provides a significant acceleration of
the training process of current value-based state-of-the-art CTDE and non-CTDE MARL

4



Boosting Multi-agent Reinforcement Learning via Contextual Prompting

methods, promising to facilitate efficient training in large-scale multi-agent environments,
an important step towards real-world multi-agent applications.

3. Background

In this paper, we formulate the multi-agent system as a decentralized partially observable
Markov decision process (Dec-POMDP) (Ong et al., 2009), which can be defined as G =
〈S,A, P, r,Ω, N, γ〉. At each time step t, s ∈ S describes the true state of the environment,
every agent i ∈ N := {1, ..., N} draws individual independent observations oi ∈ Ω according
to the observation function O(s, a) : S × A→ Ω. Meanwhile, each agent chooses an action
ai ∈ Ai 1 on which it conditions a stochastic policy πθi(o

i, ai) ∈ [0, 1] . The joint policy
πθ = [πθ0 , ...πθN ] is the vector of the individual agent policies.

In addition, P (s′ | s,a) : S × (A)N × S → [0, 1] is the transition dynamics function.
Each agent i obtains a shared reward r according to a reward function R(s, ajoint) ∈ R,
where ajoint := (a1, a2, · · · , aN ) is the concatenation of actions of all agents2. The reward
function is conditioned on the true state and the joint actions of the agents.

The sequence of observations from agent i, oi0:t = (oi0, o
i
1, ..., o

i
t), forms the history of that

agent, in which t is the time step during the process. In a complete period, agent i obtains
its own total expected accumulated rewards Ri =

∑T
t=0(γt)rit in which γ is the discount

factor and T is the time horizon and rit is the reward agent i receives at time step t.
Value-based methods need to learn the optimal state-action value function Q?(st, at).

Deep Q networks replace Q?(st, at) by a parametric network Q(st, at|ω) and optimize the
network according to the loss function of the squared TD error:

L(w) = [Q (st, at|w)− ŷt]2 , (1)

where ŷt = rt + γmaxa′ Q(st+1, a
′;ω−). ω− are the parameters of a target network that are

periodically copied from ω and kept constant for a number of iterations.
In IQL algorithm (Tampuu et al., 2017), each agent learns action policy πi individually

according to their observation oi as deep Q-Learning (Sutton and Barto, 2018) algorithm
for single-agent RL tasks. In contrast, VDN algorithm (Sunehag et al., 2018) decomposes
Qtot into Qi for each agent and the total value function can be obtained by Qtot =

∑N
i=1Q

i.
Based on VDN algorithm, QMIX (Rashid et al., 2018) introduces a monotonic restriction
∂Qtot
∂Qi

≥ 0, ∀i ∈ {1, 2, · · · , n} implemented by a hyper-network. The mixing network is a
feed-forward neural network that takes the agent network outputs as input and mixes them
monotonically, producing the values of Qtot. To enforce the monotonicity constraint, the
weights of the mixing network are restricted to be non-negative, which allows the mixing
network to approximate any monotonic function arbitrarily closely. The loss function for
QMIX within a batch of historical transitions with its size b becomes:

L(ω) =

b∑
i=1

[(Qtot(τ ,a, s|ω)− yitot)2]. (2)

Meanwhile, the QMIX algorithm is also supposed to follow the IGM (Son et al., 2019)
regulation, given below:

1. Ai means the collections of available actions of agent i
2. ajoint ∈ A, where A := A1 ×A2 × · · · ×AN
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arg max
u

Qtot(o,a) =

 arg maxa1 Q
1(o1, a1)

...
arg maxan Q

n(on, an)

 .

4. Method

In this section, we introduce the overall architecture of our framework and describe the
contextual prompting methods including the obtaining of the contextual prompt, multi-
agent action sampling, and the training of contextual predictor. In the contextual prompt
obtaining process, we establish a trajectory tree from data in the replay buffer in the Monte-
Carlo Tree structure which in our paper we call it Monte-Carlo Trajectory Tree (MCT2).
Instead of selecting one action according to the largest value in MCT planning, our work
models data as an MCT structure to provide contextual prompts for contextual predictor
training. Additionally, the training pipeline and the pseudo-code of our framework are also
provided in this section.

4.1 Architecture

In our framework, joint policies are collaboratively generated by the utility network of base-
line MARL algorithms and our contextual predictor network. Specifically, actions generated
from baseline MARL algorithms, such as QMIX, are conditioned on agents’ observations
and selected based on the maximum of Q(oit, a

i
t) values. The loss function is based on the TD

error of Qtot(o,a), and policies are generated from the utility network. Alternatively, our
contextual predictor generates actions for the current time step and predicts the observa-
tions in the subsequent time step. The loss function of our contextual predictor is composed
of the Cross-Entropy (CE) loss of discrete actions and the Mean Square Error (MSE) loss
of predicted continuous observations. A switch function is used to control which actions,
utility outputs, or contextual predictor outputs should be selected for the rollout process
and described in subsection 4.3. The overall architecture of our framework is depicted in
Figure 2.

Figure 2: The architecture of our framework.
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Figure 2 illustrates the overall architecture of our framework. The utility network, which
is adapted from baseline MARL, is responsible for calculating Q(oit, a

i
t) for each agent’s

observation oit and action ait at time step t. The maximum Q-value is selected to determine
the agent’s action, which is controlled by a switch function. These Q-values are then fed into
the mixer network, a hyper network that enforces the monotonic restriction in the QMIX
algorithm. The detailed settings on the mixer network are from the QMIX paper Rashid
et al. (2018). The utility network is trained after each rollout process. The interaction data
with environment in each episode [(s0,a0,o0, r0)...(sT ,aT,oT, rT )] are stored sequentially
inside a replay buffer. Transitions within trajectories are sampled from this replay buffer
to train the utility networks and the mixer network.

Our contextual predictor takes the observation oit of each agent as input and predicts the
best action based on the trajectories that it has seen, âit, for the current time step, as well as
predicting the observation of the next time step ôit+1. These transition data can be sampled
directly from the trajectory pool, the replay buffer which stores a number of interaction
trajectories, or can be obtained from a tree-based data structure built from these transitions.
In this paper, we first sample some trajectories from the replay buffer and model them as a
Monte-Carlo Trajectory Tree to provide the current best routes for training the contextual
predictor. The MCT2 method is applied centrally and the sampled trajectories are used for
training the contextual predictor individually per agent. The construction and the update
of the trajectory tree are described in subsection 4.2.1. The selected routes are fed into the
predictor network for training, which is described in subsection 4.2.2. The switch function
controls the rollout action, whether it is the predicted action or the action selected by
the utility network, depending on the precision between the predicted observation and the
actual observation from the environment, dist(ôit+1, o

i
t+1). During the precision calculation,

if the action is selected from the contextual predictor, the observation of the next time step
ot+1 is generated from ot and the predicted action ât. Once the utility network takes over
the decision-making tasks, the ot+1 is generated from ot and the action from utility network
at in the subsequent time steps (subsection 4.3).

It is worth noting that the observation oit is used as input for both the utility network
and the predictor network. This ensures that the context used by our contextual predictor
is also fed into the utility network, which aligns the data used for training.

4.2 Contextual Prompt

In this subsection, we introduce the multi-agent action sampling principle and the obtaining
method of contextual prompts. We construct a Monte-Carlo Trajectory Tree (MCT2) from
data sampled from the replay buffer to provide the current best routes for training our
contextual predictor. We also describe the training details including the design of loss
functions and their functionality.

4.2.1 Obtain contextual prompt

Action Sampling: During the construction of the MCT2, the actions are sampled and
the width of branches is constrained. Therefore, policies that are evaluated and improved
over sampled action subsets should also converge to optimal results. Hubert et al. (2021)
proposed a sample-based policy evaluation and improvement method for single-agent sys-
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tems, especially those with complex action spaces. By projecting Iπ back onto the realizable
policies space, we can compute the improved policy by sampling from the actions spaces.

For a policy π : S → P(A), where the state space S and the action space A, its improved
policy Iπ : S → P(A) satisfies ∀s ∈ S, vIπ(s) ≥ vπ(s). If Iπ is completely accessible, it
could be directly used for policy improvement by projected onto the space of realizable
policies. However, the large action space A makes it feasible to compute an improved
policy over a small subset of actions.

Ghosh et al. (2020) showed that the policy gradient algorithm can be thought of as
having the following policy improvement operator: Iπ ∝ π(s, a)Q(s, a) where Q(s, a) is the
action-value function. A policy improvement operator is defined as action-independent if
it can be written as Iπ(a|s) = f(s, a, Z(s)) where Z(s) is a normalizing state dependent
factor defined by ∀a ∈ A, f(s, a, z(s)) ≥ 0 and

∑
a f(s, a, Z(s)) = 1.

We combine the concepts of improved policy and policy operators and propose a sample-
based action-independent Policy Improvement Operator:

Îβπ(ajoint|s) = (β̂/β)(ajoint|s)f(s, ajoint, Ẑβ(s)) (3)

where (β̂/β)(ajoint|s) ⇐⇒ β̂(ajoint|s)/β(ajoint|s). In detail, the joint-action set {aijoint}
are K actions sampled from the proposal distribution β and can be reconstructed into the
empirical distribution: β̂(a|s) = 1

K

∑
i δajoint,aijoint

, where δa,ai represents the Kronecker

delta function.

Hubert also proved that the distribution of sample-based Policy Improvement Operator
can converge to the true policy improvement operator: limK→∞ Îβπ = Iπ.

Monte-Carlo Trajectory Tree Generation: Based on the convergence guarantees
described above, we generate MCT2 by the data sampled from the replay buffer. States s
from the sampled data are classified into Nclu clusters for each time step. In our trajectory
tree, we model actions at as branches and IDs of clusters as nodes in which we store states
st and corresponding observations ot. t not only represents the time step during the rollout
process but also the depth of the node. A transition (st, ot, at, st+1, ot+1) can be regarded
as a visit from a node that contains st at layer t to its child node that contains st+1 at
layer t + 1 by action at. Additionally, a node also stores the expected return following a
sample-based improved policy Îπ in an environment starting from that node.

To construct the tree and train the cluster classifier, we randomly select tinterval trajecto-
ries from the replay buffer and apply a clustering method following the idea of Expectation-
Maximization(EM), iteration algorithms, such as KMEANS and DBSCAN:

θ(it+1) = arg max
θ

Nclu∑
z=1

logP (s, z|θ)× P (z|s, θ(it)) (4)

Inside the formula above, θ is the parameter of the cluster model, Nclu is the maximum
number of clusters, and z is the cluster to which an s belongs. Clustering algorithms
may take several iterations for cluster centers to converge and it is the iteration times.
After each Expectation phase iteration, the cluster is calculated by maximum probability:
p(z) = P (z|s, θ). We suppose that the values of subsequent states generated from a certain
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Figure 3: Top: Sample n trajectories τ from replay buffer and classify states si into k
clusters (x1...xk). Each transition data belongs to one cluster. Left: MCT2 generation
based on sampled trajectories from replay buffer. Transitions in a trajectory can be reflected
as a path from the root node to a leaf node. The superscript in this graph is the index of
clusters in this layer and the subscript is the depth of the tree. Right: New node generation
process when context predictor predicts wrong observation.

parent state and the chosen actions on those states are independent and they follow normal
distributions. The expectation phase is the centroid state calculation from a cluster:

cs
(it+1)
i =

1

|C(it)
i |

∑
sj∈C

(it)
i

sj . (5)

Inside the formula above, cs
(it+1)
i is the centroid state of cluster Ci in the (it + 1)th

iteration. sj is the state that belongs to cluster Ci. For fast calculation, we store the size
of a cluster instead of the states belonging to that cluster. Therefore, the calculation can
be formulated as:

cs
(it+1)
i =

1

n+ 1
(cs

(it)
i × n), n = |C(it)

i |. (6)

Additionally, the maximization phase is the assignment of new states to their clusters
by minimum distance calculation:

s ∈ arg min
csi∈Ci

dist(s, csi), i = 1, 2, ...n. (7)
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To address the possible diversity of starting clusters which results in multiple roots,
we introduce a hidden initial node that serves as the parent node for all possible starting
clusters. In this way, the trajectory forest is changed into a trajectory tree by a hidden
hyper-node. When a new state is added to the tree, it is classified into a specific node, and
the centroid of that node is updated accordingly.

To avoid overfitting and improve the efficiency of the tree, we propose a pruning op-
eration to remove trajectory branches with high values but low visitation probabilities
after each iteration. The pruned branch spaces are reserved for expansion in the following
iterations, with the maximum number of branches and the number of pruned branches de-
termined by hyperparameters. To address the issue of the policy shift, we adopt periodic
reconstruction of our tree and train a new classifier by sampling a batch of data. This helps
ensure that our tree and policy remain effective and adaptable to new scenarios.

Monte-Carlo Trajectory Tree Updating: When a new episode terminates, the
cumulative reward is set as the Q(c, a) value of the new node. Here, c represents the cluster
node, and a represents action selection. During backpropagation, the values of the nodes
on that path are updated according to the following formula:

Qp(c, a) = λQp(c, a) + (1− λ)Ec∼C,a∼A[rp→c + γQc(c, a)]. (8)

Here, Qp(c, a) represents the value of the parent node during backpropagation, and
Qc(c, a) represents the values of the children nodes from that parent node. rp→c is the
expectation of the historical rewards from the current parent node to its child node with
action a. The value of λ is dynamically changed after expansion and is empirically defined
as 1/n.

After the rollout process in each episode, our framework selects or samples K trajectories
from the MCT2 and trains the contextual predictor. The tree is periodically destroyed and
reconstructed every tinterval episode. The data for training the cluster classifier is randomly
sampled from the replay buffer, and the data for generating the MCT2 is sampled based on
the maximum return in each trajectory.

Context Selection: Our framework selects routes from the root to the leaves based
on the node values from sample-based probabilistic upper confidence tree (PUCT) Silver
et al. (2017). Specifically, we greedily select routes based on the following formula:

Sampled PUCB = Q(c, a) + cucb × π(a|ot)×

√
(

log Γchild
1 + Γparent

). (9)

Here, Q(c, a) is the expected discounted cumulative reward gained from the rollout
process that starts from that node, cucb is a hyperparameter for balancing exploration and
exploitation, π(a|ot) is the probability of visiting this node, and Γchild and Γparent represent
the number of times this node and its parent node have been visited. After selection, a path
of clusters with the largest PUCB values is selected from the root to a leaf. The states and
observations stored in the clusters are also acquired to train the contextual predictor.

4.2.2 Contextual Predictor Training

Our framework employs a GRU-based contextual predictor that predicts the next obser-
vation Φobs(ôt+1|ot, ω) and imitates the actions Φact(ât|ot, ω) from past experience. Alter-
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natively, other sequence modeling architectures including transformer can also be used for
providing contexts. During each training iteration, the data sampled from the MCT2 is used
to supervise the contextual predictor of each agent. Due to the fact that GRU cells are used
in the predictor network, the same observations which occur at different time steps among
the trajectories are regarded as different nodes. Specifically, the predictor of each agent is
conditioned only on the observation oit and the hidden states that the agent acquires. Since
observations and joint actions are concatenated in the tree, it is straightforward to extract
the corresponding observation and action for each agent.

The training of the contextual predictor is divided into two categories: one-hot action
classification and continuous observation regression. The loss function is divided into two
parts accordingly. The cross-entropy loss is calculated for action selection and the mean
squared error (MSE) loss is used for observation regression:

Lcontext(ω) =

b∑
i=0

(CE(at,Φact(ât|ot, ω)) +MSE(ot+1,Φobs(ôt+1|ot, ω))). (10)

Here, CE represents the cross-entropy loss, at is the one-hot encoding of the selected
action, and ât is the predicted action. MSE denotes the mean squared error, ot+ 1 is the
ground truth next observation, and ôt+1 is the predicted observation. The loss function is
minimized using backpropagation and stochastic gradient descent.

4.3 Training Pipeline

In the training process, the utility network is updated by the sum of squared TD error loss,
and our contextual predictor is updated according to the CE loss and MSE loss. Therefore,
the total loss is combined with these two models’ loss:

L(ω) =
T∑
i=0

Lutility(θ) +

dleaf∑
i=0

Lcontext(ω) (11)

In the formula above, θ is the network parameters of the utility network which are
provided by baseline algorithms and ω is the network parameters of our contextual predictor.
In the training process of the utility network, the loss is computed as the sum of errors from
time step 0 to the termination step. However, the exploration phase expands only one node
in the tree, which may lead to a trajectory that is not terminated. Therefore, the total loss
of our contextual predictor is computed as the sum of errors from the root (time step 0) to
the leaf node’s time step.

During the rollout phase, the supervised trajectory predictor outputs joint actions and
predicts the next observations, which are based on learned trajectories. After receiving
the observation of time step t+ 1, the framework compares the true observation ot+1 with
the predicted observation ôt+1. If the error between them is smaller than a threshold value
dt+1, the trajectory predictor continues to make decisions for the next time step. If the error
exceeds dt+1, the MARL model takes over the decision-making task from the next time step
t + 1. We refer to this process as a switch function which controls the actions selection
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Algorithm 1 The overall algorithm of our framework

1: Warm-up tinterval episodes and collect data
2: Initialize the trajectory pool / tree.
3: while within the maximum number of rollout time steps do
4: while every specific interval time steps do
5: Sample trajectories from pool / tree. (Equation 9)
6: Train the contextual predictor. (Equation 10)
7: Train utility networks by TD loss. (Equation 2)
8: Delete trajectories randomly from the pool / destroy and reconstruct the trajectory

tree. (Subsection 4.2)
9: end while

10: Create a simulator environment and start a new instance.
11: Set a flag whether utility networks take over the decision-making process: relay=false.

12: while relay is false do
13: Obtain predicted action and observation: ât, ôt+1 := predictor(ot)
14: Apply the action and obtain real observation: ot+1 = env.step(ât)
15: relay = check the distances between ot+1 and ôt+1 (Equation 12)
16: end while
17: Simulate from ôt+1 by utility networks from MARL algorithms.
18: Calculate discounted cumulated rewards Gt

19: Insert trajectory into pool / Update trajectory tree. (Algorithm 2)
20: end while

by observation distances, and its policy is represented as π,t = (1t)π
Context
,t + (1− 1t)πUtil,t ,

where

1t =


1, |ôt − ot| ≤ dt and 1t−1 = 1

0, others

. (12)

In the formula above, dt = 1− (1/edend−d∆·t), where d∆ = (dend − dstart)/T .
When the trajectory predictor fails to predict the transition (ot, at, ot+1), the MCT2

expands according to this transition. The framework selects the node followed by the
action sequence (a0, ..., at−1) and expands it by adding a branch of at+1, reaching a new
node that contains ot+1. Algorithm 1 shows the pseudo-code of our approach.

5. Experiments

We evaluate the performance of our proposed contextual prompting framework via the
particle world environment by the average expected reward received by all the agents in an
episode. In this environment, we mainly consider three tasks, including Tag, Reference, and
Spread tasks. We compare our framework with two value-based MARL algorithms, IQL and
QMIX, and one algorithm in single agent scenarios, DRQN. In the following subsections,
we will mainly focus on the following aspects: Our framework can make improvements
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Algorithm 2 Trajectory tree update algorithm

Input: Transitions along a trajectory with return Gt

1: Let r = root of trajectory tree
2: while Each transition (ot, at, ot+1) do
3: if r has no at branch then
4: Expand a new node ot+1 with branch at
5: return
6: end if
7: r = child node with the same action and minimum dist(ot+1, ochild,t+1)
8: if distance is larger than threshold then
9: Expand a new node ot+1 with branch at

10: return
11: end if
12: end while
13: Back propagation values by discounted Gt along the route. (Equation 8)

in convergence speed and final performance compared with both CTDE and non-CTDE
MARL algorithms. Ablation studies are also conducted to explain why our framework
works by proposing a tree implementation and its pool variant. Additionally, we test our
approach on three tasks with different difficulties from SMAC environment to analyze the
prompting time steps that the switch function is invoked.

5.1 Experiment Settings

Particle World Environment is a simple multi-agent environment with continuous observa-
tion and discrete action space, along with some basic simulated physics. Experiments on
this environment are based on the implementation of petting-zoo (Terry et al., 2021) and
the settings follow the default parameters. The QMIX and IQL algorithms are provided by
pymarl (Samvelyan et al., 2019) which is a framework for deep multi-agent reinforcement
learning. This paper mainly focuses on these three tasks:

Spread: N agents cooperate through moving actions to reach N landmarks without
collision. Rewards are given by the distances between each agent and their closest land-
marks. According to the default settings of the environment, −1 marks will be acquired
once two agents collide. N controls the number of agents and landmarks.

Tag: N slow predators cooperate to catch Np fast prey through the Nb obstacles on
the map. Rewards are given by the times that predators catch the prey within a certain
time. Once a predator catches prey, 10 marks will be given to all predators. Additionally,
we implement a heuristic policy for the prey that the prey will always move in directions
far from the predators.

Reference: Original reference environment has 2 agents and 3 landmarks of different
colors. Each agent wants to get closer to their target landmark, which is known only by the
other agents. Both agents are simultaneous speakers and listeners whose communication
channels are provided in the environment state. Based on that, we modify this environment
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to 5 agents and 7 landmarks. In addition, agents are penalized with −1 marks when a
collision occurs and the distance to the closest side for movements outside the window.

During the comparison, we mainly focus on the final performance and the sampling
efficiency in the main experiments. In ablation studies with different numbers of agents, we
take the time steps until convergence into consideration. The baseline MARL algorithms are
QMIX and IQL which are the representations of CTDE and non-CTDE algorithms. To test
the compatibility of single-agent scenarios, we compare our prompting DRQN algorithm
with DRQN only. Performances are evaluated according to the average expected return
received by all the agents with 5 seeds and the shaded areas in the graphs are the variance.

5.2 Experimental Results and Analysis

In this subsection, we will mainly show our experimental results on the three scenarios
mentioned above. We conduct experiments on the three tasks and test the learning curve
performance within 800k steps. Results of QMIX and IQL only, which represent CTDE
and non-CTDE algorithms, and our prompting QMIX and IQL are shown.

Env timesteps QMIX(T) QMIX(P) QMIX

5k -156.18± 7.56 −157.79± 9.44 −160.66± 11.22
Spread 50k -120.95± 2.18 −154.91± 35.93 −143.07± 31.76

300k −114.60± 3.28 −120.04± 4.01 −125.88± 20.65
700k −114.05± 2.46 −123.99± 6.54 −119.47± 19.21

5k 40.61± 8.72 11.80± 3.05 10.72± 2.62
Tag 50k 44.72± 9.32 11.85± 2.16 12.04± 4.49

300k 114.94± 57.14 22.50± 3.76 20.84± 7.13
700k 153.83± 20.12 49.52± 13.66 56.05± 8.03

5k -57.81± 5.73 −108.98± 8.71 −84.38± 9.92
Reference 50k -51.57± 5.56 −70.32± 24.68 −60.95± 12.90

300k −47.55± 3.80 −49.80± 16.27 −51.95± 6.10
700k −41.61± 1.21 −41.50± 3.49 −46.68± 6.45

Average - -29.19± 10.59 −60.97± 11.81 −57.78± 11.71

Table 1: (1/2) Cumulative returns of the two algorithms on four training time steps based
on three different environments. The average values and the variances are calculated among
5 different seeds. Among the three environments, higher scores indicate higher performance.
Additionally, higher variances represent larger exploration ability during the training pro-
cess yet lower stability after an algorithm converges.

Table 1 and Table 2 show the cumulative returns of IQL, QMIX, prompting IQL, and
prompting QMIX with two variants on the three scenarios. In the table, (T) is an abbrevi-
ation of Tree and (P) is short for Pool implementation variants. We also show the results
on 5k, 50k, 300k, and 700k time steps, in which 5k and 50k represent early training steps
and 700k time step refers to convergence performance. Compared with QMIX and IQL
only, in the three environments our proposed prompting QMIX achieves 7 top scores. Our
proposed prompting IQL achieves 5 top scores. The average performance is calculated and
shows the outperformance of our framework.
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Env timesteps IQL(T) IQL(P) IQL

5k −173.11± 19.56 −176.69± 41.32 −214.48± 6.36
Spread 50k −124.44± 2.97 −198.79± 46.88 −210.68± 48.02

300k -112.89± 2.77 −189.38± 42.42 −166.16± 50.91
700k -110.53± 3.43 −112.14± 3.26 −113.05± 2.49

5k 38.81± 3.91 11.14± 3.43 9.71± 3.35
Tag 50k 46.10± 7.63 11.29± 2.47 12.10± 3.09

300k 79.88± 11.84 20.61± 6.96 22.50± 3.77
700k 95.38± 18.37 28.71± 10.18 31.73± 10.86

5k −66.30± 3.97 −102.65± 36.72 −101.76± 12.10
Reference 50k −64.38± 7.37 −118.67± 33.55 −116.06± 52.00

300k −56.42± 5.04 -42.79± 3.62 −45.40± 2.75
700k −51.41± 1.42 -38.45± 3.18 −50.81± 55.75

Average - −41.61± 7.36 −75.90± 19.50 −78.53± 20.96

Table 2: (2/2) Cumulative returns of the two algorithms on four training time steps based
on three different environments.

Figure 4 shows the learning and testing curves for prompting QMIX (orange), prompting
IQL (blue), QMIX(red), and IQL (green) on Spread, Reference, and Tag environments.
The x-axis represents the overall execution time steps (800k) and the y-axis is the expected
accumulated rewards in an episode.

According to the results of Spread and Reference experiments in Figure 4 and conver-
gence proof described above, all the methods with and without contextual prompting reach
the final performance of baseline algorithms after their convergence. In the Tag environ-
ment, QMIX and IQL methods are on their way to convergence. However, results show
that our approach converges much faster than those without prompting. In the Spread
environment, our prompting QMIX and prompting IQL with tree implementation spend
less than 20k and 50k time steps to converge, but QMIX and IQL need 600k time steps. In
the Reference task, our approach takes 80k time steps but QMIX and IQL need about 300k
time steps to converge. In the Tag environment, our approach outperforms the baseline
algorithms in terms of final performance as well as convergence speed. Additionally, the
expected returns of our approach at 5k, 50k, 300k, and 700k are higher than MARL baseline
algorithms as shown in Table 1.

The reason for the bad performance of IQL is essentially that agents learn individual
policies from their own observations without collaboration. Two agents might collide with-
out cooperation, resulting in reward deduction even though they are on the correct path.
QMIX algorithm instead reaches the best performance in most environments, however, the
monotonic assumption of QMIX also constrains the performance when minus rewards are
given. QMIX is suitable for fully cooperative scenarios instead of competitive scenarios.
According to the learning curves of QMIX, the performance drops when a new initial state
appears and an increment of agent number will make this phenomenon more severe.

In contrast, the reason for the faster convergence speed of our algorithm is that our
supervised predictor generates action according to historical trajectories, which restricts
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(a) spread training curve (b) spread testing curve

(c) tag training curve (d) tag testing curve

(e) reference training curve (f) reference testing curve

Figure 4: Training and testing curves of our framework with QMIX and IQL in the three
scenarios.

the exploration spaces at early time steps. For most of the partially observable scenarios,
actions chosen at early stages have a lower influence on the latter results, and actions chosen
at late time steps mostly determine the final result. Therefore, the tree-based supervised

16



Boosting Multi-agent Reinforcement Learning via Contextual Prompting

model has the ability to quickly eliminate the initial unimportant action sequences. Based
on policies learned from these past experiences, policy improvements will be iterated and
converge more quickly than purely data-driven algorithms. Additionally, the MCT2 can act
as a centralized training paradigm to overcome the independency of IQL during the training
process, such that our prompting IQL method also reaches higher performance.

5.3 Ablation Studies

In ablation studies, we conduct experiments on the following three aspects, different scales
of action space including single-agent compatibility, two variants of our prompting imple-
mentation, and different hyper-parameters of switch function thresholds.

5.3.1 Different Scales on Action Space

We test our approach on large-scale action space scenarios. We conduct our experiment
on Spread environment with 3 to 50 agents whose size of action space is from 53 to 550

(roughly 102 to 1035). We implement QMIX algorithm and our prompting QMIX algorithm
for comparison and the testing learning curves of these two algorithms, shown in Figure
5a. Meanwhile, we restrict the maximum number of time steps to 1M so that the training
should be terminated once the maximum time step is reached. In the experiment on each
number of agents, we conduct our experiment with 5 seeds and the final performance is the
average performance among the 5 experiments.

(a) (b)

Figure 5: (a) Individual final performances on 3-50 agents. (b) The testing curve of our
contextual prompting DRQN and DRQN algorithm in Spread scenario with 1 agent.

To test the compatibility of single-agent RL scenarios of our approach, we define the
number of agents to 1 in the Spread environment. Then QMIX algorithm for MARL will
naturally reduce to the DRQN algorithm for single-agent RL when the mix network is
disabled. The learning curves for our prompting DRQN and DRQN are shown in Figure
5b.
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According to Figure 5a, as well as Figure 10, 11, 12, 13, we compare our framework
with QMIX algorithm with the action space settings from 53 (roughly 102) to 1035. Results
show that our approach is able to achieve acceptable results within 200k time steps and
converge within 600k time steps. Additionally, increasing the number of agents or the size
of the action space does not affect the final convergence performance. Based on the trend
of the convergence curve, predictions can be made that in the tasks with action space larger
than 1035, our approach still has the possibility of converging within 1M time steps.

In contrast, the convergence speed for QMIX algorithm is far lower than our framework
has. In Figure 10, 11, 12, 13, QMIX algorithm can converge to optimal policies when the
action space is small, and when the action space is large, QMIX can only converge to sub-
optimal policies in limited time steps. Assumptions can be made that algorithm QMIX
will eventually converge to optimal after an enormous number of time steps, so QMIX is
still on its convergence way within 1M time steps. As the increment of the action space,
QMIX takes more time steps for initial exploration, which slows down the convergence
speed. According to the increasing trend of the convergence curve, QMIX algorithm has
already possessed the risk of non-convergence when the action space is larger than 105.

As for continuous action space problems, referring to the previous results, any mech-
anism that discretizes continuous space can be applied to our framework. To test the
compatibility of single-agent RL scenarios of our approach, we define the number of agents
to 1 in the Spread environment. Then QMIX algorithm for MARL will naturally reduce to
the DRQN algorithm for single-agent RL when the mixing network is disabled. The learning
curves for DRQN and prompting DRQN are shown in Figure 5b. Compared to MARL en-
vironments, single-agent environments possess much smaller action spaces and more stable
environment dynamics, so empirically, our framework will also work in single-agent settings.
Results in Figure 5b also show that in single-agent RL settings, our proposed framework
can still achieve faster convergence speed with competitive cumulative returns.

5.3.2 Tree vs Pool

To test the functionality of tree implementation, we implement a variant of the trajectory
pool. The trajectory pool is the replay buffer that stores data generated from RNN-based
algorithms in pymarl codebase. The trajectories for training the contextual predictor are
randomly sampled from the replay buffer instead of sampled from the MCT2. The loss is
calculated according to the equation 10 by the randomly selected sequence of transitions.
The ablation results are shown in Figure 6

Figure 6 shows the learning curves of the prompting tree and prompting pool imple-
mentation, in which the plugin algorithms are QMIX and IQL. The scenario is Spread with
3 agents. T is short for tree and P is short for pool implementation. The x-axis represents
interaction time steps and the y-axis stands for the accumulated reward.

As described in the previous section, we implement two trajectory models, trajectory
pool and tree in the contextual prompting framework. According to the experimental results
in table 1, the average returns of IQL and QMIX with MCT2 are higher than those with
trajectory pool. In the 12 results, QMIX with tree implementation achieves 7 top scores,
IQL with tree implementation achieves 3 top scores, and IQL with pool implementation
achieves only 2 top scores. Therefore, according to our empirical experimental results,
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(a) (b)

Figure 6: Ablation study of tree implementation and pool implementation on promoting
QMIX and IQL on Spread environment with 3 agents.

conclusions can be made that the trajectory tree is more proper to be integrated into our
framework than the trajectory pool.

Due to the fact that our contextual predictor model classifies the action and predicts
the next observation, the optimality of the action in a transition will influence the quality
of our predictor model. The trajectories selected from the pool are based on the rank of
their returns, however, the high return cannot represent the optimality of the actions in all
transitions along that trajectory. Additionally, in one trajectory with high return, agents
are probable to choose actions with high instant rewards but low transition possibilities. In
this way, the predictor model is trained by these transitions with low accessible probability.
The trajectory predictor will always generate high-risk actions and wrong observations.

In contrast, in trajectory tree implementation, trajectories are sampled from the root
node to leaf nodes according to greedy PUCB calculation. As opposed to the pool imple-
mentation that samples from real trajectories in the replay buffer, our tree implementation
samples observations and actions according to the branches and nodes with the largest
value. Choosing greedily according to PUCB values guarantees that each transition in one
trajectory possesses the best actions. In addition, the Q value of each node is updated
during each back-propagation process, which promotes the expectation of the Q value of
one node to its true value. Sampling with noise also prevents our predictor model from
being overfitted to certain trajectories.

5.3.3 Sequence Modeling Architecture Substitutions

The contextual predictor provides the current best actions directly and predicts the obser-
vation in the next time step. This paper applies a GRU-based neural network that is similar
to the utility network of each agent. Apart from this, other sequence modeling mechanisms
can also be applied such as transformer architecture to provide the action and observation.
Thus, we integrate a transformer module and operate an ablation experiment on the use of
sequence modeling architectures. The testing curves are shown in Figure 7
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Figure 7: Ablation study of RNN-based contextual predictor and transformer-based con-
textual predictor on the three scenarios.

In this ablation study, the RNN-based contextual predictor is implemented by GRU cells
with MLP and the transformer-based predictor consists of two-layer encoder and decoder
and four-head attention blocks. The x-axis is the interactive time steps, and the y-axis is
the average return among five seeds. The environment settings are the same as the default
settings.

According to the results shown in Figure 7, the RNN-based and transformer-based
contextual predictor implementation reaches optimal results within 800k time steps in the
Spread and Reference scenarios. In the Tag scenario, RNN-based implementation has higher
results than transformer-based implementation. Meanwhile, in each of the scenarios, the
convergence speed of transformer-based implementation is about twice lower than that of
RNN-based predictors, however, the speed is also much higher than those without promoting
modules.

The reason for the slower convergence speed of transformer-based implementation is that
the transformer provides strong prediction ability as well as large and complex network size
to tune. Compared with training a layer of GRU cells and two layers of fully connected
networks, the training time for the transformer is longer. After the transformer training
process and the exploration ratio annealing process, the predictor and the utility network
begin to take effect. Due to the fact that the restriction on the exploration process is on the
tree implementation, whether the contextual predictor is transformer-based or RNN-based
does not affect the overall acceleration functionality.

5.3.4 Switch Function Thresholds

The switch function controls which actions, actions from the utility network and actions
from contextual predictor, are selected according to the similarity of observation prediction.
The similarity is calculated by a cosine distance between the predicted and true observation
in the next time step. Therefore, we operate an ablation experiment on the choice of
hyper-parameter to find the influence of minimum similarity distance. Figure 8 shows the
experimental results.

Figure 8 shows the learning curves of the spread environment with different similarity
thresholds at layer 0 of the tree. The scenario is Spread with 3 agents, the x-axis represents
the time steps and the y-axis stands for the accumulated return.
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(a) (b)

Figure 8: Ablation study of observation similarity threshold in the switch function.

The minimum distance among observations determines the classification of an obser-
vation into a cluster and the collaborative MAC. Empirically, a larger distance tolerance
restricts the expansion process, such that the next observation predicted by the contextual
predictor can be easily grouped into some clusters. In contrast, smaller distances will widen
the branches of the trajectory tree because similar observations are regarded as different
nodes.

Results in Figure 8 show the learning performance with different minimum similarities.
Among the five hyper-parameters settings, the similarity 0.1 achieves the best performance
and quickly converges. Compared with the distance of 0.1, the learning curve of similarity
0 is still in the process of convergence, and that of 0.4 reaches suboptimal performance and
unstable performance. When the initial state changes in the training process, models with
0.3 also fail to infer optimal actions.

5.3.5 Prompting Time Steps

Apart from the PWE environment, we also validate our prompting algorithms on three
sub-tasks with three difficulties on SMAC (Samvelyan et al., 2019) environment which
needs enough coordinated explorations. The three scenarios are 1c3s5z (Easy), 3s vs 5z
(Hard), and MMM2 (Super Hard). During the training process, our proposed contextual
predictor provides an action and predicts the observation on the subsequent time step.
During the rollout process, when the predictor fails to predict the observation correctly,
the utility network will take over the decision-making process, which is the relay time step.
Therefore, we record the portion of time steps that contextual predictor takes effect with
the average length of an episode. We also analyze the influence of the dropout time step on
the performance in three scenarios. The experimental results are shown in Figure 9.

According to the task specifications of the three scenarios, 1c3s5z is an easy task that
agents need to focus fire on correct enemies, so the contextual predictor has a greater
probability of predicting correct observations. In the 3s vs 5z scenario, in contrast, agents
should walk and attack which is difficult for the predictor to predict. The average length
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Figure 9: The upper graph shows the learning curves of our prompting QMIX algorithm
and QMIX algorithm on three SMAC tasks, 1c3s5z, 3s vs 5z, and MMM2. The y-axis is
the average winning rate among 5 seeds. The lower graph shows the relay time step ratio
of our prompting QMIX algorithm on the 1c3s5z, 3s vs 5z, and MMM2 scenarios in 100k,
500k, and 1500k time steps. The y-axis is the division of the relay time step by the average
interactive time steps in an episode.

of an episode of this scenario is 100. The important way to win MMM2 is to control the
Medivac to heal the agent and protect itself. Meanwhile, the average length of an episode
is 75, so the relay ratio is also high.

Additionally, according to the trend from the graph, as the policy improvement of the
utility networks and the improvement in predicting ability of the contextual predictor, the
relay ratio becomes higher in later training time steps. Our prompting method restricts
the exploration process by prompting network in the early time steps and restores the
exploration process when the relay process occurs. Compared with the PWE environment
where agents are generated randomly in the map, the starting states of SMAC sub-tasks
are quite similar, which makes our prompting algorithms more applicable.

6. Conclusion & Future Work

In this work, we consider the problem of multi-agent system convergence with large-scale
action space. To solve the problem, we propose a framework consisting of contextual tra-
jectory tree, context predictor, and baseline MARL algorithms. We show that the usage
of trajectories sampled from our trajectory tree on the predictor can accelerate the con-
vergence speed and achieve competitive or outperforming results. Additionally, we justify
the optimality of the policy based on sampled action selections and conduct experiments
on scenarios with large numbers of agents. Experimental results indicate that our frame-
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work can be adapted to value-based MARL methods in terms of implementation and offers
significant improvements to value-based MARL methods.

Although our framework has significant improvement based on value-based MARL algo-
rithms, our framework in contrast has limited enhancement on policy-based algorithms. Our
work aims to influence the trajectory in the replay buffer so that the deep Q-networks con-
verge faster, which results in overall acceleration. However, in policy gradient algorithms,
actions are generated from policy networks, and gradients are back-propagated through the
network. The actions from the supervised predictor do not contribute to the policy network
updates. In the future, we might consider the predicted actions as counterfactual baselines
to improve the actor network.
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Appendix A. Sample-based Joint-Actions Convergence Justification

(Hubert et al, 2021) gave the following detailed proof3:

Lemma 1 If Ẑβ(s) satisfies
∑

a∈A(β̂/β)(a|s)f(s, a, Ẑβ(s)) = 1, it can be obtained that:

lim
K→∞

Ẑβ = Z

Proof 1 It is clear that limK→∞ β̂ = β. So we can calculate

1 = lim
K→∞

∑
a∈A

(β̂/β)(a | s)f
(
s, a, Ẑβ(s)

)
= lim

K→∞

∑
a∈A

f
(
s, a, Ẑβ(s)

) (13)

With the uniqueness of Z, it can be proved that limK→∞ Ẑβ = Z.

Theorem 1 Given a random variable X,

Ea∼Iπ[X | s] = lim
K→∞

∑
a∈A
Îβπ(a | s)X(s, a).

Moreover,

∑
a∈A
Îβπ(a | s)X(s, a) ∼ N

(
Ea∼Iπ[X | s], σ

2

K

)
where σ2 = Vara∼β

[
f(s,a,Z(s))

β X(s, a) | s
]
.

Proof 2
Ea∼Iπ [X(s, a) | s]
= Ea∼β[(Iπ/β)(a | s)X(s, a) | s]
= Ea∼β[f(s, a, Z(s))/β(a | s)X(s, a) | s]

= lim
K→∞

∑
a∈A

(β̂/β)(a | s)f(s, a, Z(s))X(s, a)

= lim
K→∞

∑
a∈A

(β̂/β)(a | s)f
(
s, a, Ẑβ(s)

)
X(s, a)

= lim
K→∞

∑
a∈A
Îβπ(a | s)X(s, a)

(14)

Based on the above, we can obtain the corollary:

lim
K→∞

Îβπ = Iπ

by usingX(s, a) = 1(a)4 , with Iπ(a | s) = Ea∼Iπ[1(a) | s] and Îβπ(a | s) =
∑

b∈A Îβπ(s, b)1(a).

3. In the referenced paper, you can see a more detailed proof.
4. 1(a) means the Indicator function
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Appendix B. Convergence speed on large-scale action spaces

We show the rest of the graphs when the number of agents ranges from 3 to 50.

Appendix C. Sampled action size

In the above section, we have proved the guarantee that learning through sampled joint
actions will also converge to optimal policies. In this subsection, we conduct experiments
in which the number of sampled choices is varied. In the tree-based model, the number
of sampled actions is controlled by the maximum number of branches a node can have.
Therefore, we choose 10, 15, 20, 25, and 30 branches as candidate hyper-parameters and
analyze the influence of sampled amounts. The experiment environment is the Spread task
with 3 agents. The full joint-action space of this task is 53. Each agent may choose an
action from stopping and moving in four directions.

According to Figure 14, the learning curves of different sampled action sizes finally
reach optimal performance, which also supports the conclusion that policies generated by
sample-based joint action can be projected to optimal policies. Meanwhile, different sizes
of samples only contribute to the convergence speed instead of the final performances.

Appendix D. Computational Overhead

Apart from the original MARL algorithms implementation, QMIX for instance, our pro-
posed method needs additional computational overhead on the cluster methods, generating
the MCT2, selecting the nodes with maximum value, and training a contextual predictor
network. Compared with the multi-threading rollout process and the time-consuming ac-
tions mentioned above, the time consumption on the calculation of observation similarity
and judgment of the relay process can be ignored.

Theoretically, the time complexity of clustering methods depends on the specific algo-
rithm used. For example, in this paper, we use the KMeans clustering method and its time
complexity is O(n × K × I × f), where n is the number of points and calculated by the
multiplication of sampled trajectories from the replay buffer and the sequence length of
each trajectory. K is the pre-defined number of clusters. I is the number of EM iterations
and is predefined to 100. f is the number of attributes that is the sum of the length of the
observation vector per agent. In addition, the time complexity of DBSCAN is O(n log n),
which is much larger than that of KMeans when the number of points becomes large.

As for the MCT2, the time complexity is similar to MCTS. The establishment of the
MCT 2 is the traverse on the observations and reflecting the observations into cluster IDs,
so the time complexity is O(n × K), in which n is the total number of points depending
on the number of trajectories and the sequence length, K is the time of calculating the
nearest neighborhood to assign cluster-ID. The time complexity of sampling trajectories
from MCT2 is O(c× k × d), in which c is the maximum number of children a parent node
has and in this paper is a hyper-parameter. k is the number of sampled trajectories and d
is the depth of the tree, also the length of the trajectories.

In summary, computational overhead depends on the following controllable parameters
including the number of trajectories for establishing the MCT2, the maximum length of a
trajectory, the time interval to destroy and reconstruct the MCT2, the predefined maximum
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Figure 10: (1/4) The learning curves for experiments inside which the agent number is
from 3 to 17. Orange lines are our proposed prompting QMIX implementation and the blue
lines are QMIX from pymarl implementation. The x-axis is the time steps and the y-axis
is the cumulative return of the Spread environment.
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Figure 11: (2/4) The continued graphs following Figure 10. The learning curves for ex-
periments inside which the agent number is from 18 to 32. Orange lines are our proposed
prompting QMIX implementation and the blue lines are QMIX from pymarl implementa-
tion. The x-axis is the time steps and the y-axis is the cumulative return of the Spread
environment.
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Figure 12: (3/4) The continued graphs following Figure 11. The learning curves for ex-
periments inside which the agent number is from 33 to 47. Orange lines are our proposed
prompting QMIX implementation and the blue lines are QMIX from pymarl implementa-
tion. The x-axis is the time steps and the y-axis is the cumulative return of the Spread
environment.
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Figure 13: (4/4) The continued graphs following Figure 12. The learning curves for ex-
periments inside which the agent number is from 48 to 50. Orange lines are our proposed
prompting QMIX implementation and the blue lines are QMIX from pymarl implementa-
tion. The x-axis is the time steps and the y-axis is the cumulative return of the Spread
environment.

Figure 14: The learning curve of the spread environment with different sample sizes. The
experiment hyper-parameters follow the default parameters.

sampled action space, the batch size for training the contextual predictor, and the time
interval for training the predictor. Empirically in this paper, with the help of accelerating
packages and the choice of hyper-parameters, the overall time used by our framework is
twice larger than that of original MARL algorithms. However, our framework is able to
converge to the performance of baseline algorithms much faster than the original algorithms.

Appendix E. Hyper-Parameters for Experiments

The experiments are mainly conducted on Spread, Tag, and Reference sub-tasks in particle
world environments. Due to the fact that the observation spaces of each agent vary in
different sub-tasks and the feature values also represent different meanings with different
ranges, calculating the minimum observation similarity is difficult. Meanwhile, the number
of agents also affects the similarity distance because we use the concatenation of observations
as nodes in the trajectory tree. Therefore, we use different hyper-parameters in each sub-
task. The hyper-parameters are shown in Table 3.
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Table 3: Hyper-parameters in experiment tasks

Parameters Spread Tag Reference

minimum observation similarity 0.1 0.1 0.1
sample width 15 15 15
prune width 7 7 7
trajectory depth 25 20 25
prune depth 13 10 13
sample interval 400 400 400
λ 1/n 1/n 1/n

Except for the hyper-parameters described in the table, the parameters for algorithm
QMIX and IQL as well as those including replay buffer size, learning rates, and the opti-
mizer are the default values provided by pymarl code base. The environment configuration
we use is qmix beta and iql beta settings. Other hyper-parameters like episode limit are
also the default setting introduced by the petting-zoo environment. Note that the minimum
observation similarity in the table is the number in detail, this parameter in fact in exper-
iments is dynamically reduced according to the maximum distance from the observation
in a cluster with the center observations. Additionally, the minimum observation similar-
ity control is also decayed by the depth of the trajectory tree. Empirically speaking, the
similarity control should be tightened as the simulation processes are near the termination
goals.
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