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Abstract

The dynamic Schrédinger bridge problem seeks a stochastic process that defines a transport
between two target probability measures, while optimally satisfying the criteria of being
closest, in terms of Kullback-Leibler divergence, to a reference process. We propose a novel
sampling-based iterative algorithm, the iterated diffusion bridge mixture (IDBM) procedure,
aimed at solving the dynamic Schrédinger bridge problem. The IDBM procedure exhibits
the attractive property of realizing a valid transport between the target probability measures
at each iteration. We perform an initial theoretical investigation of the IDBM procedure,
establishing its convergence properties. The theoretical findings are complemented by
numerical experiments illustrating the competitive performance of the IDBM procedure.
Recent advancements in generative modeling employ the time-reversal of a diffusion process
to define a generative process that approximately transports a simple distribution to the data
distribution. As an alternative, we propose utilizing the first iteration of the IDBM procedure
as an approximation-free method for realizing this transport. This approach offers greater
flexibility in selecting the generative process dynamics and exhibits accelerated training and
superior sample quality over larger discretization intervals. In terms of implementation, the
necessary modifications are minimally intrusive, being limited to the training loss definition.

Keywords: measure transport; coupling; Schrédinger bridge; iterative proportional fitting;
diffusion process; stochastic differential equation; score-matching; generative modeling.

1. Introduction

Generating samples from a given distribution is a central topic in computational statistics
and machine learning. In recent years, transportation of probability measures has gained
considerable attention as a computational tool for sampling. The underlying concept entails
generating samples from a complex distribution by first obtaining samples from a simpler
distribution and subsequently computing a suitably constructed map of these samples
(El Moselhy and Marzouk, 2012; Marzouk et al., 2016). Let us consider the following
definition: given two probability measures I' and Y, a transport from I' to T is defined as
a map h(X,e), where ¢ is an independent auxiliary random element, such that if X ~ T
(i.e., X is distributed according to I'), then Y = h(X,¢) satisfies Y ~ Y. This broad
definition encompasses both deterministic and random transports and includes a wide range
of sampling methods, such as Markov Chain Monte Carlo (Brooks et al., 2011), normalizing
flows (Papamakarios et al., 2021), and score-based generative modeling (Ho et al., 2020; Song
et al., 2021).
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To narrow down the extensive class of possible transports, we can identify the optimal
transport according to a suitably chosen criterion. This paper addresses a more generalized
version of the optimization problem initially posed by Schrodinger in 1931 (Léonard, 2014b).
In this context, both I' and YT are defined on the same d-dimensional Euclidean space. The
optimization space comprises d-dimensional diffusion processes on the time interval [0, 7],
constrained to have initial distribution I' and terminal distribution Y. Optimality is achieved
by minimizing the Kullback-Leibler divergence to a reference diffusion process. The optimal
map Y = h(X,¢) is thus obtained by defining ¢ as the d-dimensional Brownian motion on
[0, 7] which drives the optimal diffusion process started at X, with terminal value Y. This
seemingly intricate procedure of defining a transport is of practical relevance. When the
reference diffusion is given by a scaled Brownian motion oW, for some o > 0, (X, h(X,¢))
solves the Euclidean entropy-regularized optimal transport (EOT) problem (Peyré and
Cuturi, 2020, Chapter 4) for the regularization level 202. EOT provides a more tractable
alternative to solving the optimal transport (OT) problem. However, in high-dimensional
settings, solving the EOT problem remains challenging. The dynamic formulation, achieved
by inflating the original space where I' and YT are supported so that they correspond to the
initial-terminal distributions of a stochastic process, is essential to recent computational
advancements in these demanding settings. Specifically, Bortoli et al. (2021); Vargas et al.
(2021) rely on a time-reversal result for diffusion processes to implement sampling-based
iterative algorithms aimed at solving the dynamic Schrodinger bridge problem.

1.1 Our Contributions

In this work, we begin by reviewing the theory of Schrodinger bridge problems in their various
forms, as well as the approaches developed by Bortoli et al. (2021); Vargas et al. (2021). We
establish that sampling-based time-reversal approaches suffer from a simulation-inference
mismatch. Specifically, at each iteration, samples from the previous iteration are utilized to
infer a new diffusion process, but relevant regions of the state space can be left unexplored.
This issue is particularly prominent in scenarios characterized by a low level of randomness in
the reference process. This is problematic when the goal is to solve the OT problem: for the
EQOT solution to closely approximate the OT solution, the scale o of the reference diffusion
ocW; must be small.

The primary contribution of this work is the development of a novel sampling-based
iterative algorithm, the IDBM procedure, for addressing the dynamic Schrodinger bridge
problem. We begin by noting that the problem’s solution, i.e. the optimal diffusion process,
can be represented as a mixture of diffusion bridges, with the mixing occurring over the
bridges’ endpoints. In general, processes constructed in this manner are not diffusion
processes (Jamison, 1974, 1975). The IDBM procedure involves the following iterative
steps: (i) constructing a stochastic process as a mixture of diffusion bridges such that its
initial-terminal distribution forms a coupling of the target probability measures I" and Y; (ii)
matching the marginal distributions of the stochastic process generated in (i) with a diffusion
process; (iii) updating the coupling from step (i) with the initial-terminal distributions of the
diffusion obtained in step (ii). The diffusion process of step (ii) is inferred based on samples
from the stochastic process of step (i). Crucially, as both processes share the same marginal
distributions, no simulation-inference mismatch occurs. In this study, we conduct an initial
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theoretical examination of the IDBM procedure, establishing its convergence properties
toward the solution to the dynamic Schrédinger bridge problem. Additionally, we carry
out empirical evaluations of the IDBM procedure in comparison to the IPF procedure,
highlighting its robustness.

The recent advancements in score-based generative approaches (Song et al., 2021; Rombach
et al., 2022) have demonstrated remarkable generative quality in visual applications by
leveraging the time-reversal of a reference diffusion process to define the sampling process.
To elaborate further, the reference diffusion’s dynamics are selected based on a decoupling
criterion, which requires the process’s terminal value to be approximately independent of
the process’s initial value. The reference process’s initial distribution is assumed to be the
empirical distribution of a dataset of interest, or a slightly perturbed version of it. The time
reversal of the reference diffusion, complemented by a dataset-independent initial distribution,
defines the sampling process. In this work, we propose to utilize the first iteration of the
IDBM procedure as an alternative method of defining a sampling process targeting a dataset
of interest. Under this proposal, the reference diffusion’s dynamics are no longer constrained
by decoupling considerations. We conduct an empirical evaluation of the resulting transport,
demonstrating its competitiveness for visual applications in comparison to the approach of
Song et al. (2021). Remarkably, the proposed approach exhibits accelerated training and
superior sample quality at larger discretization intervals without fine-tuning the involved
hyperparameters. From a practitioner standpoint, implementing the proposed method
requires minimal changes, which are confined to the training loss definition.

1.2 Structure of the Paper

The paper is structured as follows. In Section 2 we introduce the Schrédinger bridge problem
in its various forms, the IPF procedure, its time-reversal sampling-based implementations
for the case of a reference diffusion process, and score-based generative modeling. The
IDBM procedure, its convergence properties, and suitable training objectives are presented
in Section 3. In Section 4 we define the class of reference stochastic differential equations
(SDE) considered in the applications, which are carried out in Section 6. Section 5 discusses
relevant connections and Section 7 provides concluding remarks for the paper. Proofs,
auxiliary formulae and visualizations, code listings and a table summarizing the notation
used throughout this work are deferred to the Appendices.

1.3 Notation and Preliminaries

In light of the methodological focus of the present work, we refrain from discussing some of
the more technical aspects. The excellent treatises by Léonard (2014b,a) provide a formal
account of the preliminaries discussed below and of the developments of Section 2.1. To aid
the reader, a summary of the main notation is provided in Table 3 (Appendix E).

All the stochastic processes we are concerned with are defined over the continuous time
interval [0, 7], have state space R?, and are continuous, for some constants 7 > 0 and d > 1.
A realization of a stochastic process, or path, is an element x € C([0, 7], R%), the space of
continuous functions from [0, 7] to R

We denote each probability measure (PM, or distribution, law) with an uppercase letter.
For a PM P, X ~ P denotes that X is a random element with distribution P. Let n > 1 and
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t1,...,tn € [0,7]. We denote the collection of PMs over C([0, 7], R?) with P¢ and the collection
of PMs over R¥*™ with P,,. When P € P, admits a density with respect to the Lebesgue
measure on R?*" we denote this density with the same lowercase letter (here p). For P € Pe,
we denote with P, ¢, € Py, the marginalization of P at t1,...,t, and with Py;, ;. € Pc the
conditioning of P given the values at times ¢1, ..., t,. More explicitly, if X ~ P € P¢, we have
Py, (A1, Ay) = Pr[Xy, € Ay, Xy, € A and Py, 4, (Alzy, ..o 2n) = Pr[X €
Al Xy, =x1,..., Xy, = xp]. A path PM can be defined via a mixture: if ¥ € P, and P € P,
let Q = WPy, 4, stand for Q(A) = [ Py, 4. (Alz1,...,2,)¥(dx1,. .., dxy). Thatis, Q is
obtained by pinning down X ~ P at times t1,...,t,, and taking a mixture with respect to ¥
over the pinned down values. With this notation, the marginal-conditional decomposition of
PePcisP="F,  t,Peu,. 1. I P,Q € Pc, and P is absolutely continuous with respect to
Q (P < Q) with density (dP/dQ)(z), the marginal-conditional decomposition of (dP/dQ)(z)
is (dP/dQ)(x) = (dP4,...tn/dQuy,...1,) (Ttys - - s T1,) X (APoyty . 4,/ AQelty ...t (X))

Given two PMs I', T € Py, we define Pe(T', T) C Pe as the collection of PMs having T" as
initial distribution and T as terminal distribution. Hence, P € P¢(I", T) transports ' to T
(Py=T,P; =7), while its time reversal transports T to I'. We write P¢(T", -) when only
the initial distribution is fixed, and P¢(-, Y) when only the terminal distribution is fixed.
We define P(T', T) C P, as the collection of PMs with prescribed marginal distributions T’
and Y, i.e. the collection of couplings between I" and Y. We write Pa(T, -) (P2(-,T)) when
only the first (second) marginal distribution is fixed. For P € Pa, we write Py, Pr to denote
respectively the first and second marginal, and denote the conditional distributions with Pyq
and P, ;. With this notation, for P € Pc U Py we have P = PyPyjg = Pr Py,

We write U(0, 7) for the uniform distribution on (0, 7), Ng(u, X) for the d-variate normal
distribution with mean p € R? and covariance ¥ € R¥*?¢. We write X; ~ P to denote that
each random elements X; is independent and identically distributed according to a PM P.
For S, R two PMs on the same space, the Kullback-Leibler (KL) divergence from S to R is
defined as Dk (S || R) == Eg[log(%)] whenever S < R, 400 otherwise.

We denote identity matrices with I, and transposition of a square matrix A with AT. We
use the notation [A]; and [A]; ; to denote indexing respectively of a vector and of a matrix.
The Euclidean norm of a vector V' is denoted by ||V||.

If X ~ P € Pc, we denote the time reversal of X with X, that is X; :== X, (¢t € [0,7]).
The time reversal of P itself is defined as P[A] .= P[A], A == {x : 2,4 € A}, so that X ~ P.
Note that Ep[f(X)] = Ep[f(X)] for any integrable f : C([0,7],R%) — R. Thorough the
paper we set t =7 —t.

Without further mention, all SDE drift coefficients are assumed to be R%-valued and
all SDE diffusion coefficients are assumed to be R%*?-valued. Most SDEs, and associated
diffusion solutions, are denoted with the same letter X. To avoid ambiguity, we clearly
denote the corresponding probability laws. Similarly, we denote most R%valued standard
Brownian motions with W. It is understood that all Brownian motions driving different
SDEs are independent nonetheless.

2. Schrodinger Bridge Problems

In Section 2.1 we review the theory of Schrédinger bridge problems in both dynamic and
static formulations. We initially consider the generic setting of continuous stochastic processes



DIFFUSION BRIDGE MIXTURE TRANSPORTS

before specializing to the case of a diffusion reference measures. In Sections 2.2 and 2.3, we
discuss the classical iterative algorithm employed in the numerical solution to Schrédinger
bridge problems, focusing on recent contributions that rely on a time reversal argument for
diffusion processes. Throughout our discussion, we adopt a path space, or continuous-time,
perspective. This perspective not only provides clarity but also highlights the connection
with a sequential estimation problem for diffusion processes. For the sake of completeness,
we review the basics of simulation and inference for SDEs in Section 2.4. Finally, in
Section 2.5, review score-based generative modeling, emphasizing its connections to the
dynamic Schrédinger bridge problem.

2.1 Dynamic, Static and Half Versions

For I',T € P and R € Pc, the solution to the dynamic Schrédinger bridge problem (Sqyn)
is given by

S*(T,Y,R,Pc) = argmin Dgr(S || R).
SePe(T,T)

(Sayn) seeks a stochastic process transporting an initial distribution I" to a terminal distribution
T, while achieving minimum Kullback-Leibler (KL) divergence to the reference law R. For a
given S € Pe, S < R, the marginal-conditional decompositions for PMs and densities give

. dSO,T dSo|O,T
Dru(SIIR) = E [ 5 [log (dRO,T (xo’xT)dR.‘OJ <$>)H
= Dir(Sor || Ror) + S]OE [D1(Sej0,r | Rejo,7)]- (1)

The second term of (1) is minimized by Sf‘oj(f‘, Y, R,Pc) = Ra,r, independently of I', T,
yielding the representation of S*(T', T, R, P¢) as a mixture of the reference process pinned
down at its initial and terminal values. The mixing distribution S§ ; (I, Y, R, Pc) over the
initial and terminal values minimizes the first term of (1), i.e. it solves a specific instance of
the following problem.

For I'; T € P; and B € Ps, the solution to the static Schrodinger bridge problem (Sgta)
is given by

S*(T',T,B,Ps) == argmin Dg(C | B).
CeP(T,Y)

(Ssta) differs from (Sqyn) in the optimization space: Py instead of Pc. With this notation,
S&T(F, T,R,Pc) =S5*(I',Y, R+, P2), the solution to (Ssa) for B = Ry . The solution to
(Sdyn) is then S*(I', T, R, Pc) = S*(I', T, Ro 7, P2) Rejo,- Vice versa, if S*(T', T, R, Pc) solves
(Sdyn), then S(’)“’T(F, T, R, Pc) solves (Sgta) for B = Ro . From this point onward, (Sgta) is
always understood to be associated to the corresponding (Sqyn), i.e. we will only consider
(Ssta) for B = Ry -. It established in Riischendorf and Thomsen (1993) that, if there is a
C € Py(I', T) such that Di,(C || Ro,r) < 00, then (Ssta) admits a solution, which is unique.
This hypothesis is assumed to hold thorough the paper.

We introduce an additional axis among which to classify Schrodinger bridge problems,
covering both dynamic (Hgyn) and static (Hga) variants jointly for conciseness. Thus, let P
be either P¢ (case of (Hgyn)) or P2 (case of (Hgta)). For I'Y € Py, Q € P, the solutions to
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the forward and to the backward Schrodinger half bridge problems are respectively given by

S*(T, -,Q,P):= argmin Dg(H || Q),
HeP(T,-)

S*(+,Y,Q,P) = argmin Dgr(H | Q).
HeP(-,Y)

In contrast to (Sayn) and (Sta), only one of the marginal conditions is enforced. The forward
and backward half bridge problems admit simpler solutions which form the basis of the
developments of Section 2.2. Proceeding as in (1), it can be established that for H € P such
that H < @

Drr(H || Q) = Drr(Ho || Qo) + }EJ[DKL(H.m | Qao)]

= DKL(HT H QT) + EE[DKL(HOV H Qo|7’)]a

from which we obtain the half bridge solutions S*(T', -, Q,P) = I'Qq9 and S*(-,T,Q,P) =
YQ,|;- That is, one of the endpoint (or marginal, for (Hga)) distributions of Q = QoQajo =
(Qr Qa7 is replaced by one of I', T while keeping the associated conditional distribution of ¢
constant. In the case of (Hqyn), it thus suffices to propagate the initial (terminal) distribution
[ (T) through the forward (backward) dynamics of Q: Qa0 (Qalr)-

Ry plays a minor role in (Sgyn). From (2) applied with @ = R, H € P¢, either Ry is such
that (Sqyn) do not admit any solution (when Dg (S || R) = +oo for every S € Pe(I', 1)), or
the solution to (Sgyn) exists, is unique, and is independent of Ry. This work is concerned
with the case where R is given by the solution to a d-dimensional SDE, i.e. a diffusion process
(Oksendal, 2003; Friedman, 1975). We consider the following reference SDE, with initial
distribution I' (without loss of generality),

(2)

dXt = ,MR(Xt’t)dt + O-R(Xtat)thv te [07 7-]7

Xy ~T. (3)

Thorough the paper, it is assumed that (3) admits a unique (weak, non-explosive) solution,
whose law defines the reference law R = I'R,|o. It is also assumed that R < R° where R° is
the law of the unique solution to (3) with pr(z,t) = 0, and that Xr(z,t) = ogr(z, t)op(x,t)"
is invertible. These are mild assumptions. The law R,|o only depends on the drift coefficient
f(x,t) and on the diffusion coefficient op(x,t).

In concluding this section, it is noteworthy that solving (Sgta) is equivalent to solving
a corresponding EOT problem. We seek a solution S*(I', T, Ry », P2), and for the sake of
simplicity we examine the case where I', T, Ry » and C' € Po(I', T) all admits densities with
respect to Lebesgue measures. Therefore,

S*(I', Y, Ror, P2) = argmin E[—logr,o(X-[Xo)] + H(C).
cepy(I, 1) C

Here H(C) = E¢[log ¢(Xo, X;)] is the entropy of C. Given the same assumption, we consider
a cost function x(z,y) : RY x R? — R and two target marginal distributions I', T of interest.
The solution to the EOT problem with regularization € > 0 is then defined as

EOT*(I',Y,k,¢e) = argmin E[k(Xo, X;)] +cH(C). (4)
cepy (1) C

6
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By judiciously selecting the reference measure R, it becomes feasible to solve a corresponding
EOT problem of interest. For example, if R is associated to dX; = odW; for a scalar o > 0,
then S*(T, Y, Ry, Pa) = EOT*(T, Y, ||z — y|*,20%). Consequently, S*(T, T, Ro,r, P2) is
the solution to the Euclidean EOT problem for regularization ¢ = 202. The arguments
presented here carry over to the more generic measure-theoretic setting (Peyré and Cuturi,
2020, Remark 4.2).

2.2 Iterative Proportional Fitting (IPF)

The main tool employed in the numerical solution to (den) and (Sgta) is an iterative procedure,
known in the literature under a variety of names. In (Sg,), when I' and T admit Lebesgue
densities y(-) and v(-), the term Fortet iterations (Fortet, 1940) is used. Instead, when T
and Y concentrate all mass on a finite set of values, the term iterative proportional fitting
procedure (Deming and Stephan, 1940) is used. In the same setting, due to the equivalence
between (Sga) and EOT, the same procedure is also known as Sinkhorn algorithm. Finally,
the term IPF can be used in the context of the measure-theoretic formulation of Ruschendorf
(1995), including the dynamic version (Sqyn) (Bernton et al., 2019). In this work, we utilize
the IPF term.

Algorithm 1 IPF
Input: I', T, Rg, 1
Output: {F®}7,
. FO TRy
:fori=1,...,ndo

1

2

3: if 7 is even then

& FO LT F.(fo_l) > forward IPF
5. else

6 FO) ’I‘F.(r:l) > backward IPF
7. end if

8: end for

For (Ssta) or (Sdyn), the IPF procedure (Algorithm 1) is obtained by iteratively solving
the forward and backward half bridge problems starting from the reference measure R. More
precisely, let P be either Pc or Py, R € P, I',;'T € Py, and assume that R = I'R,g. The
IPF procedure is defined by the iterates F(O) = R = §*(T", ., R, P), F() = §*(-, T, FO),P),
F® = 85T, ., FM P), and so on. Under appropriate conditions (Ruschendorf, 1995), the
PMs F®) associated with the TPF iterates of Algorithm 1 converge in total variation (TV)
metric and in KL divergence to S*(I', T, R, P) as ¢ — oco. Note that our choice of indexing of
the IPF iterations differs from the prior literature, where indexing starts from 1. In this work,
indexing reflects the number of learning problems that needs to be solved in order to produce
samples from the corresponding IPF iteration. As simulation from (3) is in general feasible
(Section 2.4), and can be carried out exactly for the specifications of interest (Section 4), no
learning is required to produce samples from FO),
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For (Sdyn), and specifically for the case of a reference diffusion law R, Bortoli et al. (2021);
Vargas et al. (2021) introduce implementations of Algorithm 1 that rely on a time reversal
result for diffusion processes (Anderson, 1982). Let X be the d-dimensional diffusion process
with law P € P arising as unique solution to the SDE

dXt = ,U,(Xt, t)dt + O'R(Xt, t)th, t e [O, T], (5)
Xo~ P

Under suitable conditions, the time reversed process X; := X,_; is still a diffusion process,

associated to the SDE

dyt = ’U(Yt,t)dt + O'R(Yt,t)th, tc [0,7’],
v(x,t) = —p(x,v) + V- Bg(x,t) + Xg(x,t) V, log pe(z), (6)
Xy~ P,.

In (6) v:=17 —t, p(x) is the Lebesgue density of the marginal distribution P;, and the d-
dimensional vector V-Xg(z,t) is defined as [V-Xg(z,t)]; = Z;-lzl Vi, [Xr(z, )]s, 1 < i < d.
We refer to Haussmann and Pardoux (1986); Millet et al. (1989) for the conditions required
on (5) for the time reversal (6) to hold.

2.3 Diffusion IPF as Iterative Simulation-Inference

Bortoli et al. (2021); Vargas et al. (2021) propose sampling-based implementations of Algo-
rithm 1. At iteration ¢ > 1, samples are generated from F(~1) to construct an approximation
to £, This approximation is used in turn to generate samples from F(?), which form the
input to iteration ¢ + 1.

Let F0~1 be a diffusion associated to a SDE (which holds for i = 1, as F(O) = R).
We show that F(®) is also a diffusion associated to a different SDE. First, lines 4 and 6
of Algorithm 1 are modified respectively to F(®) « Ffsll(;l) and FO) Tfsﬁal). With
this choice, the path PMs associated to backward IPF iterations are defined over a reverse
(relatively to the forward IPF iterations) timescale. Denote the drift and diffusion coefficients
associated to FU~1 respectively with ,ug_l)(x, t) and og(z,t), so that ,ugg) (x,t) = pur(x,t).
It will become clear shortly why the diffusion coefficient is independent of 4. If i is even, we
have FO(Z) =TI, otherwise FO(Z) =Y. Thus, for all i > 1, F() = FéZ)F(f‘al). Crucially, from

)

the time reversal result of Anderson (1982), we know that FUY is the law of the diffusion

associated to

aXy ™V = 77V 0t + on(X(TY i, ¢ e 0,7,
i (. 1) = (2.6 + V- Sl ) + Ba(e,e) Velog 7 (@), (7)
Y(()ifl) ~ U1,

Moreover, FUD = FT(i_l)Fsial) and F() = Fé”?ﬁgl) differs only in the initial distribution:

F is associated to (7) with initial distribution Féi). An ideal implementation would thus
iteratively compute the drift coefficient v (z,t) from FU=1 for all i > 1.
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It is known that the convergence of the IPF iterations becomes problematic in the small
noise regime (Dvurechensky et al., 2018), i.e. for a vanishing diffusion coefficient or(z,t).
The aforementioned theoretical construction of the IPF iterations provides some insight.
Consider F() solution to (3). Under suitable conditions (Stroock and Varadhan, 2006,
Chapter 11), if op(x,t) vanishes, the solution to (3) converges in law to the solution to the
random ODE

dX; = pr(Xy, t)dt, te]0,7],

Xy ~T. ®)

The time reversal of (8) is

dyt = 7/$R(yt7t)dta te [077—]7

_ 9
XONR’H ()

and F'M is the solution to (9) with Xo ~ Y. But F () is given once again by the solution to
(8), and the IPF iterations fail to converge. The key issue is the disappearance of the x-score

V, log £~ 2 ( ) factor from (7), through which the laws of the IPF iterations propagate.

In practice, approximators of u%) (z,t), i > 1, are required. Relying directly on the

functional form of the drift coefficients ,ugf) (x,t) forms the basis of the approach of Section 2.5,
which is limited to ¢ = 1. Indeed, for ¢ > 1 scalability issues arise, as the nested application of
(7) results in 7 approximators being employed to match u%) (x,t) at iteration ¢. Thus, Bortoli

et al. (2021); Vargas et al. (2021) propose to directly infer the drift coefficients ,ug) (x,t), as
F® is the law of a diffusion process with known diffusion for every i > 0. The approach relies

(—1) g1

on two observations. First, generating a sample X is trivial if we have access to

a sample X (1) ~ FU=1 45 YEH) = xb, Second, samples from F( b suffice to carry

T—t
out inference for F(*). Indeed, f(z_l) and F©) differing only in the initial distribution, share
the same drift and diffusion coefficients. These considerations suggest the following strategy:

(=1 to infer an approximator ag) (z,t) ~ ,u%) (z,t); (ii) construct the

(i) use samples from F
SDE
dx\? = (X0 t)dt + op(X 0)dW;, t e 0,7],

e
A
(10)

x5,

whose solution is approximately distributed as F'*). Samples from (10) are used in turn as
input to iteration ¢ + 1. After n iterations a sequence of inferred drift coeflicients ag)(a:, t),
, agf) (z,t) is obtained.
A number of approximations are involved in the aforementioned approach. First, the
simulation from each SDE (10) results in a discretization error. Second, the inferred drift

(4)

coefficients o’ (x,t), differing from their ideal counterparts, give raise to approximation

errors. These errors arise from the finite amount of data simulated from FC ") (Monte Carlo
error), from the finite model capacity of an approximator ag) (x,t) = ug)(ac, t), and from
local minima in the optimization required to carry out inference. Both discretization and
approximation errors can be well controlled by increasing the required computation effort.

However, at a more fundamental level, inference for ag)(ac, t) is based on samples from

(4)

J— _1 . . :
F(l ) . As such we can expect a good approximation of a;’(x,t) over the regions the path
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space R? x [0, 7] with non-negligible probability under F(i_l). As noted, F(i_l) differs from
F@ in its initial distribution, because in general Fo(l) £ Fﬁzfl). The equality holds at
convergence (i — co0) or when FY =R, = T, in which case the solution to (Sqyn) is trivial:

S*(I',YT,R,P) = R. Due to the mismatch between Y and F@ it is possible for the
simulated solution to (10) to explore regions of the path space with negligible probability
under F(ifl), where essentially no information has been available at inference time about the
value of ,u(;) (X¢,t). In Section 6.2 we show that, far from being just a theoretical concern,
the simulation-inference distribution mismatch can have a concrete detrimental effect. Our
proposal, introduced in Section 3, does not suffer from the aforementioned issue.

In addition to the discussion in this Section, Vargas et al. (2021) investigates error
accumulation within Diffusion IPF (DIPF) approaches, as well as failure instances resulting
from insufficient exploration and from the difficulty of bridging distant distributions. These
issues are explored quantitatively via empirical experimentation, and initial strides are made
towards the establishment of a theoretical framework. Furthermore, Fernandes et al. (2022)
explores the challenge of “prior forgetting” encountered in DIPF procedures. In this context,
the prior refers to the reference process that only affects the first iteration of DIPF algorithms.
In contrast, in our proposed approach, the reference process directly affects every step of the
procedure.

2.4 Inference and Simulation for SDEs

For a given drift coefficient p(z,t), consider SDE (5) with corresponding diffusion solution
P#. Sample paths can be generated with arbitrary accuracy using a variety of discretization
schemes, the simplest being the Euler scheme. Given a number of time steps m > 1,
corresponding to a time interval At = 7/m, a discretization Y starting at Yy ~ PJ is
generated sequentially on the time grid {0, At,...,7} as

Yiear = Vi + p(Ye, ) At + or(Yi, t)(Wisar — W), (Wirar — W) ~ Ny(0, AtT). (1)

Convergence of discretization schemes can be assessed according to different metrics. Strong,
or path-wise, convergence requires E[||X; — Y;|] = 0 as At — 0, where X ~ P* and the
same Browning motion W drives both X and its discretization Y. More appropriate to our
setting, weak convergence requires |E[f(X,) — f(Y;)]| — 0 as At — 0 for f(z) : R = R
belonging to a class of test functions. Kloeden and Platen (1992) contains a thorough
coverage of discretization schemes for SDEs and of their convergence properties.

Inference for diffusion processes is a rich research area with long historical developments.
We review only two basic approaches and refer to Hurn et al. (2007); Kessler et al. (2012);
Fuchs (2013) and references therein for a broader overview. The key difficulty in performing
maximum likelihood inference is that transition densities are seldom analytically available
outside of restrictive SDEs’ families. Discrete time series data can be observed over arbitrarily
long time intervals; however, simple approximations (such as (11)) are accurate only over
short time intervals. In this sense, our setting simplifies inference since an arbitrary amount
of data can be simulated at arbitrarily high frequencies. Moreover, only the drift coefficient
needs to be inferred.

Under suitable conditions, the Cameron-Martin-Girsanov formula provides the density
between P.‘TO and ij for another drift coefficient v(z,t) (Liptser and Shiriaev, 1977, Chapter

10
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7),
dP" . T
dp.wo (z) = exp {/0 (e =S5 (s, ) day — % /0 (e —7)TS5 (e + 7)](:ct,t)dt} . (12)
°|0

In the following, let a(x,t) be an approximating function for the drift coefficient u(x,t).
Maximum likelihood inference for p can be implemented with a driftless SDE acting as
dominating measure R°:

dP&
pu(x,t) = argmax Oy, PH,XR), Omue(a, P, XR) = E [ :‘0 (X)} (13)
a(z,t) P dRo|0

The integrals in (12) need to be discretized, but the discretization errors can be controlled
by simulating data at increasing frequencies.

An alternative approach is to consider one of the defining properties of diffusions, i.e.
(Friedman, 1975, Chapter 5.4)

H(JU t) — lim Epu [Xt+At - Xt|Xt = JU] ~F Xt—i—At - X

~ X, — ]
At—s0+ At pr At ‘ =T

for suitably small At, hence

wu(z,t) ~ arg min Lpy (o, P, At),
a(z,t)

LDM(OZ,PM,At) = tNL{HE:O ) |:]IDE;L |:Ha(Xt7t) -

Xeyar — Xt H2” (14)

At

In the context of the Euler scheme, the estimator that is based on (14) corresponds
to the estimator that relies on (13), under the condition that (12) undergoes a piece-wise
constant discretization from the left. A difference in their implementation manifests in how
(13) incorporates all discretized values for a simulated path into the computation, contrary
to (14), which sub-samples the time component. The former approach recovers the drift
estimator derived in Vargas et al. (2021), as well as the drift matching estimator of Bortoli
et al. (2021) presented in Appendix E, up to a vanishing term as At — 0. The remaining
estimators presented in Bortoli et al. (2021) target either p(Yz, t)At or Yy + p(Yz, t)At of the
Euler discretization (11), again taking into account all discretization steps of a given path.

2.5 Score-based Generative Modeling (SGM)

The approach of Song et al. (2021) is simpler, corresponding to the computation of FO
in Algorithm 2, i.e. the time reversal of (3). SDE (3) is chosen to ensure approximate
conditional independence of X from Xj, such that X, ~ R, = Y for a simple distribution
T. For a dataset of interest, the distribution of X is a smoothed version of the training data
distribution, i.e. Dy =1 3" | Ny(z,;0,7%14) € Py for a small scalar n > 0 where {z,}"_;
are the n d-dimensional samples. n = 0 corresponds to the empirical data distribution:
Do =137 | 6,,. As observed in Section 2.3, due to the (approximate) decoupling of X,

from Xy, F(© approximately solves (Sdyn), FO) = R~ §* (Dy, Y, R, Pc), and F®) amounts
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to computing its time reversal. This also implies that, for specifications of (3) such that X,
is almost independent of Xy, there is no advantage in solving (Sgyn ).

In Song et al. (2021), an inferential procedure is developed and carried out to compute the
time reversal X of (3), and X, is simulated to produce samples with a distribution close to
D,,. A shortcoming of this approach is that achieving the decoupling of X from Xy requires
a large effective integration time (Section 4), which makes the generation process either
computationally intensive or inaccurate. More precisely, the specification of (3) introduced
in Song et al. (2021) for the CIFAR-10 datasets amounts to simulating a simpler SDE on the
time interval [0, 502]. Consequently, 1,000 time steps, using an ad-hoc predictor-corrector
discretization scheme, are employed for the simulation of X, to ensure the samples’ visual
quality, as seen in Section 6.3.

Even though the inference techniques of Section 2.3 could also be applied to infer X,
SGM approaches leverage the specific form of the time reversal drift coefficient of (7), with
the aim of learning the z-score V, logr:(x). Inference is based on the minimization of a
scalable version of the z-score matching objective (Hyvérinen, 2005), i.e.

Lssni(a, B, t) = E[a(X;, 1) = Vx, logryo(Xi| Xo)|[*] = E[lla(X1,t) = Vi, logri (X0)[*] + ¢,

where a(z,t) : R? x [0,7] — R? is function approximating V, log7¢(z) and ¢ is independent
of a. The equality, which established in Vincent (2011), holds thanks to the mixture
representation of Ry;. While computing V, logr(z) has computational cost O(n), which
is impractical for large datasets, computing V; logro(z|y) is O(1) with respect to n. We
provide a simpler derivation:
Va, | rio(ze|zo) Ro(dxo)
Ve, logr(zy) = ) | = /th log 740 (@¢|0)
Tt(ilft)
= I}%[th log 740 (X¢| Xo0)| Xt = 4],

7410 (7t o) Ro(dxo)

ri(xt) (15)

and by the projection property of conditional expectations,

V. logri(x) = arg( m)inI%[Ha(Xt,t) — Vx, log rt|0(Xt|X0)||2].
a(x,t

Both our derivation and the one of Vincent (2011) rely on an exchange of limits which
trivially holds when Ry = D,. In order to infer V, logr;(z) over all ¢t € [0, 7], the following
objective is considered in Song et al. (2021)

Legsm(a, R) =  E  [MLgsm(e, R, )],

t~U(0,7)

where A : (0,7) — Ry is a time-dependent regularizer. Indeed, the conditional z-scores
V. log ryo(z]y) always diverge as t — 0, contrary to the z-score V. logr¢(x), whose behavior
for t — 0 is governed by Rg. Therefore, it is sensible to normalize the orders of magnitude of
Lgsm(a, R, t) over the range of t.

Due to the identity (15), the generative process can be represented as

dyt = M%)(Yt,t)dt—FUR(yt,t)th, te [O,T],
up (@,1) = —pr(e.1) + V- Sr(e.1) + S, ) E[Vx, logryg (X Xo)| Xs = a],  (16)
Xo~T.

12
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In Song et al. (2021) a neural network ag(z, t) parametrized by 6 is employed as approximating
function a(x,t). Having obtained an approximation ay(x,t) ~ V, logri(z), generation is
achieved by numerically integrating (16), with ag(x,t) in place of Eg[Vx, log ryo(Xt| Xo)| X: =
], to sample X .

3. Diffusion Bridge Mixture Transport

In this section, we develop the IDBM procedure. From Section 2.1, we know that the
solution to (Sqyn) admits the representation S*(I', T, R, Pc) = S*(I', T, Ror, P2) Rejo,-- We
are concerned with the case where R corresponds to the diffusion process solution to (3).
In Section 3.1 we characterize R, as the law of a diffusion bridge. Considering the class
of processes C'R,|o ;, indexed by C' € P2(I', T), offers a natural means of approximating
S*(I',Y,R,Pc). At the same time, it is advantageous to exploit the dynamic nature of
(Sdyn), rather than attempting to directly solve (Sgta), by constructing a sequence of diffusion
approximations to S*(I', T, R, P¢), as in Section 2.3. Processes formulated as CR,o,, are
investigated in Jamison (1974, 1975). In these studies (Section 3.2), it is established that
CR,|o,; constitutes a diffusion process if and only if C' = S* (I, Y, Ro,7, P2), which occurs
at the optimum of (Sgyn). To address this central issue, we rely on a result that allows
the construction of a diffusion process matching the marginal distributions of a mixture of
diffusion processes (Section 3.3), with C'Re|0, 7 being a special case. The resulting transport
is elaborated upon in Section 3.4, where we establish that its iterative application, the IDBM
procedure, converges in law to S*(I', Y, R, Pc). Additionally, we present suitable inference
objectives that enable sampling-based implementations of the IDBM procedure.

3.1 Diffusion Bridges

Consider (3) with initial value xg, i.e. Ry = d4,. Probabilistically conditioning (3) on hitting
a terminal value z, at time 7 results in the following SDE! with initial value = and terminal
value x, (Sérkkd and Solin, 2019, Theorem 7.11)

dX; = bR(Xt,t)dt+UR(Xt,t)th, te [O,T],
br(w,t) = pr(z,t) + LRr(w,t) Vi logro(z-]2), (17)
XO = Zy-

The drift adjustment Xg(w,t) V, logrr,(z-|z) forces the process to hit z, at time 7 and

the diffusion process solving (17) is known as the diffusion bridge from (zo,0) to (z., 7).
Consistently with the adopted notation we write R, - for its law.

3.2 Reciprocal Processes and Solution to (Sgyn)

Jamison (1974) studies the properties of reciprocal processes. A d-dimensional process X on
[0, 7] is reciprocal if V s,t: 0 < s <t < T,

PrA(s e N Bs )| Xs, Xe] = Pr[A(s )| Xs, Xo] Pr[Bs )| X, Xel,

1. It is a particular case of (19), obtained by Doob h-transform, for I' = 05, and T = 0, .

13
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whenever A, - belongs to the o-algebra generated by {X, : 0 <r <s}or {X,:t <r <7}
and By, to the o-algebra generated by { X, : s <r < t}. A Markov process is reciprocal, but
the converse does not hold without further conditions. In Jamison (1974), it is demonstrated
that tying down a Markov process at its initial and terminal values and taking a mixture over
such values results in a reciprocal process. For a process obtained through this construction,
Jamison (1974, Theorem 3.1) characterizes the cases in which the resulting process is not
only reciprocal but also Markov. Let X ~ @ € Pc be a Markov process, let gy, denote
the associated family of transition densities, here assumed to exist, be strictly positive and
continuous, and let C' € Po(I', T) for some I', T € Py. Then CQ,o - is Markov if and only if
3 Vi, V- o-finite positive measures over R¢ such that C < Vy®V;, for the product measure
Vo®V;, with density
ac

W(ﬂfoﬂfr) = qf\o(xr’%)‘ (18)

In particular, if at least one of the marginal distributions of C, i.e. I'; T, concentrates all
mass to a single point, (18) is satisfied and CQ,o - is Markov. Moreover, given I', T € P,
there are unique C' € Po(I', T) and Vp, V; o-finite positive measures such that (18) holds
(Jamison, 1974, Theorem 3.2). Finally, C' of (18) equivalently solves (Ssta) for B = Qo -,
ie. C=5*I,7T,Qo,r,P2). Within this setting, (18) is often presented in the alternative
form (dC/dQo.)(z0,7+) = po(z0)@r(2,), Wwhere g, p, : RT — Rsq are the (Schrédinger)
potentials (Riischendorf and Thomsen, 1993; Pavon et al., 2018; Bernton et al., 2019).

Jamison (1975) specializes these result to the case where @ is the law of a diffusion
process. Thus, let Q@ = R, where R is given by the solution to (3). Assuming (18), it is
shown that CR,| -, and hence the solution to (Sqyy), is realized by the diffusion

dX; = [MR(Xty t) + ER(Xt,t) th log h(Xt, t)]dt + JR(Xt, t)th,

h(z,t) = /TT|t(xT|93t)VT(de), (19)
Xo~T,
i.e. by means of Doob h-transform (Rogers and Williams, 2000, Chapter IV.6.39). Typically,
(19) is not directly applicable, V; being analytically unavailable.

Finally, Dai Pra (1991) characterizes h(z,t) entering the SDE’s drift in (19) as the
solution to a stochastic optimal control problem. More precisely, consider R* associated to

dXt = [,UR(Xtv t) + U(Xt, t)]dt + O'R(Xt, t)th,
XO ~ F7

where u(z,t) represents the Markov control. Then, u(z,t) = Xg(Xy,t) Vx, log h(Xy,t)
minimizes

Loo(u . 2w) = B | [ u(Xe ) de (20)
0

for the weighted squared norm ||z||% = 2" Az, under the constraint that X, ~ Y. We refer
to Dai Pra (1991) for the required conditions and precise statement of this result.
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3.3 Diffusion Mixture Matching

The following result establishes that a mixture of diffusion processes can be matched in terms
of marginal distributions by a single diffusion process. Theorem 1 is established in Brigo
(2002, Corollary 1.3) limitedly to finite mixtures and 1-dimensional diffusions. The proof
and required assumptions are deferred to Appendix A.

Theorem 1 (Diffusion mixture matching) Consider the family of d-dimensional SDEs
indezed by A € A
dX} = pNXP t)dt + oM X 0)dWP,  t e (0,7,

21
Xg ~ P, (1)

corresponding to the family of path PMs {P*}xca. For a mizing PM ¥ on A, let I1 € P
be obtained by taking the V-mizture of (21) over X € A. In particular, define the mixture
marginal densities 7, t € (0,7), and the mizture initial PM Tly by

— A . A
() = /A P @) U(dN), Tho(dz) = /A PM(da) T (dN). (22)

Consider the d-dimensional SDE
dX; = /L(Xt,t)dt—f—U(Xt,t)th, t e [O,T],
_ S @ )y () U (dA)
Wt(x) ’
(23)
otay = 2o O

i (x

() :

Xo ~ Iy,

with law P. Then, under mild conditions, for allt € [0, 7] it holds that P, = II,.

3.4 Diffusion Bridge Mixture Transports

In Section 3.1 we introduced diffusion bridges interpolating initial values xg to terminal values
zr. For C € Po(I', ), consider II(C, Rqy0,) € Pe(T,T) given by II(C, Rej.+) = CRqor;
i.e. the mixture of diffusion bridges (17) over (Xo, X;) ~ C. We apply Theorem 1 to
II(C, Rejp ) With A = (w0, 27), A = R? x R?, and mixing distribution ¥(d\) = C(dx, dz-).
The resulting mixture matching SDE has diffusion coefficient or(x,t) and drift coefficient
par(x,t) == pr(x,t) + Xr(z,t)e(x, t) where

G(JE t) o fvxt log T7—|t(x7'|xt)77t\0,7($t|x07xT>H0,T(d$Uade)
v [ 0. (elzo, 27 )To 7 (do, d- )

T¢|o, (1”t|‘fl"07‘17 )
:/Vzt logrﬂt(xT’xt) | TFt(.fCt) .

o, (dxo, dx.)

—

V$t log TT‘t<mT ’xt)Hﬂt(de ’xt)

=5

[Vx, log Tr\t(Xr\Xt) | X = x].
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In conclusion, let M (IL(C, Rq|0,7)) € Pc(T', T) be associated to

dX: = pa(Xe, t)dt + op(Xe, t)dWe,  t €0, 7],
pr (@, 1) = pr(@,t) + Br(2,8) E[Vx, log e (Xr[Xe)| Xe = 2, (24)
Xo ~T.

Then M (II(C, Rqo,)) satisfies My (I1(C, Rqjo,7)) = (C, Rq|o,-) for all t € [0, 7]. In particular
M(TI(C, R,,r)) transports I' to T. We refer to M (II(C, Re|o+)) as the diffusion bridge
mixture (DBM) transport based on C.

Before turning our attention to the iterated application of the DBM transport, we consider
two additional related transports. The first transport is simply a specialization of the DBM
transport to the case of a degenerate initial distribution, I' = J,,, resulting in

dXt = /J,M’IO(Xt,t)dt + O'R(Xt,t)th, t e [0, T],
MM,IO(x7t) = pr(z,t) + Xg(z,t) IE[VXt logr7|t(X’r|Xt)’Xt =x,Xo = 560]7 (25)

X() = X0-

In view of the results presented in Section 3.2, TI(d,,®, Re|o,-) is the law of a diffusion process
(not only a reciprocal process, as in the general case), specifically S*(0,,, T, R, Pc). Moreover,
it is easy to see that Theorem 1 applied to a single diffusion yields that same diffusion,
not only a diffusion with matching marginal distributions, i.e. M(II(6z,®Y, Rejo,7)) =
[(02,®7, Rejo,7)- Indeed, it can be verified by direct calculation that (25) and (19) share the
same drift coefficient when I' = §,,. In summary, when I' = §,,,, the DBM transport solves
a simple version of (Sqyn). The use of the resulting SDE, sometimes termed Schrodinger-
Follmer Sampler, has been extensively explored in the literature, in generative (Wang et al.,
2021; Ye et al., 2022), sampling (Tzen and Raginsky, 2019; Vargas et al., 2022; Huang
et al., 2021; Ruzayqat et al., 2023), and optimal control (Dai Pra, 1991; Zhang and Chen,
2022) contexts. These arguments carry over to a more general setting. Whenever the initial
coupling C' € P(T', T) is optimal, i.e. solves (Ssta), the resulting mixture process I1(C, R, )
is a diffusion process, and M(II(C, R,jo+)) = II(C, Ryjo+). That is, the DBM transport
preserves the optimal coupling.

The second transport involves constructing the DBM in the reversed time direction. More
precisely, the following two approaches equivalently yield the same additional transport:
(i) considering as reference SDE the time reversal of (3) with initial distribution T and
constructing the DBM transport based on C' € Py(Y,T') or; (ii) performing a time reversal
of (24). For a given C € Py(I', 1), we refer to the resulting transport as backward DBM
(BDBM) transport based on C. Its law, M (II(C, Ry ;)) € Pc(Y,T), is associated to

dyt = UM (Yta t)dt + O-R(Yta t)tha te [07 T]a
UM(l‘, t) = —,LLR(I', t) + V- 2R(£7 t) + ER(xa t) IHE[VXz log 7at\O(‘XVtLXVO)|‘X15 = $], (26)

Xo~T.

Then M(II(C, Rq|o,)) satisfies M(IL(C, Rqj ;) = IL;(C, Rejo ;) for all ¢ € [0, 7]. In particular

M(II(C, Rq|0,;)) transports T to I'. Comparing (16) with (26) reveals that the only difference
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Figure 1: Conceptual representation of IPF and IDBM iterations (inspired by Figure 1 of
Bernton et al. (2019)), the ordering of TI®) and M is justified by Theorem 2.

between the SGM model and the corresponding BDBM transport is the measure with respect
to which the expectation in the drift adjustment factor is taken: II instead of R.

Algorithm 2 IDBM

Input: F,T,R.‘O7T,C(O),n
Output: {M®}7

1: fori=1,...,ndo

2. I« I(CUY, Ry )
30 MO «— M(TI®)
4
5

C « M)
: end for 7

We consider the iterated application of the DBM transport, specified by Algorithm 2.
Starting from an initial coupling C'©); the initial-terminal distribution of the DBM transport
of each iteration ¢ is employed to construct the diffusion bridge mixture of iteration ¢ + 1. As
the BDBM transport is the time reversal of the DBM transport, any iteration ¢ of Algoritl)lm 2
(2

can be equivalently formulated on the reverse timescale, resulting in ﬁ(l), M(Z) and 6( . In

Theorem 2 we establish the convergence properties of Algorithm 2.

Theorem 2 (IDBM convergence) ForI','YT € Py, R € P associated to (3) with or(x,t) =
I, consider the iterates 1), M®) € Po(T,Y) of Algorithm 2. Assume that®: (i) Dy (CO) ||
S64) < 005 (ii) for each i > 1 the Cameron-Martin-Girsanov theorem hold for MO yielding
dM /dS* (implying that (24) for T = I has a unique diffusion solution with law M®,
and that M) < S*). Then: (i) I L5 8% and MD £ §* as i — 00, where £ denotes
converge in law; (i) D, (T3 || S*) > Dgp,(M®||S*) > Dy (ITEHD||.S*) fori > 1 (implying
that Dy, (M® || S*) is non-increasing in i); (ii) D (II(C) || S*) = Dxr(M(C) || S*) if
and only if TI(C) = M(C) = S*.

2. As in the proof, we denote II(C) = II(C, Rq4jo,,), M(C) := M(II(C, Rqj0,-)), S* :== S*(I', T, R, Pc).
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In generative modeling applications, the simplest choice is to set C© to the independent
coupling I'®Y, from which samples are trivially obtainable. Dependent couplings are the
natural choice in other applications. In inverse problems, C(?) would be the distribution of
pairs of clean and corrupted (or latent and partially observed) data. Applications of the
DBM transport to inverse problems and to aligned data are reviewed in Section 5. We briefly
consider dependent initial couplings in Section 6.1.

We still need to address the problem of inferring the drift coefficients of (24) or (26) for
each iteration ¢ of Algorithm 2. The projection property of conditional expectations once
again yields suitable objectives for the drift adjustments:

II_E[[ER<Xt7 t) VXt 10g rr|t(XT‘Xt)’Xt = x} = arg min LDBM(CV; H, R, ZR),

a(z,t)
LDBM(O‘: IL R, ZR) = ' Z/IH%O )[Qt IE[|’O‘(Xta t) - ER(Xtv t) VXt log Tr\t(XT‘Xt)HQ]L
. | (27)
IE[ER(X“ t) VXt log T‘t|0(Xt‘X0)|Xt == $] == arg( m)ln ]LBDBM(aa H, R, ER),
a(x,t
Leppm(o, IL R, ) = UI%O )[At%[lla(Xt,t) — S R(Xi, ) Vx, log o (X Xo)||*]]-

In (27), 0+ : (0,7) = Rsp and A : (0,7) — R are time-dependent regularizers that
compensates for the diverging V, logr.,(y|x) as t — 7 and V, logryo(y|z) as t — 0.

Although we rely exclusively on (27) in the numerical experiments of Section 6, we
can leverage additional inferential objectives. Indeed, under mild conditions, perform-
ing inference following the description in Section 2.4 on data simulated from II allows
the recovery of the drift coefficients pps(z,t) and vps(z,t). For instance, plugging-in
the representation (25) in (12) yields p(2,t) = argmax,(; ») Omie(, IL, X k), while that
pa (z,t) = argming, ) Lpm(a, 1T, At) follows directly from the definition of IT by inter-
changing limits. Proofs are omitted here.

We take a moment to provide several comments on the proposed IDBM procedure,
contrasting it with the IPF procedure detailed in Section 2.3:

(i) the IPF iterations generate a sequence of initial-terminal measures FO(;)_ e Po(L, -)U
Pa(-,T) that matches one of the target marginal distributions I', T at a time, thus
producing a valid coupling between I" and T only in the limit where (Sgta) is solved; in
contrast, each IDBM iteration produces a valid initial-terminal coupling C9) e Po(T, T),
with the sequence of coupling being progressively optimal toward solving (Sgta); this
crucial difference is depicted in the sketch of Figure 1;

(ii) IPF iterations necessarily alternates between forward and backward time directions;
each IDBM iterations can be solved in either of the time direction (or both);

(iii) approaches relying on samples from F~1 to infer the drift coefficient of F®) suffer

from the simulation-inference distribution mismatch F(i_l) # F® which can negatively
impact inferential efficiency; by construction II¥ and M share the same marginal
distributions, so samples from II() are guaranteed to cover regions of high probability
according to M@, thus making inference of the corresponding drift coefficient reliable;
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(iv) the measures resulting from the IPF iterations do not admit a simple marginal-
conditional decomposition; in contrast each II)) is given by a mixture of diffusion
bridges.

The aforementioned points suggest that using the IDBM can be advantageous within the
context of generative models. Point (i) establishes that truncating the IDBM iterations at a
finite iteration number does not bias the transport. Even the first iteration of the IDBM
procedure produces a valid, even if suboptimal, transport. In Section 6.3 we follow this
program as an alternative to the SGM approach. In contrast, the IPF procedure requires
employing many iterations, which can be computationally expensive. Nevertheless, when
multiple IDBM iterations are desirable, it might prove beneficial to solve the iterations
alternating between the forward and backward time directions. As the approximation and
discretization errors cumulate over the iterates, repeatedly solving the IDBM procedure in
the same time direction could lead to a terminal distribution progressively deviating from the
corresponding target marginal distribution. Points (iii) and (iv) point to potential efficiency
gains of the IDBM procedure. Indeed, at iteration ¢ > 1, inferring the drift coefficients of
both the IPF and the IDBM requires the numerical discretization and simulation from an
SDE associated to iteration ¢ — 1. This is computationally expensive: in Bortoli et al. (2021)
paths are sampled, cached, and re-used for 100 steps of gradient descent. With this choice,
path sampling still amounts to roughly 50% of the total computational time. In the IDBM
procedure, simulated paths, which are similarly costly to produce, give raise to samples
from C~1). However, this time, each sample from C~1) can be used to generate multiple
samples at arbitrary time points from I1(9) = C(i_l)R.‘OJ which, for SDEs typically used
in generative modeling (Section 4), can be done inexpensively and exactly (see (32)). We
implement this approach in the empirical comparison of Section 6.4.

4. Reference SDE Class

In this section we introduce a class of reference SDEs. This is achieved in two steps: first we

formulate a simple SDE, (28), then we show that SDEs commonly employed in generative

models such as Song et al. (2021), i.e. SDE (33), are realized through a time change.
Consider the d-dimensional linear SDE

dY; = —aYydt + SY2dW,, ¢ >0,

28
Yo~ T, (28)

with associated path PM P, where o > 0 is a scalar and X is a positive definite covariance
matrix. For a = 0, (28) yields a correlated and scaled Brownian motion, otherwise (28)
corresponds to an Ornstein-Uhlenbeck process. For o = %, (28) has stationary distribution
Ng(0,%). The transition densities py; of (28) are Gaussian:

(Y;E‘Ys) ~ Nd(Ysa(sv t)a Z’U(S, t)):

a(s, t) = e~ =9),

(5.1) t— s, if a =0,
v(s,t) =
i(l —e2t=5)) i o > 0,
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and

(12 S
Vy. log pyys(yelys) = &7 <G(Zf 5 ys) U((S”f)), (30)

1

Vye 1og pyjs (yelys) = 27 (ysa(s, t) — yt> G0

v(s,t) (31)

which shows that the diffusion bridge (17) corresponding to (28) remains a linear SDE. From
Bayes theorem and the Markov property, for 0 < s < t < u,

(Yi|Ys, Yao) ~ Ng(Ysa(s, t,u) + Yya(s, t,u), 3o(s, t,u)),
v(t,u)a(s,t)

W) = s D2t ) + vt ) -
§ v(s,t)a(t, u) 32
At w) = a2 ) + o)

ot = VDt

v(s, t)a?(t,u) +v(t,u)
We consider the following time change of (28). Let 5, : [0,7] — R>¢ be a continuous
strictly positive function and b, = fg Budu. Then by : [0,7] — [0,b;] is differentiable

strictly increasing function and g; = dbt . An application of (@ksendal, 2003, Theorem 8.5.1)
establishes that the time-changed process X =Y}, is equivalent in law to the solution to

dX; = —afXydt + /B2 2dW,, € [0, 7],

33
Xo~T. (33)

That is, SDE (33) corresponds to the evolution of the simpler SDE (28) under a non-linear
time wrapping where time flows with instantaneous intensity ;.

We conclude this section by specializing (16), (24) and (26) to the case of a reference
SDE given by dX; = adW,;, o0 > 0, referring to Appendix B for the general setting. The
generative time reversal process (16) is given by

Er[X,|X:] — X;

T—1

dX; =

dt + odWy, te|0,7],
Xo~T.

The DBM transport (24) is given by

En[X-|X:] — X4

dX; = dt +odW, te|0
XO ~ Fv
while the BDBM transport (26) is given by
—  Ep[X,| X - X:
X pu—
dX; p— dt + odWy, tE[O,T], (35>
Xo~T.

In this case the DBM and BDBM transports are symmetric: the BDM transport based on
C € Po(T, Y) is equivalent in law to the BDBM transport based on C € Po(Y,T).
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5. Additional Related Literature

The DBM transport is initially introduced in the unpublished manuscript (Peluchetti, 2021),
which, however, lacks empirical validations. This shortcoming is subsequently addressed
by Wu et al. (2022); Liu et al. (2023b), who successfully implements the DBM transport
across a multitude of applications, among other significant contributions. Liu et al. (2023b)
demonstrates that the DBM transport corresponds to an optimal Markovianization of the
mixture of diffusion bridges it matches. The theoretical developments associated with this
finding contribute to our proof of Theorem 2. The proposal put forth by Liu et al. (2023a) is
equivalent to the DBM transport for a reference scaled Brownian motion, and its application
is shown to yield competitive results in image restoration problems. Similarly, the proposal
of Somnath et al. (2023) is equivalent to the DBM for the same reference dynamics. It also
assumes that the initial coupling is optimal, and thus preserved. The resulting methodology
is successfully applied to the case of aligned data. While both works are equivalent to a
specific instance of the DBM transport, they differ in certain aspects of implementation, such
as the choice of the discretization scheme for sampling SDE paths and the definition of the
loss regularizer. These studies further substantiate the satisfactory performance we observe
in the dataset transfer experiment of Section 6.4 for the BDBM transport.

Concurrently and independently of our research, Shi et al. (2023) introduces the Diffusion
Schrédinger Bridge Matching—Iterative Markovian Fitting (DSBM-IMF) procedure, which
is equivalent to the IDBM procedure developed in this work. Shi et al. (2023) conducts a
preliminary theoretical assessment of the convergence properties of the DSBM-IMF procedure
and empirically compares it with the proposal of Bortoli et al. (2021). One of the numerical
experiments pertains to the Gaussian setting detailed in Section 6.1, with ¥y = Xy = I and
d = 50. In contrast to our investigation, neural networks approximators are utilized and
trained iteratively. The subsequent results are consistent with our findings of Section 6.1.

The Rectified Flow (RF) method, introduced in Liu et al. (2022) and further explored
in Liu (2022), is particularly pertinent to the IDBM procedure discussed in this paper
due to their significant similarities. The RF procedure commences with an initial coupling
C € P2(I', T), from which it constructs a mixing process, denoted as ® := C'L4|g 1, via the
deterministic linear interpolant process Lq|o ;1. The latter is defined by X; := (1 —)Xo +tX1,
where ¢ € [0,1]. A rectification of this mixing process is then introduced, given by the
solution to the RF ODE

AV, = v(Vi, t)dt, tel0,1],
Vo~ T,

where v(xz,t) = Eg[X1 — Xo|X; = z].

It is shown in Liu et al. (2022) that this rectification procedure results in a valid coupling:
Law(Vp, V1) € P2(I', T). Moreover, when the rectification process is iterated, it yields a
sequence of couplings, LaW(VO(Z), 1(1)), where ¢ > 1, such that E[x(V] v _ Vb(l))] is non-
increasing across all convex cost functions x : R? — R. For additional properties of the RF
procedure, we direct the reader to Liu et al. (2022). Finally, Liu (2022) establishes that while
the RF method successfully solves the one-dimensional Euclidean OT problem, it does not
address the multidimensional variant. Consequently, a modification of the RF approach is
introduced, which is proven to effectively solve the multidimensional Euclidean OT problem.
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The RF method can be understood as the limiting case of the IDBM procedure for
a reference scaled Brownian motion as its randomness vanishes. Indeed, consider the
reference measure R associated to dX; = odW; over t € [0,1]. X; ~ Ryjo,1 s realized by

Xi=(1-t)Xo+tX1 +o0t(1 —t)Z;, where Z; ~ N(0,1). The DBM drift is given by

X1 —X; t
pnr(z,t) E|——; t=z| =E X 0o\ T34 | Xe=uw

for Il = CR,p,1- As 0 — 0 the Brownian bridge’s marginal variances converge to zero, while
its marginal means are independent of . Informally, IT — ® and we obtain the aforementioned
limiting equivalence. Section 6.1 expands on this connection within a fully Gaussian setting.
Moreover, the conclusions drawn from the numerical experiment of Section 6.4 indicate that
the optimal value of o depends on the specific application. In particular, our attempts to
apply the RF procedure to this dataset transfer experiment have not yielded satisfactory
results.

As shown in Shi et al. (2023), under certain conditions, both the Flow Matching (FM)
proposed by Lipman et al. (2023) and the Conditional Flow Matching (CFM) suggested by
Tong et al. (2023) correspond to the first iteration of the RF for generative modeling with a
standard Gaussian as the initial distribution. The OT-CFM variant, as introduced by Tong
et al. (2023), initially attempts to solve the EOT problem to derive an optimal coupling,
followed by fitting a stochastic process to preserve this optimal coupling. This approach is
analogous to computing the DBM transport starting from the optimal coupling.

Finally, Chen et al. (2022), while sharing similarities with the work of Bortoli et al.
(2021); Vargas et al. (2021), introduces divergence-based objectives, while Thornton et al.
(2022) extends the scope of the DIPF method of (Bortoli et al., 2021) by generalizing it to
non-Euclidean settings.

6. Applications

In this section we consider four applications of the IDBM procedure.

6.1 (Gaussian Transports

We investigate in depth the case where both the initial and terminal distributions are d-
dimensional Gaussian distributions, I' = Ny(po, Xo), T = Ng(u1,%1), and the reference
measure R is associated to dX; = odW; over the time interval [0,1]. The solution to the
Euclidean EOT problem, or to (Sga), defined by (I', T, R), is the Gaussian coupling

>0 ZS(U)] ) (36)

Ho
Se1(T, Y, R, Pe) = N ;
0,1 c) 2d ([ ] ST %

M1

where Yg(0) = (E@El—i—"f[)lm—";[ The solution OT™*(I', T') to the OT problem is obtained
setting o = 0 in (36)%, with corresponding OT plan por(z) = p1 + Xy Ss(0)(z — po). See
for instance Peyré and Cuturi (2020, Section 2.6) and Janati et al. (2020, Section 2).

3. Gaussian distributions with positive semi-definite but not positive definite covariance matrices are
well-defined through their characteristic function.
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Consider the DBM transport based on the Gaussian coupling C' € Po(T", 1),

Y e
EE&D_ 3)

The mixture of diffusion bridges with law TI(C, R,|9,1) has a joint distribution g ¢ 1(C, Rejo,1)
which is again Gaussian,

Ho
21

)

|

1o Yo  Xmor 2o
HO,t,l (Ca RO\O,I) = N3d (1 - t),UfO + t,Uzl ) Z-ll’—l;(Lt EH;t,t Z:H;t,l )
H1 EE’ E-Il:I;t,l 21

where S0 = (1 — )0 + tE¢, Smer = (1 — ¢)?Zo + 251 +t(1 — ) (S + ETC + o2I) and
Y = (1 —t)Xc +tX. It follows that

E[X]X] =y + Sl S (Xe — o)
and thus the DBM transport with law M (II(C, R,,1)) is given by the solution to

X1|Xe] — X

E
ax, = 2l -

dt + odW,, telo,1], (38)

Xy ~T.

SDE (38) is of the form dX; = (A;X; + by)dt + cdW; for Ay : [0,1] — R4 b, : [0,1] — R,
i.e. it is linear and time-inhomogenous with Gaussian transition probabilities. The following
representation holds: X;|Xj is distributed as P, X + ¢, where P; is given by the solution to
the matrix-valued ODE

dP, = AP, te]0,1],

39
Po—1. (39)

and ¢ is a d-dimensional Gaussian distribution whose parameters depend on the functions
A; and by, but not on Xg. In conclusion,

9

Mo, 1 (TI(C, Rej0,1)) = Nag ([MO
M1

> S
O TN, Do =%eP] (40)
Z—g/ Zl

Starting from the Gaussian coupling C(®) = I'@T, i.e. Yo = 01, the IDBM procedure
iteratively computes the updates Y- — Y resulting in a sequence of Gaussian couplings
c,

The IPF updates for (Sga) can be computed analytically thanks to the following property
of Gaussian distributions. Let X and Y be d-dimensional random variables with (X,Y) ~

PX 7}/ 3 Wh(fr(f
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and denote with Py|y the conditional distribution of Y given X under Pxy. For Qx =
Na(Az, Trz), we have

_ Ae| Tz Tay
o= (] [ 52)
Ay = iy + X3y S (As — pia), (41)
Tay = Tz ¥y Tay,
Dy =Xy + E-als—y(zaj:vlrlxzz_a} - E;})Ew.

po| |20 2o
F()(Ol) = NQd ’ 9 )
’ o Yo Xg+o°l

the IPF iterations update one of the marginal distributions of FO(? at a time via (41).

When d = 1, ODE (39) can be solved analytically. The coupling distribution (37) has
a single degree of freedom, its correlation coefficient, which we denote with pc. Then,
Mo 1 (II(C, Rej0,1)) € P2(I', T) is Gaussian with correlation coefficient

Therefore, starting from

tanh ! () + tanh~! (2)
%0, %1,0) = —o? = =
PM(PCa 0, 170) €xXp { g cs

(42)

c1 = 0” +2%1(pco — $1), 3 = /(02 + 2(pc + 1)2031) (02 + 2(pe — 1)%030),
Co = o2 + 220(p021 — Eo),

which is independent of pg, 1. The following results hold: (i) for fixed o,3g, %, the
map pu(p, Yo, X1,0) @ p — p is a contraction over p € [—1,1] with limiting value
(\/ZoZ1 + % — ”—;)/\/m, i.e. the correlation coefficient of Sg (', T, R, Pc); (ii) for fixed
0,20, 21, limy—~0 par(p, X0, 21,0) = par(p, X0, 21,0) = 1, i.e. the correlation coefficient
of OT*(I",T). Result (i) establishes that the couplings produced by the IDBM iterations
converge to Sg,(I', T, R, Pc), as expected from Theorem 2. Result (ii) shows that the DBM

transport remains well-posed for vanishing regularization o, and that Méll) N oT*(T,T) as
o — 0, i.e. convergence (in law) is attained by the first iteration of the IDBM procedure. For
further insight, reconsider the DBM SDE dX; = (4;X; + b;)dt + cdW;. In the noiseless limit
o — 0, the dynamics are specified by the DBM ODE dx; = (A% + bY)dt, which corresponds
to the RF ODE (Section 5), where AY := lim,_,0 A; and bY := lim,_,ob;. Moreover, the
solution M to the DBM SDE converges in law to the solution to the DBM ODE (Stroock
and Varadhan, 2006, Chapter 11). Solving the DBM ODE and computing the solution at

terminal time yields x1 = p1 + v/21/Z0(z0 — o) = wor(xo), the OT plan.
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Figure 2: Convergence of IPF and IDBM Table 1: Summary of limiting behavior of
initial-terminal PMs to Sg; in KL diver- the first iteration of the IDBM and IPF
gence; d = 1; log-scale. procedures; d = 1.

We consider the scenario pg = —1,pu1 = 1,9 = 31 = 02 = 1. We compute the KL
divergence from the IPF PMs FO(? and from the IDBM couplings Méq to Sa‘yl(].“, T, R,Pec)
as function of the iterations. The KL divergence between multivariate Gaussian distributions
can be calculated analytically, so no approximation is required. The results are shown in
Figure 2 where, in addition to the standard initial independent coupling C(®©) = '@, we
consider two additional initial couplings with correlations p-©) = £1. It is observed that the
IDBM iterations exhibit a higher rate of convergence with respect to the KL divergence. We

note that with our choice of indexing, we slightly favor the IPF iterations, as Fég) already

incorporates the reference measure R, while C(©) does not depend on R.

1020 ¢ 1020 ¢

T 100 e — =~ 10f
3 1060 T w0y
Q80 S 180}
171005 > 3 i 5 107190 > 3 i 5
i i

Figure 3: Same as Figure 2 for varying levels of regularization o; (left): IDBM; (right): IPF;
d = 1; shared log-scale.

In Figure 3 we modify the considered scenario by varying the level of regularization:
o =10° for s = —2,...,2, with ¢ = 102 corresponding to the blue color and ¢ = 10? to
the red color. While the IDBM iterations converge quickly for both low and high levels
of regularization (with o = 1, as in Figure 2, exhibiting the slowest convergence), the IPF
iterations display increasing KL divergence for vanishing o.

4. DKL(Mé}l) || S5.1) is independent of fi(g,13-
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Figure 4: Convergence of IPF and IDBM initial-terminal PMs to S5, in KL divergence;
(left): d = 5; (right): d = 10; log-scale.

We complete the analysis of the one-dimensional setting by studying the behavior of
DKL(MS}I) | Sg1) and DKL(FO(}l) | S¢.1) at the boundaries of the parameters’ space spanned
by 0 = (uo, p1, X0, X1,0). The results are reported in Table 1, where k denotes positive
finite values, K11 := (7 +log[4] — 2(1 4 log[n])) is the supremum of DKL(M&) | Sg.1) over 6,
0,1} stands for either of po, p1, and g 1y stands for either of 3o, 3. When taking each
limit all other parameters are kept constant. Note that all of Méll) , Fé,11) and Sg; depend on
f, even though the notation does not make this explicit. The results of Table 1 support the
robustness of the IDBM procedure in the one-dimensional setting. In particular, the IDBM
procedure does not suffer from the difficulties in bridging distant distributions which are
inherent to DIPF approaches (Vargas et al., 2021).

For d > 1, we numerically integrate the matrix-valued ODE (39). We generate 20
scenarios for each of d = 5,10. In each scenario, we sample g, 11 uniformly on [—1, 1]d and
30,21 from a Wishart distribution with d degrees of freedom and covariance matrix 0.27

(as in Janati et al. (2020)). We set 0 = 0.2 when d = 5 and 0 = 1 when d = 10. In the
)

multivariate instance, Mé,l1 does not converge to OT*(I',Y) as 0 — 0, and the convergence
rate of the IDBM procedure worsens as ¢ approaches 0. Indeed, in the Gaussian setting
defined for this study, the o — 0 limit of the DBM transport is equivalent to the RF of Liu
et al. (2022) (Section 5), and Liu (2022) establishes that the RF solves the OT problem only
in the one-dimensional case. Nonetheless, the IDBM procedure consistently outperforms the

)

IPF procedure in all scenarios. In Figure 4 we plot the average KL divergences from Méfl
and from Fé? to S 1 as function of the iterations with solid lines, where each average is over
the 20 sampled scenarios. The banded regions correspond to the ranges between the highest

and the lowest KL divergence values across the scenarios.

6.2 Mixture Transports

We consider I' = %(./\/'1(—3,0.22) + N1(0.5,0.22) + N1(3,0.2%)), T = N;7(0,2%), and R
associated to dX; = odW; over the time interval [0, 1] for o = 0.2. This configuration is
selected to illustrate the limitation of the sampling-based DIPF procedures discussed in
Section 2.3.
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Figure 5: Drift (left), estimated drift (center) and terminal density (right) resulting from the
first iteration of the IPF (bottom) and IDBM (top) procedures; generative time.

The goal of this application is to construct a transport from T to I'. This toy experiment
can be seen as a simplified instance of the generative setting introduced in Section 2.5,
where the training data consist of the values —3,0.5,3 and I' = D,, for n = 0.2. Compared
with typical applications, ¢ has been set to a small value to introduce a strong dependency
between Xy and X; under R, making SGM approaches inapplicable.

In this application, we always assume time ¢ on the generative timescale. The first
iteration of the IPF procedure relies on samples from R to infer pupa)(x,t). We display
e (z,t) in Figure 5 (bottom-left), superimposed with gray lines representing the level
sets of the marginal densities r4, ¢ € [0, 1]. Samples from R have negligible probability of
falling outside narrowly defined regions. We employ as drift approximator a fully-connected
neural network a(f, z,t) with 3 hidden layers, the ReLU (x — max(0, z)) activation function,
and a width of 512 units. Utilizing objective (14), a(f,x,t) is optimized via stochastic
gradient descent (SGD). We display the resulting inferred drift coefficient at convergence,
ap@)(z,t), in Figure 5 (bottom-center). Again we superimpose with the level sets of 7.
The approximation is accurate in regions of high probability under R, but significantly
deteriorates outside these regions. We contrast the true density of Fl(l) with a kernel density

estimate based on 10 million samples from ﬁl(l), which are obtained by applying the Euler
scheme, At = 1074, to

dXt = QpQa) (Xt, t)dt + O'th, t e [0, ].],
Xo~T,

and collecting the terminal states. As illustrated in Figure 5 (bottom-right), the approxima-
tion errors have a significant impact.
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Figure 6: Optimal coupling (left), coupling from the first iteration of the IDBM procedure
(center), PM from the first iteration of the IPF procedure (right); generative time.

Implementing sampling-based DIPF procedures requires carefully tuning the level of
regularization. On the one hand, an excessively high level of ¢ renders IPF iterations after
the first superfluous, with F() already approximately solving (Sdyn)- On the other hand,
an excessively low level of ¢ risks incurring the difficulties just exposed. We remark that,
in particular instances, the simulation-inference mismatch can become irrelevant. This is
the case for the Gaussian transports of Section 6.1, where Ft(i) is a multivariate Gaussian
distribution for each ¢ and ¢ (Mallasto et al., 2022). Therefore, pi5@ (2, 1) is an affine function
in « for each 7 and ¢, in which case local information about ppa)(x,t) is global as well.

We construct the IDBM procedure started from C(© = Y®I. The drift coefficient
ta (2, t) corresponding to the first IDBM iteration is illustrated in Figure 5 (top-left),

superimposed with gray lines representing the level sets of the marginal densities 7r§1) ,t€10,1].
Drift inference is based on samples from IIV). The same neural network architecture is
employed, and utilizing objective (27) «(0, z,t) is optimized via SGD. We display the resulting
inferred drift coefficient at convergence o) (x,t) in Figure 5 (top-center), superimposing
the level sets of 77151) = mgl). As expected, ay;0)(x,t) closely approximates fi,,;)(x,t) in
regions of high probability under II!). Crucially, this suffices for learning p w(x,t) on the
regions of the path space relevant for the simulation from M (). An interesting observation
is that the drift coefficient 1y;(1)(z,t) is smoother® than pipa)(z,t). This aspect makes it
easier to both approximate p,,1)(z,t) with a neural network and accurately simulate from
the resulting SDE. We contrast the true density of I with a kernel density estimate based on
10 million samples from ]\/4\1(1), which are obtained by applying the Euler scheme, At = 1074,
to
dXt = OZM(1)(Xt,t)dt+O'th, te [0, ].],

Xo~ T,

and collecting the terminal states. The close agreement between I' and ]/\4\1(1) is illustrated in
Figure 5 (top-right).

We discretize T and I into 5, 000 equally spaced bins on [—5, 5] and solve the corresponding
EOT problem using the Sinkhorn algorithm from the POT library (Flamary et al., 2021).

5. Both drift coefficients are analytical functions.
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For ¢ = 0.2, convergence is attained in around 2,000 iterations with default tolerances. We
display the resulting 2D histogram in Figure 6 (left). We additionally plot the 2D kernel
density estimates of ﬁé’ll) (center) and J/\J\éll) (right). It can be seen that the first iteration of
the IDBM procedure suffices to produce a coupling capturing the overall shape of 5571.

6.3 Generative Modeling

In this application, we explore the use of the BDBM transport as an alternative to the
score-based generative paradigm (Section 2.5) for image generation purposes. The reference
SDE is given by (33) with « = 0 and ¥ = I, i.e. by a time-scaled d-dimensional Brownian
motion. We consider the CIFAR-10 dataset, hence d = 28x28x3. As baseline modeling
choice we consider the “VE SDE” parametrization from Song et al. (2021) for (3, and the
corresponding smoothed training data distribution D,

dXt =V 525th7
Xo~D

t 0,1,

2t
< )m%<
Omin Omin

2t 9
~ Omin>

where 7 = oyin = 1072 and omax = 50. We recall that D, := %Zgzl Ny(xs;0,1%1;). Here
Ty, . We select

s

Omax Omax

(43)

).

. 2
ﬁt = Onin

2 Omax

bt = Onin

Omin

.., &y are the 50,000 samples of CIFAR-10’s training dataset Dglalj“rA}LR—m'
the NCSN++ (smaller) architecture, and training is performed using the official PyTorch
implementation® of Song et al. (2021). We review the SGM training procedure in Algorithm 3.

Algorithm 3 SGM training

Input: T, Rt\()? Vy log rt|0(y7$)7 O[(@?‘Tvt)
Output: asagm(z,t)

Algorithm 4 BDBM training

Input: I', T, Ry -, Vylogryo(y, ), a(d,x,t)
Output: apppm(z,t)

1: repeat 1: repeat

2: t~U0,7) 2: t~U0,7)

3 Xog~T 3 Xog~T

4 4: X, ~7T

5 X~ Rth( o ‘X()) 5 X~ Rt|0,7’(' ‘X(), XT)

6: Yy Vx, logryo(X¢|Xo) 6: Yy Vx, logryo(X¢|Xo)
7 Lo ||V — a8, X, t)||° A 7 Lo ||V — a8, X, t)||° A
8: 6« sgdstep(d, L) 8: 6« sgdstep(d, L)

9: until convergence 9: until convergence

Implementing the BDBM approach requires minimal changes, as delineated in Algorithm 4.
PyTorch implementations of SGM and BDBM losses are provided for a reference SDE
described by (33) with ¥ = I and for the regularizer \; = v(0,t) in Listings 1 and 2

(Appendix C).

6. https://github.com/yang-song/score_sde_pytorch.
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Figure 7: FID between samples generated from the SGM and BDBM models and CIFAR-10
test empirical distribution at At = 1073; log-scale.

By design, the reference SDE (43) strongly decouples X7 from Xj, in which case the
BDBM and SGM approaches yield similar generative models. We set opnax = 1 and keep
T = Ny(0,02,. 1) for the generative process’s initial distribution, without making efforts
to optimize these hyperparameters. Aside from the modifications to the loss function, no
additional changes are introduced to the training code, and training proceeds as for the
baseline SGM.

The trained neural network approximators obtained from Algorithm 3 and Algorithm 4
corresponds to the drift adjustment factors appearing in (16) and (26) as conditional
expectations. As the remaining terms in (16) and (26) are identical, no code changes are
necessary when transitioning from SGM to BDBM at generation time.

To assess the visual quality of generated samples, we employ the Fréchet Inception
Distance (FID, Heusel et al. (2017)). FID, which aligns with human-perceived visual quality,
is calculated as the 2-Wasserstein Euclidean distance in features space, where image features
are derived form the Inception model architecture. CIFAR-10 training occurs over 1,300, 000
SGD steps. After every 50,000 SGD steps, we compute the FID between the test portion of
the CIFAR-10 dataset, DtcefﬁAwa, and the corresponding 5,000 samples generated from the
SGM and BDBM models. Sampling is performed using the Euler scheme (11), At = 1073,
The results are presented in Figure 7, illustrating the competitive performance of the BDBM
model for this discretization interval. Furthermore, the BDBM approach exhibits significantly
accelerated training.

For each of the considered models and their 26 parameter states (checkpoints, at intervals
of 50,000 SGD steps), generating 5,000 samples from either the SGM or the BDBM model
using the Euler scheme with a discretization interval At = 10™4 necessitates approximately
one day of computation on the NVIDIA RTX 3090 GPU utilized in this experiment. With
the same discretization interval, the predictor-corrector scheme of Song et al. (2021) demands
twice the computation time. As such, we have chosen to circumvent the intensive computations
required to identify an “optimal” checkpoint through grid-search across parameter states
using the predictor-corrector scheme and At = 1074, as is done in Song et al. (2021). Our
analysis is instead confined to the Euler scheme and a single “optimal” checkpoint is selected
for both the SGM and BDBM models relying on the findings of Figure 7. For the BDBM
model, we opt for the model trained for 250, 000 steps, while for the SGM model we select
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Figure 8: Samples from the SGM and BDBM models with different discretization intervals,
compared to samples from the CIFAR-10 training dataset.

the model trained for 1,200,000 steps, which aligns with the checkpoint chosen in Song et al.
(2021). Subsequently, we calculate the FID values corresponding to At = 1/25,1/100,1/1000,
obtaining 93.7,14.0,12.1 for the BDBM model and 420.3,18.3,12.0 for the SGM model,
respectively. Corresponding randomly selected samples are shown in Figure 8 and contrasted
with the first 16 CIFAR-10 training samples. Although the visual quality of the SGM and
BDBM models is comparable at finer discretization steps, the BDBM model retains superior
visual quality as the discretization interval increases.

6.4 Dataset Transfer

In this section, we investigate an application where both the initial and the terminal
distributions are complex, rendering SGM approaches inapplicable. Following Bortoli et al.
(2021), we explore the scenario where the initial distribution I' is represented by the MNIST
dataset (DynisT), whereas the terminal distribution Y is derived from the first five lowercase
and the first five uppercase characters, specifically, a,...,e,A,...,E, of the EMNIST
dataset (DgynisT). Consequently, d = 28x28. The reference process law R is associated to
dXy = 0dW; over the time interval [0,1]. Our objective is to approximately solve (Sqyn).

We evaluate the performance of the DIPF and IDBM procedures, alternating between
solving the IDBM iterations in backward and forward time directions—a requirement for the
DIPF procedure. As in Bortoli et al. (2021), we utilize a lightweight configuration of the
U-Net neural network architecture as proposed by Dhariwal and Nichol (2021). We employ
two neural network models «(0,z,t), a(¢p,z,t), which act as approximators to the drifts
corresponding to the forward and backward iterations respectively.

Each of these models, a(0, z,t) and «(¢, z,t), is associated with an independent instance
of the Adam optimizer due to its adaptive nature, and a model copy (a(0,z,t) to (0, x,t),
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Figure 9: IDBM and DIPF test FID values as function of SGD steps for (left): DS\ s —
D, 1.e. backward time; (right): DiSer — Divinists 1-e. forward time; linear-scale,

truncated at 60.

a(q?), x,t) to a(p,z,t)). The parameters of these copies, 6 and ¢, are updated according to
the Exponential Moving Averaging (EMA) scheme. Models «(0, z,¢) and a(¢, z, t), whose
parameters evolve more stably, are used to simulate the required SDE paths using the FEuler
scheme and a discretization interval of At = 1/30. To increase efficiency, we implement
caching of sampled paths. For the DIPF algorithm, entire discretized paths are cached, while
for the IDBM algorithm, only the initial and terminal values are cached. Sampling from
the reference diffusion bridge corresponding to R at arbitrary time points can be performed
quickly and exactly (Section 4).

We utilize the following training methods. For the DIPF procedure, we rely on the drift
matching estimator (14). For the IDBM procedure, we employ the regression estimators (27).
For the reference process dX; = cdW¢, both the BDM (34) and BDBM (35) have the same
target (X1 — X;)/(1 —t) entering the forward and backward losses in (27). Instead of using
time-dependent regularizers as in Section 6.3, we limit the simulation of ¢ to t ~ U(0,1—At/2),
which allows us to recover the Rectified Flow loss with o = 0.

Test FID values are calculated by initializing Xo from Difyier (Digr) and subse-
quently sampling the discretized path X; to obtain model samples that are approximately
distributed as Di§¥ o (DisSinist)- The specific procedures corresponding to the IDBM and
DIPF methods are as follows. For the DIPF procedure, we remove the stochastic component
from the terminal Euler discretization step as customary. For the IDBM procedure, we
employ the estimator F; := E[X1|X;], which is directly obtained from a(é, x,t) and a(ng, x,t).
Evaluating Eq_a: is equivalent to removing the stochastic component from the terminal
Euler discretization step, but we find that F1_sa+ empirically performs better.

We consider three different levels of regularization o = 1.0, 0.5, 0.2, and compare the IDBM
and DIPF procedures over 60 iterations, with each iteration comprising 5,000 SGD steps.
Additionally, we assess the simpler application of the BDBM procedure, which is trained for
an equivalent amount of 300, 000 SGD steps. Detailed settings of all hyperparameters defining
this experiment, along with implementation details, are provided in the accompanying code
implementation”.

7. https://github.com/stepelu/idbm-pytorch
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Procedure IDBM DIPF BDBM
Regularization o 1.0 05 02 10 05 02 1.0
FID forward 109 6.1 6.8 292 234 98

FID backward 82 49 52 276 228 11.7 5.3

Loc(u, R*, XR)/d forward 4.0 5.2 125 659 31.2 225
Loc(u, R*, $g)/d backward 3.9 4.8 125 621 33.6 225 4.2

Table 2: Test FID and Loc(u, R*, Xr) values for fully trained IDBM, DIPF and BDBM
procedures.

The findings from this experiment are presented in Table 2 and Figure 9. The IDBM
procedure consistently displays superior convergence properties and lower test FID values
compared to the DIPF procedure. For both ¢ = 0.5 and ¢ = 0.2, the DIPF procedure
fails to make significant progress, with model samples almost identical to the input samples.
Indeed, a FID value around 30 corresponds to FID (D3 gr, Disstvgr)- Visualizations of
trajectories of sampled paths X;, and of estimators F; for the IDBM and BDBM approaches,
are included in Appendix D.

The results from the IDBM procedure also illustrates a dependency on the regularization
level o, with performance deteriorating for the lowest regularization level o = 0.2. We were
unable to achieve satisfactory results for the case ¢ = 0, which corresponds to the Rectified
Flow method. In this instance a valid transport is not achieved as well, with model samples
strongly resembling the input samples. We hypothesize that while the RF method offers the
advantageous feature of progressively straightening the inferred paths, the ensuing inference
problem may present considerable difficulty. Indeed, the neural network model has to predict
the terminal sample exactly at ¢ = 0 based on the initial sample, which commences to be the
case at low levels of o (see E; in Appendix D).

The optimal SDE solving (Sqyn) accomplishes a valid coupling while minimizing the
drift norm functional Loc(u, R*, XR), as outlined in Section 3.2. Lower FID values serve as
indicators of the accuracy of the inferred coupling. As demonstrated by the results presented
in Table 2, the IDBM procedure not only infers an accurate coupling but also effectively
minimizes Loc(u, R*, X ). Estimations of the test values for Loc(u, R*, ¥ ) are computed
through Monte Carlo sampling of the drift norm functional (20). In this process, the relevant
neural network approximator is substituted for p(z,t). Finally, the simpler BDBM procedure
yields FID and Loc(u, R*,¥Xr) values that are comparable to those produced by the more
complex IDBM procedure. This suggests that the BDBM crude approximation to (Sqyn)
might be acceptable within this context.

7. Discussion

This paper introduces a novel iterative algorithm, the IDBM procedure, aimed at solving
the dynamic Schrédinger bridge problem (Sqyn), and performs a preliminary theoretical
analysis of its convergence properties. The theoretical findings are complemented by various
numerical simulations and analytical results, demonstrating the competitive performance of
the IDBM procedure in comparison to the IPF procedure.
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As in Pavon et al. (2018); Bortoli et al. (2021); Vargas et al. (2021), we assume that samples
from the target initial and terminal distributions are either readily available, belonging to
some dataset of interest, or can be generated without further approximations. The IDBM
procedure is particularly suitable in scenarios where the reference diffusion admits simple
analytical transition densities. These considerations suggest that the IDBM procedure is
ideally suited for current generative applications. Since the IDBM procedure produces a
valid coupling at each iteration, we utilize the first IDBM iteration, i.e. the (backward)
DBM transport, as an alternative to the approach of Song et al. (2021). This alternative
achieves accelerated training and superior sample quality at larger discretization intervals.
An additional advantage of this proposal is the simplicity of its implementation, which differs
from the approach of Song et al. (2021) only in the training loss definition. The time-reversal
sampling-based implementations of Bortoli et al. (2021); Vargas et al. (2021) suffer from the
simulation-inference mismatch demonstrated in the present work, and might be difficult to
scale to demanding generative applications due to the ensuing lower efficiency and higher
computational cost.

The outcomes of our study give rise to additional avenues for future research. From
a theoretical perspective, our initial analysis falls short of establishing the convergence in
KL divergence of the IDBM procedure’s iterates to the solution to (Sqyn). The numerical
and analytical results of Section 6.1 support that, under suitable conditions, this stronger
form of convergence is achieved. Non-asymptotic results would be particularly valuable, as
they could elucidate the conditions under which either the IPF or IDBM methods are more
favorable. Moreover, it would be desirable to introduce more easily verifiable conditions
guaranteeing convergence of the IDBM procedure. Finally, when d > 1, neither the IPF
nor the IDBM procedures are robust to vanishing randomness in the reference diffusion R.
Consequently, the design of an iterative procedure solving (Sqyn), while being robust to a
vanishing regularization level, remains an open problem.

On the empirical side, computational constraints limited the scope of our simulation study
comparing the DBM transport to the time-reversal approach of Song et al. (2021). Specifically,
no hyperparameter optimization was performed, neither for DBM-specific parameters, nor
for the employed neural network architecture, while Figure 7 suggests that the tested
configuration might suffer from overfitting later in training. This is conceivable, as the DBM
transport approximates the solution to (Sqyn), which is associated to an SDE that has a
“simpler” optimal drift (Dai Pra, 1991). Since the exact solution to the DBM transport,
and of the competing approaches, perfectly recovers the training data distribution, a less
powerful architecture might be required for superior generalization properties. Overfitting to
the CIFAR-10 dataset is not a novel concern (Nichol and Dhariwal, 2021), and it is typically
addressed through hyperparameter search.

At one extreme, when the reference process’s dynamics imply a terminal value almost
independent of the initial value, the DBM results in a generative model akin to that of
Song et al. (2021), while rectifying the terminal distribution mismatch inherent in all time-
reversal approaches (Bortoli et al., 2021). More generally, the DBM transport enlarges the
space of feasible (exact) transports. Consequently, it is plausible that improvements in
current state-of-the-art solutions can be attained by empirically exploring this enlarged space,
optimizing for a given metric of interest, such as FID. In particular, high-resolution images
pose challenges for time-reversal approaches and necessitate an increase in the reference
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process randomness, thus increasing the implicit integration time (Hoogeboom et al., 2023).
The DBM transport, which precisely matches the initial and terminal marginal distributions,
does not face this issue. Lastly, computational constraints precluded an evaluation of the
application of further iterations of the IDBM procedure in generative modeling applications,
which would trade off increased training time with a more efficient generation process.

The approaches of Bortoli et al. (2021); Vargas et al. (2021) are directly applicable
to a broad spectrum of reference SDEs. Conversely, the IDBM procedure detailed in
this work necessitates an analytically solvable reference SDE. However, we remark that
the IDBM methodology can potentially be extended to accommodate complex reference
dynamics. A promising approach involves harnessing the findings of De Bortoli et al. (2021)
to construct neural network approximators for V log(r-;(y|z)) and V,, log(ro(y|z)). These
approximators allow both the sampling of the reference diffusion bridge via a discretization
of (17), and the calculation of the targets in the estimators (27). An alternative strategy
employs the Exact Algorithm (EA) proposed by Beskos and Roberts (2005); Beskos et al.
(2008) to sample exactly from the reference diffusion bridge (17). The unavailability of
Vi log(rr¢(y|x)) and V, log(ryo(y|z)) can be circumvented by performing drift inference as
outlined in Section 2.4, rather than relying on (27). We refer to the discussion following
(27) for more details. However, we must underscore that the application of the EA is
restricted to reference SDEs with a “reducible” diffusion coefficient (Ait-Sahalia, 2008), and
to low-dimensional spaces due to scalability concerns (Peluchetti and Roberts, 2012). We
refer to Beskos et al. (2008) for the additional requirements on the drift coefficient of the
reference SDE. The empirical evaluation of these extensions is left to future research.
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Appendices

A. Proofs
Proof of Theorem 1

The following assumptions are sufficient for the application of Theorem 1. We assume
that (23) and each member of (21) admit a unique solution, with strictly positive marginal
densities over RY. We assume that each marginal density is the unique solution to the
corresponding Fokker-Plank PDE, and that the exchanges of limits denoted with (%) hold.
When Theorem 1 is applied to match II = CR,|g in Section 3.4, these conditions are
satisfied if R is given by (33) and the marginal distributions of C' are given by mixtures of
Gaussian distributions, which covers the setting of generative modelling applications.

Theorem 1 (Diffusion mixture matching) Consider the family of d-dimensional SDEs
indexed by A € A

X} = pMXP O dt + oM X AW, e [0,7],

21
X3 ~ Py, 1)

corresponding to the family of path PMs {P*}xca. For a mizing PM ¥ on A, let II € P
be obtained by taking the V-mizture of (21) over X € A. In particular, define the mixture
marginal densities 7, t € (0,7), and the mizture initial PM 11y by

— A o A
() = /A P @) U(dN), Tho(dz) = /A PM(dz)T(dN). (22)

Consider the d-dimensional SDE
dXt = H(Xt,t)dt+U(Xt,t)th, te [O,T],
_ Jam @ i (2) R (dA)

p(x,t) : )
() (23)
Sy oM@, t)pi ()T (dN)
o(x,t) = (@) ,
Xo ~ o,

with law P. Then, under mild conditions, for allt € [0, 7] it holds that P, = T1;.

Proof In this proof we make use of the following notation: for f(z,t) : R? x [0,7] — R,

(1), = S1(,), for fa,t) - R x [0,7] = L (f(,1)), = S0, £ [fli(a0), for
2

fat) s RO x [0,7] - ROx RY, (f(@t),, = Y, g (fly(e.0). Let TA(w,0) =

oMz, t)o*(z,t)T. Then, for 0 < ¢ <7,

o) = ( [ mowan)
= [ (b)), wian ()
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- /A <M)‘(a?,t)pi‘(:c)>m <2>‘(x ) (x )) T(dA)

_ < /A W@(@)m(gg)>x+2( /A EA(‘@ E)pf(z) (dA)me(x ))m. (%)

The lines denoted with (xx) consist of exchange of limits, the third line results from the
application of the Fokker-Plank PDEs for {P*}ycx. The Fokker-Plank PDE for (23) is

e, = ([ 2P yarp)) +5( [ EEE o)

As Py =1y and p and 7 satisfy the same Fokker-Plank PDE, it follows that P and II share
the same marginal distribution. |

Trr

Proof of Theorem 2

Theorem 2 (IDBM convergence) ForI','YT € Py, R € P associated to (3) with op(x,t) =
I, consider the iterates 1), M®) e Po(T,Y) of Algorithm 2. Assume that®: (i) Dy (CO) ||

S5,) < o005 (ii) for each i > 1 the Cameron-Martin-Girsanov theorem hold for MO yielding

dMD /dS* (implying that (24) for T = I has a unique diffusion solution with law M®,

and that M® < S*). Then: (i) 1) £y 8% and MD £ §* as i — oo, where £ denotes

converge in law; (i) D, (T || S*) > D, (M®||S*) > Dy (IIEHD||S*) fori > 1 (implying

that Dy, (M® || S*) is non-increasing in i); (ii) D (II(C) || S*) = D (M(C) || S*) if

and only if TI(C) = M(C) = S*.

Proof Let P € P¢ be the law of the diffusion solving

dX; = M(Xt,t)dt+UR(Xt,t)th, t e [O,T],
Xy~ Py,

Let C € Po(I',Y). Within this proof, we use the following abbreviations: II(C) :=
I(C, Rejo,7), M(C) = M(II(C, Rep,+)), S* == S*([', T, R, Pc). Assume that Dy (II(C) ||
P) < oo and that the conditions required for the application of the Cameron-Martin-Girsanov
theorem to obtain dM (C)/dP are satisfied. As M(C) < P as well, following Csiszar (1975),
it holds that

Dgr(II(C) || P) = Dx(IL(C) || M(C)) = HI(EC) [10% dljif)] B [ o8 5]?4((?)]
dM(C)
. [log dP ]

and we want to show that
(C) dM(C)
E |1 = 1 .
(C) [ P ] M(C) [ &P ]

8. As in the proof, we denote II(C) = II(C, Rq4jo,,), M(C) := M(II(C, Rq0,-)), S* :== S*(I', T, R, Pc).
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As IIp(C') = My(C) =T it suffices to show that

dMep(C)7 dM,o(C)
1) [ %8 4Py, ] = M©) [log dPy, }
where
dM, o (C r v
) = s = 7S et [ a7 s+

is given by (12). As I1(62,®Y, Rejo,) = ILeo(C, Reo,7), from (25),

B [ [ s - 0TS (X ]

1n(c)
! Tey—1
e [/0 ((par = ) 2R (X, 8) (ur (X )+ Zp(Xe. 1) B [V, log ey (X[ X)X, Xo])dt]
— ’ _ ATyl
= HI(EC) [/O (s = 10) SR (X ) (ur(Xe, t) + Er(Xe, 1) HI(EC)[VXt log TT\t<XT‘Xt)‘Xt])dt],

by the tower property of conditional expectations. On the other hand, from (24),

Vo L (o = og e y0x)

- E ) [ /O [(par — 1) TS N(Xe 1) (r(Xe t) + Sr(Xe,t) HI(EC )[vxt 1ogmt(XT\Xt)|Xt])dt]

M(C
_ T N\ Ty—1
= B s = TSR (X, )+ Br(Xe. ) B, [V, ok o (X, Xo) XiD) ]

as My(C) = II(C) for all t € [0,7]. In the same way, equality in expectations of —% [1[(rar —
)T (s + w)](Xe, t)dt is established. We thus obtain a version of the Pythagorean law
for (reverse) KL-projections (Csiszar, 1975; Nielsen, 2018),

Drr(I(C) || P) = D (I(C) || M(C)) + Drr(M(C) || P).

See also Liu et al. (2023b) for another derivation of this result. When P = S* (S* is law of
the diffusion solving (19)), under the same assumptions,

Drr(INC) || 5%) = Drr(M(C) || 57), (44)

with equality if and only if II(C) = M(C).

IfTI(C) = S*, then M(C) = S* as II(C) = C R, is equal in law to the diffusion process
solving (19) and Theorem 1 applied to a (single) diffusion results in that same diffusion. On
the other hand, if II(C') # S*, then II(C) is not a diffusion (it is an Ito process in the sense
of @ksendal (2003)), see Section 3.2, and M (C') # II(C) (@ksendal, 2003, Theorem 8.4.3).
That is II(C') = M(C) if and only if II(C) = M(C) = S*.

For ¢ > 0,

I'Sej0.+)]

°|0,7

DKL(HU) H S*) = DKL(H&E' H SS,T) + I?) [DKL(HE%T
HOTT ’

= Dicr (I | S5.1),
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as H(i)

°|0,7

0|0, 7

= Rq0,7, and
Dicp (M| 87) = Dicw (Mg | 5.+ E [Dice(M, I Sko, )
> Dy (Y]] 85),
as Méll = H(ZH) Thus,

Dr(MYW || 8%) 2 D (Y | 57). (45)

It is assumed that Dy p(TI(0)[|S*) = D (CO| Sp.+) < 00, and that the Cameron-Martin-
Girsanov theorem applies to each M) yielding dM® /dS*. Therefore, we can iteratively apply
(44) and (45) obtaining D, (11 || S*) > Dy, (M® || S*) > Dy (IIFHD||.S*) for i > 0. Being
non-increasing and bounded below, the sequence D (II9||S*), Dy, (MW||S*), Dy, (ITEHD) |
5*) converges, and lim; oo (D1, (119 || $*) — D (MW || $%)) = lim; 00 D, (1T || M) = 0.

The sequences {IT) };50, {M},5¢ are tight. We consider {TIV};50, the case of { M) },5¢
being identical. By the conditional Jensen inequality, for any measurable set K,

dS* dS*

Dy || §) = E | ~log 2o | KUK + E [~ log o
1% 3]

—10g(5*[Kc]/H MDD K] + —log($7[K] /I [KIW (K],

5 | KO

For € > 0, choose K compact such S*[K€] < ¢, S*[K] > 1 — ¢ by the tightness of S* (as it is
defined on a Polish space, see Léonard (2014a)). Assume that II() is not tight. That is, there
is v > 0 such that for each compact K there is i > 0 with I®[K¢] > v, IO [K] < 1 — v
Hence, for each € > 0, there is 7 > 0 such that

—log(S*[K /MK DUV > —~log(e/7),

which can be made arbitrarily large by a suitable small ¢ > 0. On the other hand,
—log(S*[K]/x)z is bounded below for z € [0, 1], so —log(S*[ |/TIO[K)I®[K] is bounded
below. But we know that for i large enough Dy (II®) || §*) is bounded above, hence I1()
must be tight.

Therefore, {IT%)};5¢ and {M®},5¢ are relatively compact. Each subsequence of {TI()},5q
has a further subsequence {H(Z)}lzl which converges in law: I1() —£5 T1(9) as | — oo for some
1) € Pe (I, ). Each subsequence of {M (i)}izo has a further subsequence { M (l)}lzl which
converges in law: M® £y M©) for some M) ¢ Pce(I',Y). By the lower semi-continuity
of the KL divergence with respect to the topology of weak convergence (van Erven and
Harremos, 2014, Theorem 19), 0 = liminf;_,o Dgr (IO || M*) > Dy (1T || M) and
therefore I1(*) = M (%) Denote this common PM with ().

Due to the convergence in law of II¥), and the form of its disintegration, S() is of
the form Sé?:)R.m,T for some S(()i)f) € Po(I,Y). If () is also diffusion, it follows that
S(()ff) = S[(:T) (Section 3.2) and thus S(>) = §*. It remains to show that S(*) is a diffusion
when op(z,t) = I. Again by the lower semi-continuity of the KL divergence, we have that
D (S() || §*) < 0o and thus S(®) <« §*. But S* <« R and R < R° by assumption where
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R? is the d-dimensional Brownian measure on [0, 7]. Then, by Liptser and Shiriaev (1977,
Theorem 7.11 and following Note 1), $(>) is a diffusion.

As convergence in law to S* has been established for arbitrary convergent subsequences,
{®y £, 5 and (M@} £, g0 by Billingsley (1999, Theorem 2.6). [ |

B. Additional SDE Class Formulae

The linearity of (30) and (31) stands behind the form of the conditional expectations entering
the drift coefficients that follow. The generative time reversal process (16) is given by

r[X - X]a(0,b) — X,
v(0, by)

_ . E
dX, = [aBX, + B ]dt + /BT, te 0,7,

70 ~ R~ T,
the DBM transport (24) is given by

H[Xr\Xt]a(bm br) - Xta(bm br)2
U(bt, bT)

E
aX, = [ = aBi X, + By |at+ VBT 2w, te (.7,

Xo~T,

while the BDBM transport (26) is given by

H[YAYAG(O, bt) — Xt:|

— — E
dXt: OéﬂtXt‘i‘Bt U(O b)
)y YT

dt + /BT 2aw,, telo,7],

Xo~T.

For a = 0, the DBM and BDBM transports are symmetric in the following sense: the BDM
transport based on C € P (T',Y) and f; is equivalent in law to the BDBM transport based
on C € Po(Y,T') and 3, = ..

C. Generative Modeling Code
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DIFFUSION BRIDGE MIXTURE TRANSPORTS

# requires:

# bot(t): be(t)

# a_s_t(s, t): a(s,t) from (29)

# v_s_t(s, t): v(s,t) from (29)

# inputs:

# z_0: [B,C,H, W]

# model: ([B,C,H,W], [B]) -> [B,C,H,W]
# outputs:

# losses: [B]

def sgm_loss(x_0, model, T=1.0):

t = torch.rand(x_0.shape[0], device=x_0.device) * T

scaled_t = b_t(t)
z = torch.randn_like(x_0)

a_0_t, v_O_t = a_s_t(0.0, scaled_t), v_s_t(0.0, scaled_t)

s_0_t = torch.sqrt(v_0_t)

x_t = a_0O_t[:, None, None, None] * x_0 + s_O_t[:, None, None, None] * z

score_t = (x_0 * a_O_t[:, None, None, None]

- x_t) / v_0_t[:, None, None, None]

losses = (model(x_t, scaled_t) - score_t)**2 * v_O_t[:, None, None, None]
losses = torch.sum(losses.view(losses.shape[0], -1), dim=1)

return losses

FHoR R R W O W™ W™ W

[B]
[B]
[B,C,H, W]
[B]
[B]
[B,C,H, W]
[B,C,H, W]
[B,C,H, W]
[B]

Listing 1: SGM loss sampling; x_0 is a batch of B images, each of which has C channels,

height H and width W.

# requires:

# b_ot(t): be(t)

# a_s_t(s, t): a(s,t) from (29)

# v_s_t(s, t): v(s,t) from (29)

# al_s_t_u(s, t, u): a(s,t,u) from (32)
# ar_s_t_u(s, t, u): a(s,t,u) from (32)
# vb_s_t_u(s, t, w): 0(s,t,u) from (32)
# inputs:

# z_0: [B,C,H, W]

# model: ([B,C,H, W], [B]) -> [B,C,H,W]
# outputs:

# losses: [B]

def bdbm_loss(x_0, model, T=1.0, sigma_T=1.0):

t = torch.rand(x_0.shape[0], device=x_0.device) * T

scaled_t, scaled_T = b_t(t), b_t(T)
z = torch.randn_like(x_0)

a_0_t, v_O_t = a_s_t(0.0, scaled_t), v_s_t(0.0, scaled_t)

x_T = torch.randn_like(x_0) * sigma_T

al_O_t_T _0_t_

vb_0_t_T = vb_s_t_u(0.0, t, scaled_T)

sb_0_t_T = torch.sqrt(vb_0_t_T)

x_t = (
+ al_O_t_T[:, None, None, None] * x_O
+ ar_O_t_T[:, None, None, None] * x_T
+ sb_O_t_T[:, None, None, None] * z

)

score_t = (x_0 * a_0_t[:, None, None, None]

, ar_0_t_T, = al_s_t_u(0.0, t, scaled_T), ar_s_t_u(0.0, t, scaled_T)

- x_t) / v_0_t[:, None, None, None]

losses = (model(x_t, scaled_t) - score_t)**2 * v_0O_t[:, None, None, None]
losses = torch.sum(losses.view(losses.shape[0], -1), dim=1)

return losses

TH W W W R W R W

O R W

[B]
[B]
[B,C,H, W]
[B]
[B,C,H, W]
[B]
[B]
[B]

[B,C,H, W]
[B,C,H, W]
[B,C,H, W]
[B]

Listing 2: BDBM loss sampling; x_0 is a batch of B images, each of which has C channels,

height H and width W.
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D. Additional Experimental Results

Figure 10: Random paths X; and corresponding terminal value estimators E; for fully trained
BDBM and IDBM procedures corresponding to different regularization levels; backward time
direction; ¢ uniformly spaced on [0, 1] for Xy, [0,1 — At] for Ey; X ~ Diivsr is fixed.
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Figure 11: Random paths X; and corresponding terminal value estimators E; for fully trained
IDBM procedures corresponding to different regularization levels; forward time direction; ¢
uniformly spaced on [0, 1] for Xy, [0,1 — At] for Ey; Xo ~ D5 gp is fixed.
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Figure 12: Random paths X; for fully trained DIPF procedures corresponding to different
regularization levels; forward (first three rows) and backward (last three rows) time directions;
¢ uniformly spaced on [0,1]; Xo ~ Di5 g (forward time) and Xy ~ DSy (backward

time) are fixed.
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E. Notation

DIFFUSION BRIDGE MIXTURE TRANSPORTS

Notation Description

[0, 7] Time interval

d Dimension of state space

P, Q,. Probability measure (PM)

Pe PMs over C([0, 7],R%)

Pn PMs over R@*"

Pe(T,T) PMs with initial-terminal distributions T, T; Pe(T, T) C Pe
Po(L,T) PMs with marginal distributions I", T; P2(I', T) C P,

U, ) Uniform distribution on (0, 7)

Na(p, %) d-variate normal distribution with mean p and covariance ¥
dP/dQ Density of PM P with respect to PM @

P Lebesgue density of PM P

Pt Marginalization of P € P¢ at t1,...,t,

Poity o tn Conditioning of P € P¢ given values at t,...,t,

P="P, Py, . . t,

Marginal-conditional decomposition of P € P¢

Q=VYP, i Mixing of P € P¢ via U € P, at times t1,...,t,; Q € Pc
Dgr(S| R) Kullback-Leibler divergence from PM S to PM R

I Identity matrix

AT Transposition of a square matrix A

VI Euclidean norm of a vector V

X Time reversal of stochastic process X

P Time reversal of PM P; P € P¢

v Reverse timescale; v :=7 — ¢t

w d-dimensional standard Brownian motion

r,T Target PMs; I', T € P

R Reference PM; R € P¢

ur(z,t), or(z,t) Reference SDE drift and diffusion coeflicients

Yr(x,t) Reference SDE covariance coefficient; $g = orog
S*(T,T,R,Pe) Solution (Sdyn) (dynamic)

S*(I, Y, Ro,r, P2) Solution to (Ssta) (static) (corresponding to (Sayn))
S*(T,-,Q,P) Solution to forward (Hayn) (P = Pc), (Hsta) (P =P2); Q € P
S*(-,1,Q,P) Solution to backward (Hayn) (P = Pc), (Hsta) (P =P2); Q € P
F@) i-th IPF iteration; F() € Po U Py, i >0

M) Drift corresponding to FO e Pg

I(C, Rao,7) Diffusion mixture; C' € Po(I', 1), I1 € Pc(T', 1)

%(H(Cv Ro|0,7’))
M(H(Ca Ro|0,r))
M@

c@

1)

Fopr ()

Forward DBM based on C; C € Po(I', Y), M € Pc(I', T)
Backward DBM based on C; C € Po(T, T), M € Pe(Y,T)

i-th (forward) IDBM iteration; M®) € Pe, i >0

i-th IDBM coupling; C) € Py(T, T), OO = M)

i-th IDBM diffusion mixture; II¥) € Pg, TI) = T1(CG-1), Rejo.7)
Drift corresponding to M@ e P,

Table 3: Main notation summary.
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