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Abstract

We present SPMF, an open-source data mining library offering implementations of more
than 55 data mining algorithms. SPMF is a cross-platform library implemented in Java,
specialized for discovering patterns in transaction and sequence databases such as frequent
itemsets, association rules and sequential patterns. The source code can be integrated
in other Java programs. Moreover, SPMF offers a command line interface and a simple
graphical interface for quick testing. The source code is available under the GNU General
Public License, version 3. The website of the project offers several resources such as docu-
mentation with examples of how to run each algorithm, a developer’s guide, performance
comparisons of algorithms, data sets, an active forum, a FAQ and a mailing list.
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1. Introduction

In this paper, we present SPMF (Sequential Pattern Mining Framework), a data mining
library that is specialized in frequent pattern mining, an important subfield of data mining
that aims at discovering interesting patterns and associations in databases. SPMF is an
open-source project, started in 2009 to address the lack of large open-source data mining
library specialized in frequent pattern mining. There exist several general purpose open-
source data mining libraries such as Weka (Witten et al., 2005), Mahout (Mahout, 2013) and
Knime (Knime, 2013), which provide a wide range of data mining techniques. However, they
offer a very limited set of algorithms for frequent pattern mining. Weka, Knime and Mahout
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offer only a few popular pattern mining algorithms such as Apriori (Agrawal and Srikant,
1994), GSP (Srikant et al., 1996) and FPGrowth (Han et al., 2004). Some specialized
platforms like Coron (Coron, 2013), LUCS-KDD (LUCS-KDD, 2013) and Illimine (Illimine,
2013) offer a slightly larger choice of pattern mining algorithms. However, the source
code of Coron is not public, Illimine provides the source code of only one of its pattern
mining algorithms and LUCS-KDD source code cannot be used for commercial purposes.
SPMF provides more than 55 algorithms for pattern mining. Implementations of most of
these algorithms can only be found in SPMF. For example, only three algorithms from
SPMF appear in Weka and Knime (Apriori, FPGrowth and GSP), only one in Mahout
(FPGrowth), two in LUCS-KDD (Apriori, FPGrowth), and eight in Coron. Another related
project is Galicia (Galicia, 2013), an open-source software focusing on mining lattice-based
patterns and visualizing lattices. It has only one algorithm in common with SPMF. Another
distinctive feature of SPMF is that it offers more than 17 algorithms for mining sequential
patterns, while Weka and Knime only offer a single algorithm (GSP), and other previously
mentioned software offer none. Moreover, note that Galicia, Coron, Illimine and LUCS-
KDD are projects that have been inactive for several years.

Since its first major release in 2010, SPMF has been used in more than 70 research
projects in various domains such as web usage mining, analyzing learner behavior in e-
learning, clinical text retrieval, sales forecasting, restaurant recommendation, analyzing
nucleic acids sequences, anomaly detection in medical treatment and forecasting crime in-
cidents (see the SPMF website for an up-to-date list of applications). Algorithms offered in
SPMF can be applied to two main types of data:

• A transaction database (a.k.a. binary context) is a set of transactions T = {T1, T2, ...
Tn} and a set of items I = {i1, i2, ...im}, where Tx ⊆ I for 1 ≤ x ≤ n. For example,
each transaction of a transaction database could represent a set of items purchased
by a customer at a store, or a set of words appearing in a text document.

• A sequence database is a generalization of a transaction database. It is a set of
sequences S = {S1, S2, ...Sp} and a set of items I = {i1, i2, ...iq}. A sequence is a
list of transactions < T1, T2, ...Tr > where Tx ⊆ I for 1 ≤ x ≤ r. Examples of real-
life data that can be represented as sequence databases are sequences of web pages
visited by users, bioinformatics data (e.g., protein sequences, microarray data and
DNA sequences), stock market data, weather observations and sensor data.

Three main data mining tasks can be performed with SPMF.

• frequent itemset mining (Agrawal and Srikant, 1994) consists of discovering frequent
itemsets, i.e., sets of items appearing in more than minsup transactions of a transac-
tion database, where minsup is a parameter set by the user.

• association rule mining (Agrawal and Srikant, 1994) consists of discovering the associ-
ation rules respecting some thresholds minsup and minconf in a transaction database.
An association rule X ⇒ Y is an association between two sets of items X and Y such
that X ∩Y = ∅, X ∪Y appears in more than minsup transactions, and that the num-
ber of transactions containing X∪Y divided by the number of transactions containing
X is higher than minconf .
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• sequential pattern mining (Agrawal and Srikant, 1995) consists of discovering frequent
sequential patterns, i.e., subsequences appearing in more than minsup sequences of a
sequence database, where minsup is a parameter set by the user.

For these three classical data mining tasks with wide applications, SPMF offers imple-
mentations of popular algorithms such as Apriori, Eclat (Zaki, M. J.), FPGrowth, GSP,
PrefixSpan (Pei et al., 2004), SPAM (Ayres et al., 2000) and BIDE (Wang et al., 2007).
But it also offers several algorithms for variations of these problems, for example to discover
rare itemsets, closed itemsets, non-redundant association rules, indirect association rules,
top-k association rules, to deal with uncertain data or database containing quantity and
profit information and to discover sequential rules (Fournier-Viger et al., 2011). SPMF of-
fers both classical algorithms and recent state-of-the-art algorithms such as Hui-Miner (Liu
et al., 2012), ClaSP (Gomariz et al., 2013) and RuleGrowth (Fournier-Viger et al., 2011).

2. Using SPMF

SPMF is implemented in Java and is cross-platform. The only requirement to run SPMF is
to have Java 7 or higher installed. There are two versions of SPMF. The source code version
offers all algorithms from SPMF. The documentation provides an example of how to run
each algorithm. It explains the input and output of each algorithm, its main characteristics
and where to obtain more information about the algorithm. Moreover, a sample program
and input file is provided in the source code of SPMF to show how to execute each example
from Java code. Running an algorithm is just a few lines of code. One needs to create an
instance of the algorithm, specify its parameter(s), input file and an output file path (if the
result is to be saved to a file). For example, the following code runs the Apriori algorithm
on a file ”input.txt” with its minsup parameter set to 0.4.

AlgoApr ior i a p r i o r i = new AlgoApr ior i ( ) ;
a p r i o r i . runAlgorithm ( 0 . 4 , ” input . txt ” , ” output . txt ” ) ;

The source code can be easily integrated into other Java software programs since (1) the
source code of each algorithm implementation is located in its own subpackage and (2) there
is no dependency on any other software or library. To support developers and users, ex-
tensive resources are provided on the website of SPMF such as an active forum, a FAQ,
a developers’ guide and a mailing list to be informed of the latest updates to SPMF. The
website also provides a set of more than 40 large real-life data sets that can be used with
the algorithms offered in SPMF. This can be useful for educational purpose (e.g., for a
data mining course) or for comparing the performance of algorithms (for data mining re-
searchers). Finally, the website also provides several performance comparisons of algorithms
offered in SPMF, for various data sets, to give a good idea of the relative performance of
the algorithms designed for the same task.

The release version of SPMF is a runnable JAR file that can be launched with a double-
click. It provides a minimalist user interface (see Figure 1), designed to allow quickly testing
the behavior of the algorithms. The graphical user interface allows one to select an input file
and an output file, choose an algorithm, enter its parameters and run it. For each algorithm,
a sample input file is provided and an example is described in the documentation. The
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Figure 1: SPMF graphical user interface

runnable JAR file can also be used to run algorithms from the command line. For example,
to run Apriori, the following command can be used:

java −j a r spmf . j a r run Apr io r i input . txt output . txt 0 . 4

Input files for the algorithms are text files. The format that is used is the one from
frequent pattern mining competitions such as FIMI (Boyardo et al., 2004) and used by
researchers in this domain (files where items are represented by integers). But, to allow
greater interoperability, the GUI and command line version of SPMF can also read the
popular ARFF file format for itemset and association rule mining (used by Weka and
Knime), and tools are provided to convert some selected formats to the SPMF format.

3. Conclusion

We have presented SPMF, a data mining library specialized in frequent pattern mining. The
project is active and latest releases can be found on its website. SPMF has been applied in
more than 70 research projects. Code submissions are reviewed by the project founder and
contributors to see if they meet the requirements before being integrated in SPMF.
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