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Abstract

Binary classification is the problem of predicting the class a given sample belongs to. To achieve a good prediction performance, it is important to find a suitable model for a given dataset. However, it is often time consuming and impractical for practitioners to try various classification models because each model employs a different formulation and algorithm. The difficulty can be mitigated if we have a unified formulation and an efficient universal algorithmic framework for various classification models to expedite the comparison of performance of different models for a given dataset. In this paper, we present a unified formulation of various classification models (including C-SVM, ℓ2-SVM, ν-SVM, MM-FDA, MM-MPM, logistic regression, distance weighted discrimination) and develop a general optimization algorithm based on an accelerated proximal gradient (APG) method for the formulation. We design various techniques such as backtracking line search and adaptive restarting strategy in order to speed up the practical convergence of our method. We also give a theoretical convergence guarantee for the proposed fast APG algorithm. Numerical experiments show that our algorithm is stable and highly competitive to specialized algorithms designed for specific models (e.g., sequential minimal optimization (SMO) for SVM).
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1. Introduction

Binary classification is one of the most important problems in machine learning. Among the wide variety of binary classification models which have been proposed to date, the most popular ones include support vector machines (SVMs) (Cortes and Vapnik, 1995; Schölkopf et al., 2000) and logistic regression (Cox, 1958). To achieve a good prediction performance,
it is often important for the user to find a suitable model for a given dataset. However, the
task of finding a suitable model is often time consuming and tedious as different classification
models generally employ different formulations and algorithms. Moreover, the user might
have to change not only the optimization algorithms but also solvers/software in order to
solve different models. The goal of this paper is to present a unified formulation for various
classification models and also to design a fast universal algorithmic framework for solving
different models. By doing so, one can simplify and speed up the process of finding the best
classification model for a given dataset. We can also compare various classification methods
in terms of computation time and prediction performance in the same platform.

In this paper, we first propose a unified classification model which can express vari-
ous models including $C$-SVM (Cortes and Vapnik, 1995), $\nu$-SVM (Schölkopf et al., 2000),
$\ell_2$-SVM, logistic regression (Cox, 1958), MM-FDA, MM-MPM (Nath and Bhattacharyya,
2007), distance weighted discrimination (Marron et al., 2007). The unified model is first
formulated as an unconstrained $\ell_2$-regularized loss minimization problem, which is further
transformed into the problem of minimizing a convex objective function (quadratic func-
tion, plus additional terms only for logistic regression) over a simple feasible region such as
the intersection of a box and a hyperplane, truncated simplex, unit ball, and so on. Taking
different loss functions (correspondingly different feasible regions in the transformed prob-
lem) will lead to different classification models. For example, when the feasible region is
given by the intersection of a box and a hyperplane, the unified formulation coincides with
the well-known $C$-SVM or logistic regression, and when the region is given by a truncated
simplex, the problem is the same as the $\nu$-SVM.

It is commonly acknowledged that there is “no free lunch” in supervised learning in the
sense that no single algorithm can outperform all other algorithms in all cases. Therefore,
there can be no single “best” software for binary classification. However, by taking ad-
vantage of the above-mentioned unified formulation, we can design an efficient algorithm
which is applicable to the various existing models mentioned in the last paragraph. Our
proposed algorithm is based on the accelerated proximal gradient (APG) method (Beck and
Teboulle, 2009, Nesterov, 2005) and during the algorithm, only the procedure for computing
the projection onto the associated feasible region differs for different models. In other words,
by changing the computation of the projection, our algorithm can be applied to arbitrary
classification models (i.e., arbitrary feasible region) without changing the optimization algo-
rithmic framework. The great advantage of our algorithm is that most existing models have
simple feasible regions, which make the computation of the projection easy and efficient.

The APG method is known to be one of the most efficient first-order methods theoret-
ically. In order to make our APG based method practically efficient, we further employ
various techniques such as backtracking line search (Beck and Teboulle, 2009; Scheinberg
et al., 2014) and adaptive restarting strategies (O’Donoghue and Candès, 2015) to speed
up the convergence of the algorithm. Our method incorporates several speed-up strategies
while guaranteeing its convergence even for a general non-strongly convex function. Since
our method is a further improvement of the standard APG method, we will call it as fast
accelerated proximal gradient (FAPG) method. Our FAPG method improves several other
restarting schemes (Nesterov, 2013; Lin and Xiao, 2015; Su et al., 2014) which have guar-
anteed convergence in the case when the objective function is strongly convex. To make
our method even more efficient in practice, we simplify some steps in the implementation
of our FAPG algorithm, though we can no longer ensure its theoretical convergence. To summarize, while our method has extensive generality, numerical experiments show that it performs stably and is highly competitive to specialized algorithms designed for specific classification models. Indeed, our method solved SVMs with a linear kernel substantially faster than LIBSVM (Chang and Lin, 2011) which implemented the SMO (Platt, 1998) and SeDuMi (Sturm, 1999) which implemented an interior-point method. Moreover, our FAPG method often run faster than the highly optimized LIBLINEAR (Fan et al., 2008) especially for large-scale datasets with feature dimension $n > 2000$. The FAPG method can be applied not only to the unified classification model but also to the general convex composite optimization problem such as $\ell_1$-regularized classification models, which are solved faster than LIBLINEAR in most cases. It may be better to think of a stochastic variant of our method for further improvement and we leave it as a future research topic. We focus here on the deterministic one as the first trial to provide an efficient unified algorithm which is applicable to all well-known existing classification models.

The rest of this paper is organized as follows. Section 2 introduces some preliminary definitions and results on binary classification models and the APG method. Section 3 presents a unified formulation of binary classification models. In Section 4, we provide solution methods for the unified formulation. We develop efficient algorithms for computing projections which are used in the APG method. Then we design our FAPG method combined with various techniques to speed-up its practical convergence. The iteration complexity of $O((\log k/k)^2)$ of our algorithm is also established, where $k$ is the iteration counter. Numerical experiments are presented in Section 5.

2. Preliminaries

In this section, we introduce some preliminary definitions on binary classification models and the APG method.

2.1 Binary Classification Models

Let $\mathcal{X} \subset \mathbb{R}^n$ be the input domain and $\{+1, -1\}$ be the set of the binary labels. Suppose that we have samples,

$$(x_1, y_1), \ldots, (x_m, y_m) \in \mathcal{X} \times \{+1, -1\}.$$ 

Define $M := \{1, \ldots, m\}$, $M_+ := \{i \in M \mid y_i = +1\}$, and $M_- := \{i \in M \mid y_i = -1\}$. Let $m_+ = |M_+|$ and $m_- = |M_-|$.

We compute $(w, b)$ for a decision function $h(x) = w^\top x - b$ using these samples and use $h(x)$ to predict the label for a new input point $\hat{x} \in \mathcal{X}$. If $h(\hat{x})$ is positive (resp. negative), then the label of $\hat{x}$ is predicted to be $+1$ (resp. $-1$). Here we focus on linear learning models by using linear functions $h(x)$, but the discussions in this paper can be directly applied to non-linear kernel models (Schölkopf and Smola, 2002) using nonlinear maps $\phi(x)$ mapping $x$ from the original space to a high dimensional space.

There are various binary classification models to compute $(w, b)$ such as the support vector machines (SVMs), e.g. (Cortes and Vapnik, 1995; Schölkopf et al., 2000; Schölkopf and Smola, 2002), the margin maximized minimax probability machine (MM-MPM) (Nath
and Bhattacharyya, 2007), the model based on Fisher’s discriminant analysis (MM-FDA) (Bhattacharyya, 2004; Takeda et al., 2013), and the logistic regression (Cox, 1958).

Many binary classification models have the following formulation which consists of the sum of loss of each sample and a regularization term:

\[
\min_{w,b} \sum_{i=1}^{m} \ell(y_i(w^\top x_i - b)) + \frac{1}{C}\|w\|_p^p,
\]

where \(\ell : \mathbb{R} \to \mathbb{R}\) is a proper, closed, and convex function; \(C > 0\) is a parameter; and \(\|\cdot\|_p\) is the \(p\)-norm with \(p \in [1, \infty]\).

### 2.2 Accelerated Proximal Gradient Method

In this section, we first introduce the accelerated proximal gradient (APG) method (Beck and Teboulle, 2009) which is designed for the following problem:

\[
\min_{\alpha \in \mathbb{R}^d} F(\alpha) := f(\alpha) + g(\alpha).
\]

Note that one can express a minimization problem constrained over a set \(S\) in the form of (2) by setting \(g = \delta_S\), where

\[
\delta_S(\alpha) = \begin{cases} 
0 & (\alpha \in S) \\
+\infty & (\alpha \notin S)
\end{cases}
\]

is the indicator function of the set \(S\).

To apply the APG method to (2), we need to assume the following conditions:

1. \(g : \mathbb{R}^d \to \mathbb{R} \cup \{+\infty\}\) is a proper, closed, and convex function which is possibly nonsmooth. Its effective domain \(\text{dom}(g) = \{\alpha \in \mathbb{R}^d \mid g(\alpha) < +\infty\}\) is closed and convex.

2. \(f : \mathbb{R}^d \to \mathbb{R}\) is a proper, closed, convex, and continuously differentiable function, and its gradient \(\nabla f(\cdot)\) is Lipschitz continuous on \(\mathbb{R}^d\), i.e., there exists a constant \(L > 0\) such that

\[
\|\nabla f(\alpha) - \nabla f(\beta)\|_2 \leq L\|\alpha - \beta\|_2 \quad \forall \alpha, \beta \in \mathbb{R}^d.
\]

The minimum value of such \(L\) is referred to as the Lipschitz constant \(L_f\) of \(\nabla f(\cdot)\).

3. The problem (2) is solvable, i.e., the optimal value is finite and an optimal solution \(\alpha^*\) exists.

Let \(L \geq L_f\). We define an approximate function \(Q_L : \mathbb{R}^d \to \mathbb{R}\) of \(f(\alpha)\) around \(\beta\) and a mapping \(T_L(\alpha) : \mathbb{R}^d \to \mathbb{R}^d\) as follows:

\[
Q_L(\alpha; \beta) = f(\beta) + \langle \nabla f(\beta), \alpha - \beta \rangle + \frac{L}{2}\|\alpha - \beta\|_2^2 + g(\alpha)
\]

\[
T_L(\beta) = \arg\min_{\alpha \in \mathbb{R}^d} Q_L(\alpha; \beta).
\]

1. It is sufficient if \(\nabla f(\cdot)\) is Lipschitz continuous on a neighborhood of \(\text{dom}(g)\): the convex hull of \(\text{dom}(g) \cup \{\beta^k \mid k = 1, 2, \ldots\}\), where \(\beta^k (k = 1, 2, \ldots)\) are points generated at Step 3 of the APG method. Obviously, however, it is not possible to know the points a priori.
The basic proximal gradient (PG) method generates a sequence \(\{\alpha^k\}_{k=0}^\infty\) by
\[
\alpha^{k+1} = T_L(\alpha^k) = \arg\min_{\alpha \in \mathbb{R}^d} \left\{ g(\alpha) + \frac{L}{2} \| \alpha - \left( \alpha^k - \frac{1}{L} \nabla f(\alpha^k) \right) \|_2^2 \right\}
\]
\[
= \text{prox}_{g,L} \left( \alpha^k - \frac{1}{L} \nabla f(\alpha^k) \right),
\]
where \(\text{prox}_{g,L}(\alpha) := \arg\min_{\alpha \in \mathbb{R}^d} \left\{ g(\alpha) + \frac{L}{2} \| \alpha - \alpha \|_2^2 \right\}\) is the proximal operator of \(g\). If \(g = \delta_S\), then \(\text{prox}_{g,L_k} = P_S\), where \(P_S(\alpha) = \arg\min_{\alpha \in S} \| \alpha - \alpha \|_2\) is the orthogonal projection of \(\alpha\) onto the set \(S\). In this case, the above PG method coincides with the gradient projection method. If \(g(\cdot) = \| \cdot \|_1\), then \(\left(\text{prox}_{g,L}(\alpha)\right)_i = \text{sign}(\alpha_i) \max\{0, |\alpha_i| - L\}\) which is known as the soft-thresholding operator. Other analytical computations of the proximal operators of various \(g\) can be found in (Parikh and Boyd, 2014, Section 6).

It is known that the PG method has the iteration complexity such that \(F(\alpha^k) - F(\alpha^*) \leq O(1/k)\), where \(\alpha^*\) is an optimal solution of (2). The APG method (Beck and Teboulle, 2009), which is also known as FISTA, is an acceleration of the PG method. It generates two sequences \(\{\beta^k\}_{k=1}^\infty\) and \(\{\alpha^k\}_{k=0}^\infty\). For an arbitrary initial point \(\beta^0 = \alpha^0 \in \mathbb{R}^d\) and \(t_1 = 1\), the APG method solves (2) through the following steps \((k = 1, 2, \ldots):\)

**Accelerated Proximal Gradient Method**

**Step 1.** Compute
\[
\alpha^k = T_L(\beta^k) = \text{prox}_{g,L} \left( \beta^k - \frac{1}{L} \nabla f(\beta^k) \right).
\]

**Step 2.** Compute \(t_{k+1} = \frac{1 + \sqrt{1 + 4t_k^2}}{2} \).

**Step 3.** Compute \(\beta^{k+1} = \alpha^k + \frac{t_k - 1}{t_{k+1}} (\alpha^k - \alpha^{k-1})\).

For the APG method, the iteration complexity result such that \(F(\alpha^k) - F(\alpha^*) \leq O(1/k^2)\) is known (see (Beck and Teboulle, 2009, Theorem 4.4)). The second term \(\frac{t_k - 1}{t_{k+1}} (\alpha^k - \alpha^{k-1})\) in Step 3 can be seen as the "momentum" of the sequence \(\{\alpha^k\}_{k=0}^\infty\). It enlarges the moving distance of the sequences \(\{\alpha\}_{k=0}^\infty, \{\beta\}_{k=1}^\infty\) which may lead them closer to the optimum \(\alpha^*\) more quickly. While various other APG methods (e.g., (Nesterov, 2013; Monteiro et al., 2016; Su et al., 2014)) are proposed, the above APG (namely, FISTA) is used in many applications because it is simpler to implement.

It is known that \(\alpha^*\) is an optimal solution of (2) if and only if \(\alpha^* = T_L(\alpha^*)\). More specifically, the necessary and sufficient optimality condition for \(\alpha^*\) to be an optimal solution of (2) is
\[
\exists \gamma_\alpha \in \partial g(\alpha^*) \quad \text{s.t.} \quad \langle \nabla f(\alpha^*) + \gamma_\alpha, \alpha - \alpha^* \rangle \geq 0, \quad \forall \alpha \in \mathbb{R}^d. \tag{4}
\]
On the other hand, from the definition of \(T_L(\beta)\), we have
\[
\exists \gamma_\beta \in \partial g(T_L(\beta)) \quad \text{s.t.} \quad \langle \nabla f(T_L(\beta)) + L(T_L(\beta) - \beta) + \gamma_\beta, \alpha - T_L(\beta) \rangle \geq 0, \quad \forall \alpha \in \mathbb{R}^d, \tag{5}
\]
for any \(\beta \in \mathbb{R}^d\). The term \(L(T_L(\beta) - \beta)\) in (5) can be seen as the residual of the optimality condition (4). Thus it would be a natural criterion to terminate the APG if \(L\|T_L(\alpha^k) - \alpha^k\|_2 < \epsilon\) with a small constant \(\epsilon > 0\).
Despite having a strong iteration complexity result, the APG method may still not be efficient enough for practical purpose. In the following, we describe several well-known strategies to make the APG method practically efficient.

2.2.1 Backtracking Strategy

We assume that $L$ is greater than or equals to the Lipschitz constant $L_f$ of $\nabla f(\alpha)$. However it is advantageous to use a smaller value for $L$ whenever possible since the constant $L$ plays the role of a step size as in a gradient descent method; fixing $L$ to be the Lipschitz constant $L_f$ is usually too conservative (see Table 5 in Section 5). Thus we adopt the following backtracking strategy (Beck and Teboulle, 2009) after Step 1 with arbitrary given constants $\eta_u > 1$ and $L_0 > 0$:

\begin{itemize}
  \item ['bt'] While $F(\alpha_k) > Q_{L_k}(\alpha^k; \beta^k)$, update $L_k \leftarrow \eta_u L_k$ and $\alpha^k \leftarrow T_{L_k}(\beta^k)$. Set $L_{k+1} \leftarrow L_k$.
\end{itemize}

The inequality (6) in ‘bt’ ensures that the complexity result $F(\alpha^k) - F(\alpha^*) \leq O(1/k^2)$ still holds. We note that the inequality $F(\alpha^k) \leq Q_{L_k}(\alpha^k; \beta^k)$ is satisfied if $L_k \geq L_f$, i.e., it is a weaker condition than (3).

2.2.2 Decreasing Strategy for $L_k$

Beck and Teboulle (2009) designed the backtracking strategy ‘bt’ so that the values of $L_k$ is non-decreasing. In fact, the convergence analysis of (Beck and Teboulle, 2009) requires the value of $L_k$ to be non-decreasing. However, it is advantageous to decrease the value of $L_k$ whenever possible since the constant $1/L_k$ gives a larger step size.

To allow $L_k$ to decrease, Scheinberg et al. (2014) modifies the APG method so that the updates of $t_k$ and $\beta_k$ are added to ‘bt’ and Step 2 is modified. The convergence of Algorithm 1 is shown as follows.

Proposition 1 (from Scheinberg et al., 2014) Let $S^*$ be the set of optimal solutions of (2). For any $\alpha^* \in S^*$, the sequence $\{\alpha^k\}_{k=0}^{\infty}$ generated by Algorithm 1 satisfies the following inequality:

$$F(\alpha^k) - F(\alpha^*) \leq \eta_u L_f \|\alpha^0 - \alpha^*\|_2^2 / k^2, \quad \forall k \geq 1.$$
Algorithm 1 An Accelerated Proximal Gradient Method with Non-Monotonic Backtracking

Input: $f$, $\nabla f$, $g$, $\text{prox}_{g,L}$, $\epsilon > 0$, $L_1 = L_0 > 0$, $\eta_u > 1$, $\eta_d > 1$, $k_{\text{max}} > 0$, $\beta^1 = \alpha^0$
Output: $\alpha^k$
Initialize: $t_1 \leftarrow 1$, $t_0 \leftarrow 0$

for $k = 1, \ldots, k_{\text{max}}$ do

$\alpha^k \leftarrow T_{L_k}(\beta^k) = \text{prox}_{g,L_k}\left(\beta^k - \frac{1}{L_k} \nabla f(\beta^k)\right)$  \# Step 1

while $F(\alpha^k) > Q_{L_k}(\alpha^k; \beta^k)$ do

$L_k \leftarrow \eta_u L_k$  \# 'bt'

$t_k \leftarrow \frac{1}{\alpha^k} + \frac{1}{4} \frac{(L_k/L_{k-1}) t_{k-1}^2}{t_k}$

$\beta^k \leftarrow \alpha^{k-1} + \frac{t_{k-1} - 1}{t_k} (\alpha^{k-1} - \alpha^{k-2})$

$\alpha^k \leftarrow T_{L_k}(\beta^k) = \text{prox}_{g,L_k}\left(\beta^k - \frac{1}{L_k} \nabla f(\beta^k)\right)$

end while

if $\|L_k(T_{L_k}(\alpha^k) - \alpha^k)\| < \epsilon$ then

break

end if

$L_{k+1} \leftarrow L_k/\eta_d$  \# 'dec'

$t_{k+1} \leftarrow \frac{1}{\alpha^k} + \frac{1}{4} \frac{(L_{k+1}/L_k) t_k^2}{t_{k+1}}$  \# Step 2'

$\beta^{k+1} \leftarrow \alpha^{k} + \frac{t_{k-1} - 1}{t_{k+1}} (\alpha^{k} - \alpha^{k-1})$  \# Step 3

end for

2.2.3 Restarting Strategy

The value $\frac{t_{k-1} - 1}{t_{k+1}} \in [0, 1]$ in Step 3 determines the amount of momentum in $\frac{t_{k-1} - 1}{t_{k+1}} (\alpha^{k} - \alpha^{k-1})$. When the value $\frac{t_{k-1} - 1}{t_{k+1}}$ is close to 1, i.e., the momentum is high, the sequences of solutions $\{\alpha^k\}_{k=0}^\infty$ and $\{\beta^k\}_{k=0}^\infty$ would overshoot and oscillate around the optimal solution $\alpha^\ast$. In order to avoid the oscillation and further speed up the convergence, O’Donoghue and Candès (2015) introduced an adaptive restarting strategy:

\textit{‘re’}: If $\nabla f(\beta^k) \mathbf{T} (\alpha^k - \alpha^{k-1}) + g(\alpha^k) - g(\alpha^{k-1}) > 0$,

then update $t_{k+1} \leftarrow 1$, $t_k \leftarrow 0$, $\beta^{k+1} \leftarrow \alpha^{k-1}$, and $\alpha^k \leftarrow \alpha^{k-1}$.

Roughly, the APG method resets the momentum back to zero and restarts from the previous point $\alpha^{k-1}$ if the direction of motion $\alpha^k - \alpha^{k-1}$ seems to cause the (approximated) objective value to increase, which may be a sign of overshooting. Note that the computational cost of ‘re’ is inexpensive since $\nabla f(\beta^k)$ has already been computed at Step 1. O’Donoghue and Candès (2015) also provided a heuristic convergence analysis for their restarting scheme (‘re’) when $f$ is a strongly convex (i.e., there exists a constant $\mu > 0$ such that $f(\alpha) - \frac{\mu}{2} \|\alpha - \alpha^\ast\|^2$ is convex) quadratic function and $g = 0$. However, the convergence of ‘re’ for a general strongly convex objective function is unknown (not to mention for the general non-strongly convex function in our problem).

There are several other restarting schemes (Nesterov, 2013; Lin and Xiao, 2015; Su et al., 2014). They have guaranteed convergence in the case that $f$ is strongly convex.
Nesterov (2013) proposed a restarting method, which has asymptotic linear convergence if \( g \) is strongly convex. Lin and Xiao (2015) showed that a similar restart technique can achieve the same convergence rate as Nesterov’s scheme if \( f \) is strongly convex. Su et al. (2014) modeled the APG method as a second-order ordinary differential equation (ODE). They provided a speed restarting framework that ensures a linear convergence of the ODE with respect to time in the case that \( f \) is strongly convex and \( g = 0 \). To the best of our knowledge, none of the restarting schemes have convergence guarantees for a general non-strongly convex function.

### 2.2.4 Maintaining Top-Speed Strategy

The restarting strategy cancels out high momentum and prevents overshooting. In the neighborhood of an optimum, however, maintaining high momentum may be effective rather than restarting APG (see Figures 6 and 8 in Section 5), because large overshooting may not occur. Thus we put a prohibition period of restart for \( K_i \) iteration after the \( i \)-th restart occurs, where \( K_i \) increases as \( K_i = 2K_{i-1} \) \((i = 2, 3, \ldots)\) and \( K_1 \geq 2 \). See Figure 1 for illustration. Precisely, letting \( k = k_{re} \) be the iteration count at which the last restart occurs, we introduce the following step:

**‘mt’**: If \( k \leq k_{re} + K_i \), then skip ‘re’. If restart occurs, then update \( k_{re} \leftarrow k \), \( K_{i+1} \leftarrow 2K_i \), and \( i \leftarrow i + 1 \).

While a similar strategy is taken in the experiment of (Monteiro et al., 2016), its convergence analysis is not provided. One of our contributions in this paper is to show that in fact the modification ‘mt’ of the restarting strategy can ensure the convergence rate of \( O((\log k/k)^2) \) under a mild assumption. We will elaborate it in Section 4.2.

### 3. New Unified Formulation

In this paper, we focus on the following \( \ell_2 \)-regularized loss minimization problem:

\[
\min_{w, b} \mathcal{L}(\tilde{A}^T w - ab) + \frac{1}{2C} \|w\|_2^2, \tag{7}
\]
where \( L : \mathbb{R}^m \to \mathbb{R} \) is a proper, closed, and convex function; \( \tilde{A} \in \mathbb{R}^{n \times l}, a \in \mathbb{R}^l \), and \( C > 0 \) is a parameter. We will later show examples such that

- \( l = m, \quad \tilde{A} = \tilde{X} := [y_1 x_1, y_2 x_2, \ldots, y_m x_m], \quad a = y, \) and
- \( l = n, \quad \tilde{A} = I, \quad a = 0. \)

Our algorithm to be described later can be applied to a more general loss-regularized model with \( p \in (1, \infty) \):

\[
\min_{w, b} \left\{ L(\tilde{A}^\top w - ab) \mid \|w\|_p \leq \lambda \right\},
\]

(8)

where \( \lambda > 0 \) is a parameter. We note that the condition \( p \in (1, \infty) \) is required for our unified classification algorithm because the smoothness of the dual norm of \( \|\cdot\|_p \) is required to apply the APG method to the dual problem of (8). However, if \( p \in \{1, \infty\} \) and \( L \) is smooth, the APG method can be applied to the primal problem (8). See Appendix D for \( \ell_1 \)-regularized problems, i.e., the case of \( p = 1 \).

### 3.1 Dual Formulation

The dual problems of (7) is given by

\[
\min_{\alpha} \left\{ L^*(-\alpha) + C/2 \|\tilde{A}\alpha\|_2^2 \mid \alpha^\top a = 0 \right\},
\]

(9)

where \( L^*(\alpha) = \sup_z \{\alpha^\top z - L(z)\} \) is the convex conjugate of \( L \).

The dual problem of (8) is

\[
\min_{\alpha} \left\{ L^*(-\alpha) + \lambda \|\tilde{A}\alpha\|_p^* \mid \alpha^\top a = 0 \right\},
\]

(10)

where \( \|z\|_p^* = \sup_{\|w\|_p \leq 1} \{ z^\top w \} \) is the dual norm of \( \|\cdot\|_p \). It is known that \( \|\cdot\|_p = \|\cdot\|_q \), where \( q = p/(p-1) \). The problem (10) can be seen as the Fenchel dual of (8), whose derivation is shown in Appendix A. We note that the norms \( \|\cdot\|_p \) and \( \|\cdot\|_q^* \) are smooth for \( p \in (1, \infty) \).

As shown later, in all classification models, \( L^* \) is the sum of a smooth function and an indicator function of a simple set \( S \) for which the projection \( P_S \) can be computed efficiently. Thus we can apply the APG method as an acceleration of the gradient projection method to the dual problems (9) and (10). By this construction, we can ensure the fast convergence rate of \( F(\alpha^k) - F(\alpha^*) \leq O(1/k^2) \) for various classification models in a unified way. In other word, the APG method can obtain a solution with desired accuracy \( \epsilon > 0 \) in \( O(1/\sqrt{\epsilon}) \) iteration.

There is an existing work (Zhou et al., 2010) which applies the APG method to the primal \( C \)-SVM, i.e., (7) with the hinge loss function. However, their method requires \( O(1/\epsilon) \) iteration to obtain a solution with the desired accuracy \( \epsilon > 0 \) because it approximates the hinge loss by a smoothed function and making the approximation tighter requires extra iterations (Nesterov, 2005).

### 3.2 Relation to Existing Binary Classification Models

In this section, we show some specific examples of \( L \) and \( L^* \).
3.2.1 C-SVM

Let $\tilde{A} = \tilde{X}$ and $a = y$ in (7). Let $\ell(z) = \max\{0, 1 - z\}$ be the hinge loss and $L(z) = \sum_{i=1}^{m} \ell(z_i)$. Then the primal problem (7) is known as the standard C-SVM (Cortes and Vapnik, 1995). Since

$$L^*(-\alpha) = \sum_{i=1}^{m} \ell^*(-\alpha_i), \quad \text{where} \quad \ell^*(-\alpha) = \begin{cases} -\alpha & \text{if } \alpha \in [0, 1] \\ +\infty & \text{otherwise}, \end{cases}$$

the dual problem (9) can be reduced to

$$\min_{\alpha} \frac{C}{2} \|\tilde{X}\alpha\|_2^2 - \alpha^\top e + \delta_{S_C}(\alpha), \quad (11)$$

where $S_C = \{\alpha \in \mathbb{R}^m \mid \alpha^\top y = 0, \ 0 \leq \alpha \leq e\}$.

3.2.2 $\ell_2$-SVM

Let $\tilde{A} = \tilde{X}$ and $a = y$ in (7). Let $\ell(z) = (\max\{0, 1 - z\})^2$ be the truncated squared loss and $L(z) = \sum_{i=1}^{m} \ell(z_i)$. Then the primal problem (7) is known as the $\ell_2$-SVM. Since

$$L^*(-\alpha) = \sum_{i=1}^{m} \ell^*(-\alpha_i), \quad \text{where} \quad \ell^*(-\alpha) = \begin{cases} \frac{\alpha^2}{4} & \text{if } \alpha \geq 0 \\ +\infty & \text{otherwise}, \end{cases}$$

the dual problem (9) can be reduced to

$$\min_{\alpha} \frac{C}{2} \|\tilde{X}\alpha\|_2^2 + \frac{\|\alpha\|_2^2}{4} + \delta_{S_\ell_2}(\alpha), \quad (12)$$

where $S_{\ell_2} = \{\alpha \in \mathbb{R}^m \mid \alpha^\top y = 0, \ \alpha \geq 0\}$.

3.2.3 Logistic regression

Let $\tilde{A} = \tilde{X}$ and $a = y$ in (7). Let $\ell(z) = \log(1 + \exp(-z))$ be the logistic loss and $L(z) = \sum_{i=1}^{m} \ell(z_i)$. Then the primal problem (7) is the logistic regression (Cox, 1958). Since

$$L^*(-\alpha) = \sum_{i=1}^{m} \ell^*(-\alpha_i), \quad \text{where} \quad \ell^*(-\alpha) = \begin{cases} \alpha \log(\alpha) + (1 - \alpha) \log(1 - \alpha) & (0 < \alpha < 1) \\ 0 & (\alpha = 0, 1) \\ +\infty & \text{otherwise}, \end{cases}$$

the dual problem (9) can be reduced to

$$\min_{\alpha} \frac{C}{2} \|\tilde{X}\alpha\|_2^2 + \sum_{i: \alpha_i > 0} \alpha_i \log(\alpha_i) + \sum_{i: \alpha_i < 1} (1 - \alpha_i) \log(1 - \alpha_i) + \delta_{S_{LR}}(\alpha), \quad (13)$$

where $S_{LR} = \{\alpha \in \mathbb{R}^m \mid \alpha^\top y = 0, \ 0 \leq \alpha \leq e\}$.

We should note that the gradient of the second and third terms in (13) is not Lipschitz continuous on $S_{LR}$ and not defined at $\alpha_i = 0, 1$ ($i \in M$). However, since it is known that...
its optimal solution $\alpha^*$ satisfies $0 < \alpha^* < e$ (Yu et al., 2011), we can instead solve (13) by replacing $S_{LR}$ by $S_{LR}(\xi) := \{\alpha \in \mathbb{R}^m \mid \alpha^\top y = 0, \xi e \leq \alpha \leq (1 - \xi)e\}$, where $\xi > 0$ is a small constant. The second and third terms in (13) are differentiable over $S_{LR}(\xi)$. We will later show numerically that the resulting decision hyperplane is robust to a small deviation of $\xi$ (see Table 6 in Section 5).

3.2.4 $\nu$-SVM

Let $\widetilde{A} = \tilde{X}$ and $a = y$ in (7). Let

$$L(z) = \min_{\rho} \left\{ -\rho + \frac{1}{m\nu} \sum_{i=1}^{m} \max\{\rho - z_i, 0\} \right\},$$

where $\nu \in (0, 1]$ is a given parameter. The function $L(z)$, known as the conditional value-at-risk (CVaR) (Rockafellar and Uryasev, 2000), is the expected value of the upper $\nu$-tail distribution. Gotoh and Takeda (2005) pointed out that minimizing CVaR is equivalent to $\nu$-SVM (Schölkopf et al., 2000), which is also known to be equivalent to $C$-SVM.

Since

$$L^*(-\alpha) = \begin{cases} 0 & (e^\top \alpha = 1 \text{ and } \alpha \in \left[0, \frac{1}{m\nu}\right]^m) \\ +\infty & \text{otherwise,} \end{cases}$$

the dual problem is given by

$$\min_{\alpha} \frac{C}{2} \|\tilde{X} \alpha\|_2^2 + \delta_{S_{\nu}}(\alpha),$$

where $S_{\nu} = \{\alpha \in \mathbb{R}^m \mid \alpha^\top y = 0, \alpha^\top e = 1, 0 \leq \alpha \leq \frac{1}{m\nu} e\}$ is the intersection of the hyperplane $\{\alpha \mid \alpha^\top y = 0\}$ and the truncated simplex $\{\alpha \mid \alpha^\top e = 1, 0 \leq \alpha \leq \frac{1}{m\nu} e\}$. Note that any positive value for $C$ does not change the optimal solution of (14), and therefore, we can set $C = 1$. There exists a valid range $(\nu_{\min}, \nu_{\max}] \subseteq (0, 1]$ for $\nu$, where $\nu_{\min}$ is the infimum of $\nu > 0$ such that $\tilde{X} \alpha^* \neq 0$, and $\nu_{\max} := \frac{2\max\{m_i, m_\infty\}}{m}$ is the maximum of $\nu \leq 1$ for which $S_{\nu} \neq \phi$. Since the parameter $\nu$ takes a value in the finite range $(\nu_{\min}, \nu_{\max}]$, choosing the parameter value for $\nu$-SVM is often easier than that for $C$-SVM.

3.2.5 Distance Weighted Discrimination (DWD)

Let $\widetilde{A} = \tilde{X}$, $a = y$, $\lambda = 1$ and $p = 2$ in (8). For a positive parameter $\nu$, let $\ell(z)$ be the function defined by

$$\ell(z) = \min_{\rho} \left\{ \frac{1}{\rho} + \frac{1}{m\nu}(\rho - z) \mid \rho \geq z, \rho \geq \sqrt{m\nu} \right\}$$

$$= \begin{cases} \frac{1}{z} & \text{if } z \geq \sqrt{m\nu} \\ \frac{2\sqrt{m\nu - z}}{m\nu} & \text{otherwise} \end{cases}.$$
have
\[ L^*(-\alpha) = \sum_{i=1}^{m} \ell^*(-\alpha_i), \quad \text{where} \quad \ell^*(-\alpha) = \begin{cases} -2\sqrt{\alpha} & (0 \leq \alpha \leq \frac{1}{m^2}) \\ +\infty & \text{otherwise} \end{cases} \]

the dual problem (9) can be equivalently reduced to
\[
\min_{\alpha} \left\{ \|\tilde{x}\alpha\|_2^2 - 2 \sum_{i=1}^{m} \sqrt{\alpha_i} + \delta_{S_{DWD}}(\alpha) \right\},
\]
where \( S_{DWD} = \{ \alpha \in \mathbb{R}^m | \alpha^\top y = 0, \ 0 \leq \alpha \leq \frac{1}{m^2}e \} \).

As in the case of the logistic regression, the second term in (15) is not differentiable at \( \alpha_i = 0 \) \( (i \in M) \). However, since it is known that there exists an optimal solution \( \alpha^* \) such that \( \alpha^*_i > 0 \) \( (i \in M) \), we can solve (15) by replacing \( S_{DWD} \) by \( S_{DWD}(\xi) = \{ \alpha \in \mathbb{R}^m | \alpha^\top y = 0, \ \xi e \leq \alpha \leq \frac{1}{m^2}e \} \) where \( \xi > 0 \) is a small constant. The second term in (15) is differentiable over \( S_{DWD}(\xi) \).

3.2.6 Extended Fisher’s discriminant analysis (MM-FDA)

The well-known Fisher’s discriminant analysis (FDA) uses a decision function to maximize the ratio of the variance between the classes to the variance within the classes. Let \( \bar{x}_o \) and \( \Sigma_o = \{ +, - \} \), be the mean vectors and the positive definite covariance matrices of \( x_i, i \in M_o \), respectively. Then FDA is formulated as follows:
\[
\max_w \frac{(w^\top(\bar{x}_+ - \bar{x}_-))^2}{w^\top(\Sigma_+ + \Sigma_-)w}.
\]
Its optimal solution is given by
\[
w^* = (\Sigma_+ + \Sigma_-)^{-1}(\bar{x}_+ - \bar{x}_-).
\]

Let \( \bar{A} = I \) and \( a = 0 \) in (7). Here we consider the mean-standard deviation type of risk corresponding to FDA:
\[
\mathcal{L}(w) = -w^\top(\bar{x}_+ - \bar{x}_-) + \kappa \sqrt{w^\top(\Sigma_+ + \Sigma_-)w},
\]
where \( \kappa > 0 \) is a parameter. Since
\[
\mathcal{L}^*(-\alpha) = \sup_w \left\{ -\alpha^\top w + w^\top(\bar{x}_+ - \bar{x}_-) - \kappa \sqrt{w^\top(\Sigma_+ + \Sigma_-)w} \right\}
\]
\[
= \sup_w \min_{\|u\|_2 \leq \kappa} \left\{ -\alpha^\top w + w^\top(\bar{x}_+ - \bar{x}_-) + w^\top(\Sigma_+ + \Sigma_-)^{1/2}u \right\}
\]
\[
= \min_u \left\{ \delta_{S_{FDA}}(u) | \alpha = (\bar{x}_+ - \bar{x}_-) + (\Sigma_+ + \Sigma_-)^{1/2}u \right\},
\]
where \( S_{FDA} = \{ u \in \mathbb{R}^n | \|u\|_2 \leq \kappa \} \), the dual problem (9) can be reduced to
\[
\min_{\alpha, u} \left\{ \delta_{S_{FDA}}(u) + \frac{C}{2}\|\alpha\|_2^2 | \alpha = (\bar{x}_+ - \bar{x}_-) + (\Sigma_+ + \Sigma_-)^{1/2}u \right\},
\]
which is equivalent to
\[
\min_u \left\{ \delta_{S_{FDA}}(u) + \|(\bar{x}_+ - \bar{x}_-) + (\Sigma_+ + \Sigma_-)^{1/2}u\|_2^2 \right\}.
\] (16)

Takeda et al. (2013) showed that \(\kappa_{\text{max}} := \left| \inf_{u,\kappa} \kappa \right|_{\text{s.t.}} \min_u \left\{ \|(\bar{x}_+ - \bar{x}_-) + (\Sigma_+ + \Sigma_-)^{1/2}u\|_2 + \delta_{S_{FDA}}(u) \right\} = 0\) is equivalent to FDA. Hence (16) can be seen as an extension of FDA. We will refer it as MM-FDA in this paper.

### 3.2.7 Maximum Margin Minimax Probability Machine (MM-MPM)

Let \(\tilde{A} = I\) and \(a = 0\) in (7). We consider a class-wise mean-standard deviation type of risk:
\[
L(w) = \left(-w^T \bar{x}_+ + \kappa \sqrt{w^T \Sigma_+ w}\right) - \left(-w^T \bar{x}_- + \kappa \sqrt{w^T \Sigma_- w}\right).
\]

Similar to MM-FDA, we have
\[
L^*(w) = \sup_w \left\{ -\alpha^T w + \left(w^T \bar{x}_+ - \kappa \sqrt{w^T \Sigma_+ w}\right) - \left(w^T \bar{x}_- - \kappa \sqrt{w^T \Sigma_- w}\right) \right\}
\]
\[
= \sup_w \min_{\|u_+\|_2 \leq \kappa, \|u_-\|_2 \leq \kappa} \left\{ -\alpha^T w + \left(w^T \bar{x}_+ + w^T \Sigma_+^{1/2}u_+\right) - \left(w^T \bar{x}_- + w^T \Sigma_-^{1/2}u_-\right) \right\}
\]
\[
= \min_{u_+, u_-} \left\{ \delta_{S_{MPM}}(u_+, u_-) \mid \alpha = (\bar{x}_+ + \Sigma_+^{1/2}u_+) - (\bar{x}_- + \Sigma_-^{1/2}u_-) \right\},
\]
where \(S_{MPM} = \{(u_+, u_-) \in \mathbb{R}^n \times \mathbb{R}^n \mid \|u_+\|_2 \leq \kappa, \|u_-\|_2 \leq \kappa\}\). Thus the dual problem (9) can be reduced to
\[
\min_{\alpha, u_+, u_-} \left\{ \delta_{S_{MPM}}(u_+, u_-) + \frac{C}{2} \|\alpha\|_2^2 \mid \alpha = (\bar{x}_+ + \Sigma_+^{1/2}u_+) - (\bar{x}_- + \Sigma_-^{1/2}u_-) \right\},
\]
which is equivalent to
\[
\min_{u_+, u_-} \left\{ \delta_{S_{MPM}}(u_+, u_-) + \|(\bar{x}_+ + \Sigma_+^{1/2}u_+) - (\bar{x}_- + \Sigma_-^{1/2}u_-)\|_2^2 \right\}.
\] (17)

The last problem (17) is equivalent to the dual of the maximum margin minimax probability machine (MM-MPM) (Nath and Bhattacharyya, 2007).

### 4. A Fast APG method for Unified Binary Classification

In this section, we first provide an efficient vector projection computation in order to apply the APG method to the unified formulation of the binary classification models. After that, we develop a fast APG (FAPG) method and show its convergence.
4.1 Vector Projection Computation

When applying the APG method to a constrained optimization problem over $S$, the projection $P_S$ onto $S$ appears at Step 1. We need to change the computation of the projection $P_S$ depending on the definition of $S$. In this section, we provide efficient projection computations for $S_C, S_{\ell_2}, S_{LR}(\xi), S_\nu, S_{DWD}(\xi), S_{MPM}$, and $S_{FDA}$.

4.1.1 Bisection Method for Projection

Many models shown in Section 3 have a linear equality and box constraints. Here we consider the set $S = \{ \alpha \in \mathbb{R}^m \mid \alpha^\top e = r, l \leq \alpha_i \leq u \ (\forall i \in M) \}$ and provide an efficient algorithm for computing the projection $P_S(\bar{\alpha})$:

\[
\min_{\alpha} \left\{ \frac{1}{2} \| \alpha - \bar{\alpha} \|^2 \mid \alpha^\top e = r, \ l \leq \alpha_i \leq u, \ (i \in M) \right\}.
\] (18)

We assume that (18) is feasible. One way to solve (18) is to use breakpoint search algorithms (e.g., (Helgason et al., 1980; Kiwiel, 2008; Duchi et al., 2008)). They are exact algorithms and have linear time complexity of $O(m)$. Helgason et al. (1980); Kiwiel (2008) developed the breakpoint search algorithms for the continuous quadratic knapsack problem (CQKP) which involves the projection (18) as a special case. By integrating the breakpoint search algorithm and the red-black tree data structure, Duchi et al. (2008) developed an efficient update algorithm of the gradient projection method when the gradient is sparse.

In this paper, we provide a numerical algorithm for (18). Although its worst case complexity is $O\left( m \log \left( \frac{\bar{\alpha}_{\max} - \bar{\alpha}_{\min}}{\epsilon} \right) \right)$, where $\bar{\alpha}_{\max} = \max\{\bar{\alpha}_i \mid i \in M\}$ and $\bar{\alpha}_{\min} = \min\{\bar{\alpha}_i \mid i \in M\}$, it often requires less time to compute a solution $\hat{\alpha}$ such that $\|\hat{\alpha} - P_S(\bar{\alpha})\|_\infty < \epsilon^\prime = u$ in practice, where $u \approx 2.22 \times 10^{-16}$ is the IEEE 754 double precision. Note that the error $u$ can occur even when using the breakpoint search algorithm because $u$ is the supremum of the relative error due to rounding in the floating point number system. Thus, it is sufficient to choose $\epsilon^\prime = u$ as the stopping tolerance for our algorithm in practice.  

The difference between the algorithms is that the breakpoint search algorithms use binary search, whereas our algorithm uses bisection to solve an equation. It is known that the projection (18) can be reduced to finding the root of an one dimensional monotone function.

Lemma 2 (e.g. Helgason et al., 1980) Suppose that the problem (18) is feasible. Let

\[ \alpha_i(\theta) = \min \left\{ \max \{l, \bar{\alpha}_i - \theta\}, u \right\}, \quad i \in M \]

and let

\[ h(\theta) = \sum_{i \in M} \alpha_i(\theta). \]

The following statements hold:

---

2. Another practical way is to decrease $\epsilon^\prime$, i.e., to improve the accuracy of the projection progressively, as APG iterates. The APG method with the inexact computation also share the same iteration complexity $O(1/k^2)$ as the exact counterpart, as shown in (Jiang et al., 2012).
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![Figure 2: Illustration of the function $h(\theta) := \sum_{i \in M} \alpha_i(\theta)$. The function $h$ is piecewise linear.](image)

1. $h(\theta)$ is a continuous, non-increasing, and piecewise linear function which has breakpoints at $\tilde{\alpha}_i - u$ and $\tilde{\alpha}_i - l$ ($i \in M$).

2. There exists $\theta^* \in (\alpha_{\min} - \frac{r}{m}, \alpha_{\max} - \frac{r}{m})$ such that $h(\theta^*) = r$.

3. Let $\hat{\alpha}_i = \alpha_i(\theta^*)$, $i \in M$. Then $\hat{\alpha}$ is an optimal solution of (18).

An example of $h(\theta)$ is illustrated in Figure 2. To solve $h(\theta) = r$, the breakpoint search uses the binary search to find two adjacent breakpoints that contain a solution $\theta^*$ between them. Then the exact solution $\theta^*$ can be obtained by linear interpolation of the two breakpoints.

Instead of binary search, we employ the bisection method to solve the equation $h(\theta) = r$.

**Bisection Algorithm for Projection**

**Step 1.** Set $\theta^u = \alpha_{\max} - \frac{r}{m}$ and $\theta^l = \alpha_{\min} - \frac{r}{m}$.

**Step 2.** Set $\hat{\theta} = (\theta^u + \theta^l)/2$.

**Step 3.** Compute $h(\hat{\theta})$.

**Step 4.** If $h(\hat{\theta}) = r$, then terminate with $\hat{\theta}^* = \hat{\theta}$.

Else if $h(\hat{\theta}) < r$, then set $\theta^u = \hat{\theta}$.

Else if $h(\hat{\theta}) > r$, then set $\theta^l = \hat{\theta}$.

**Step 5.** If $|\theta^u - \theta^l| < \epsilon'$, then terminate with $\hat{\theta}^* = \hat{\theta}$. Else, go to Step 2.

All steps require at most $O(m)$ operations and the maximum number of iteration is $\left\lfloor \log\left(\frac{\alpha_{\max} - \alpha_{\min}}{\epsilon' r}ight) \right\rfloor$. Thus, the computational complexity of the bisection algorithm is at most $O(m \log(\frac{\alpha_{\max} - \alpha_{\min}}{\epsilon' r}))$.

As the bisection method narrows the interval $(\theta^l, \theta^u)$, some of the terms $\alpha_i(\theta)$, $i \in M$, can be set to $l$, $\tilde{\alpha}_i - \theta$, or $u$ for $\theta \in (\theta^l, \theta^u)$. By exploiting the property of $\alpha_i(\theta)$, we can refine the computation of $h(\hat{\theta})$ in Step 3 by avoiding recalculation of certain sums. Moreover, we can often obtain an exact solution. Let us divide $M$ into the following three disjoint sets
for given $\theta^l$ and $\theta^u$ satisfying $\theta^l < \theta^u$:

$$
U := \{ i \in M \mid \tilde{\alpha}_i - \theta^u \geq u \} \quad \text{(i.e., } \alpha_i(\theta) = u, \quad \forall \theta \in [\theta^l, \theta^u]) \}
$$

$$
L := \{ i \in M \mid \tilde{\alpha}_i - \theta^l \leq l \} \quad \text{(i.e., } \alpha_i(\theta) = l, \quad \forall \theta \in [\theta^l, \theta^u]) \}
$$

$$
I := M \setminus (U \cup L).
$$

If $\tilde{\alpha}_i - \theta^u \geq l$ and $\tilde{\alpha}_i - \theta^l \leq u \forall i \in I$, then

$$
\theta = \left( |U|u + |L|l + \sum_{i \in I} \alpha_i - r \right)/|I| \quad (19)
$$

is an exact solution. If $I \neq \phi$, then we also divide $I$ into the following three disjoint sets for given $\hat{\theta} \in (\theta^l, \theta^u)$:

$$
I^U = \{ i \in I \mid \tilde{\alpha}_i - \hat{\theta} \geq u \} \quad \text{(i.e., } \alpha_i(\theta) = u, \quad \forall \theta \in [\theta^l, \hat{\theta}]) \}
$$

$$
I^L = \{ i \in I \mid \tilde{\alpha}_i - \hat{\theta} \leq l \} \quad \text{(i.e., } \alpha_i(\theta) = l, \quad \forall \theta \in [\hat{\theta}, \theta^u]) \}
$$

$$
I^C = I \setminus (I^U \cup I^L)
$$

Then we have

$$
h(\hat{\theta}) = \sum_{i \in M} \alpha_i(\hat{\theta}) = |U|u + |I^U|u + |L|l + |I^L|l + \sum_{i \in I^C} \alpha_i - |I^C|\hat{\theta}.
$$

By storing the value of each terms, we can reduce the number of additions. The resulting algorithm can be described as Algorithm 2.

Compared to the existing breakpoint search algorithms, our bisection method can avoid the computation of breakpoints and the comparison between them. In many cases, our algorithm can obtain the exact solution by (19). It is often faster than the breakpoint search algorithms in practice (see Table 2 in Section 5).

**Remark 3** Mimicking [Kiwiel, 2008], we can divide the set $M$ more finely and reduce the recalculation of certain sums as shown in Appendix B. However, Algorithm 2 allows for simpler implementation and runs faster on our computer systems.

In the followings, we use Algorithm 2 to compute the projection onto $S_C$, $S_{\ell_2}$, $S_{LR}(\xi)$, $S_{DWD}(\xi)$ and $S_{\nu}$.

### 4.1.2 Projection for C-SVM, Logistic Regression, $\ell_2$-SVM, DWD

The projection for C-SVM, logistic regression, $\ell_2$-SVM, and DWD can be formulated as follows:

$$
\min_{\alpha} \left\{ \frac{1}{2} \| \alpha - \tilde{\alpha} \|_2^2 \mid y^\top \alpha = 0, \quad l \leq \alpha_i \leq u \quad (i \in M) \right\},
$$

where $(l, u) = (0, 1)$ for C-SVM, $(l, u) = (0, \infty)$ for $\ell_2$-SVM, $(l, u) = (\xi, 1 - \xi)$ for logistic regression, and $(l, u) = (\xi, \frac{1}{m'})$ for DWD. By transforming the variable $\alpha$ and the vector $\tilde{\alpha}$ to

$$
\beta_i = \begin{cases} 
\alpha_i & \text{if } y_i = 1 \\
-\alpha_i + l + u & \text{otherwise}
\end{cases} \quad \text{and} \quad \tilde{\beta}_i = \begin{cases} 
\tilde{\alpha}_i & \text{if } y_i = 1 \\
-\tilde{\alpha}_i + l + u & \text{otherwise}
\end{cases}
$$
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Algorithm 2 Bisection Algorithm for (18)

INPUT: $\bar{\alpha}, r, l, u, \epsilon' > 0$ OUTPUT: $\alpha$

INITIALIZE: $I \leftarrow M$, $s_u \leftarrow s_l \leftarrow s_c \leftarrow 0$, $\theta^u \leftarrow \bar{\alpha}_{\text{max}} - \frac{r}{m}$, $\theta^l \leftarrow \bar{\alpha}_{\text{min}} - \frac{r}{m}$  

while $|\theta^u - \theta^l| > \epsilon'$ do

$\hat{\theta} \leftarrow \frac{\theta^u + \theta^l}{2}$  

$\hat{u} \leftarrow u + \hat{\theta}$, $\hat{l} \leftarrow l + \hat{\theta}$  

$I^U \leftarrow \{i \in I \mid \bar{\alpha}_i \geq \hat{u}\}$, $I^L \leftarrow \{i \in I \mid \bar{\alpha}_i \leq \hat{l}\}$  

$I^C \leftarrow I \setminus (I^U \cup I^L)$  

$\Delta s_u \leftarrow |I^U| u$, $\Delta s_l \leftarrow |I^L| l$, $s_c \leftarrow \sum_{i \in I^C} \alpha_i$  

val $\leftarrow s_u + \Delta s_u + s_l + \Delta s_l + s_c - |I^C| \hat{\theta}$

if $\text{val} < r$ then  

$\theta^u \leftarrow \hat{\theta}$, $\tau \leftarrow I^C \cup I^L$  

$s_u \leftarrow s_u + \Delta s_u$

else if $\text{val} > r$ then  

$\theta^l \leftarrow \hat{\theta}$, $\tau \leftarrow I^C \cup I^U$  

$s_l \leftarrow s_l + \Delta s_l$

else  

break

end if

if $\bar{\alpha}_i - \theta^u \geq l$ and $\bar{\alpha}_i - \theta^l \leq u \ orall i \in I$ then  

$\hat{\theta} \leftarrow (s_u + s_l + s_c - r)/|I|$  

break

end if

end while

$\alpha_i \leftarrow \alpha_i(\hat{\theta})$, $\forall i \in M$  

# Step 1

# Step 2

# Step 3

# Step 4

# Step 5
respectively, the problem (20) can be reduced to
\[
\min_{\beta} \left\{ \frac{1}{2} \| \beta - \overline{\beta} \|_2^2 \mid e^\top \beta = (l + u)m, \quad l \leq \beta_i \leq u \ (i \in M) \right\}.
\]
The last problem can be solved by Algorithm 2.

4.1.3 Projection for \(\nu\)-SVM

In applying the APG method to \(\nu\)-SVM, we shall be concerned with the projection \(P_{S_{\nu}}(\overline{\alpha})\):
\[
\min_{\alpha} \left\{ \frac{1}{2} \| \alpha - \overline{\alpha} \|_2^2 \mid \alpha^\top y = 0, \ \alpha^\top e = 1, \ 0 \leq \alpha \leq \frac{1}{m\nu} e \right\}. \tag{21}
\]
Let \(\alpha_+\) and \(\alpha_-\) be the subvectors of \(\alpha\) corresponding to the label +1 and −1, respectively. Let \(e_+\) and \(e_-\) be subvectors of \(e\) with size \(m_+\) and \(m_-\). From the fact that the conditions \(\alpha^\top y = 0\) and \(\alpha^\top e = 1\) are equivalent to \(\alpha_o^\top e_o = \frac{1}{2} (o \in \{+,-\})\), the problem (21) can be decomposed into the following two problems:
\[
\min_{\alpha_o} \left\{ \frac{1}{2} \| \alpha_o - \overline{\alpha}_o \|_2^2 \mid e_o^\top \alpha = \frac{1}{2}, \ 0 \leq \alpha_o \leq \frac{1}{m\nu} e_o \right\}, \quad o \in \{+, -\}. \tag{22}
\]
Then, Algorithm 2 can be applied to solve (22).

4.1.4 Projection for MM-MPM and MM-FDA

The projection \(P_{S_{\text{FDA}}} (\overline{\alpha})\) of \(\overline{\alpha}\) onto \(S_{\text{FDA}} = \{ \alpha \in \mathbb{R}^n \mid \| \alpha \|_2 \leq \kappa \}\) is easy to compute; We have
\[
P_{S_{\text{FDA}}} (\overline{\alpha}) = \min \left\{ 1, \frac{\kappa}{\| \overline{\alpha} \|_2} \right\} \overline{\alpha}.
\]
Similarly, the projection \(P_{S_{\text{MPM}}} (\overline{\alpha}_+, \overline{\alpha}_-)\) for MM-MPM can be computed as follows:
\[
P_{S_{\text{MPM}}} (\overline{\alpha}_+, \overline{\alpha}_-) = \left( \min \left\{ 1, \frac{\kappa}{\| \overline{\alpha}_+ \|_2} \right\} \overline{\alpha}_+, \min \left\{ 1, \frac{\kappa}{\| \overline{\alpha}_- \|_2} \right\} \overline{\alpha}_- \right).
\]

4.2 Convergence Analysis of a Fast APG Method with Speed-up Strategies

We have shown several strategies to speed-up the APG method in Section 2. While the convergence proof has been shown for the backtracking ‘bt’ and decreasing ‘dec’ strategy, the convergence for the restart ‘re’ and maintaining top-speed ‘mt’ strategy is unknown. In this section, we develop a fast APG (FAPG) method by combining all these techniques and show its convergence.

4.2.1 A Fast APG with Stabilization

In addition to the techniques in Section 2, we also employ the following practical stabilization strategy, where it does not affect our convergence analysis.

Decreasing \(L\) (‘dec’) and restarting strategies (‘re’) shown in Section 2 are effective to speed-up the practical convergence of the APG method, especially in early iterations and near the optimal solution, respectively (see Figures 6 and 10 in Section 5). However, they have opposing effects. Decreasing \(L_k\) enlarges the stepsize \(\frac{1}{L_k}\), which extends \(\alpha^k - \alpha^{k-1}\).
This inherently induces high momentum (as illustrated in Figure 3). On the other hand, the restarting strategy cancels out high momentum. Hence combining them triggers the restart frequently and makes the APG method unstable. In order to avoid the instability, it would be necessary to reduce the $\eta_d$ (rate of decreasing $L_k$) near the optimum. The restart would occur when the sequences approach the optimum. Therefore we take the following strategy to reduce the value of $\eta_d$ with a constant $\delta \in (0,1)$:

\textbf{‘st’}: Update $\eta_d \leftarrow \delta \cdot \eta_d + (1 - \delta) \cdot 1$ when the restart occurs.

Algorithm 3 is our FAPG method which combines these strategies. The difference from Algorithm 1 is the “if block” after Step 3.

4.2.2 Convergence Analysis

Let $\tilde{k}_i$ denotes the number of iteration taken between the $(i - 1)$-th and the $i$-th restart (see Figure 1 for illustration). In the followings, we denote $\alpha^k$ as $\alpha^{(j,k_1+1)}$ if $k = \sum_{i=1}^{j} \tilde{k}_i + k_{j+1} (k_{j+1} \geq k_{j+1} \geq 0)$. In other word, $\alpha^{(i,k_{i+1})}$ denotes a point obtained at the $k_{i+1}$-th iteration counting from the $i$-th restart. Note that $\alpha^{(i+1,0)} = \alpha^{(i,k_{i+1})}$ ($\forall i \geq 0$). We will frequently switch the notations $\alpha^k$ and $\alpha^{(i,k_{i+1})}$ for notational convenience.

The following lemma is useful to evaluate the function $F$.

\textbf{Lemma 4} (from Beck and Teboulle, 2009) If $F(T_L(\beta)) \leq Q_L(T_L(\beta); \beta)$, then

$$F(T_L(\beta)) - F(\alpha) \leq \frac{L}{2} \left\{ \| \beta - \alpha \|_2^2 - \| T_L(\beta) - \alpha \|_2^2 \right\}, \forall \alpha \in \mathbb{R}^d.$$
Algorithm 3: A Fast Accelerated Proximal Gradient (FAPG) Method with Speeding-Up Strategies

Input: $f$, $\nabla f$, $g$, $\text{prox}_{g,L}$, $\epsilon > 0$, $L_1 = L_0 > 0$, $\eta_u > 1$, $\eta_d > 1$, $k_{\text{max}} > 0$, $\beta^1 = \alpha^0 = \alpha^{-1}$, $K_1 \geq 2$, $\delta \in (0,1)$

Output: $\alpha^k$

Initialize: $t_1 \leftarrow 1$, $t_0 \leftarrow 0$, $i \leftarrow 1$, $k_{\text{re}} \leftarrow 0$

for $k = 1, \ldots, k_{\text{max}}$ do

$\alpha^k \leftarrow T_{L_k}(\beta^k) = \text{prox}_{g,L_k} \left( \beta^k - \frac{1}{L_k} \nabla f(\beta^k) \right)$  \hspace{1cm} # Step 1

while $F(\alpha^k) > Q_{L_k}(\alpha^k; \beta^k)$ do

$L_k \leftarrow \eta_u L_k$  \hspace{1cm} # 'bt'

$t_k \leftarrow \frac{1}{\sqrt{1+4(L_k/L_{k-1})t_{k-1}^2}}$  \hspace{1cm} # Step 2

$\beta^k \leftarrow \alpha^{k-1} + \frac{2}{t_k} (\alpha^{k-1} - \alpha^{k-2})$  \hspace{1cm} # Step 3

$\alpha^k \leftarrow T_{L_k}(\beta^k) = \text{prox}_{g,L_k} \left( \beta^k - \frac{1}{L_k} \nabla f(\beta^k) \right)$

end while

if $\|L_k(T_{L_k}(\alpha^k) - \alpha^k)\| < \epsilon$ then

break

end if

$L_{k+1} \leftarrow L_k/\eta_d$  \hspace{1cm} # 'dec'

$t_{k+1} \leftarrow \frac{1}{\sqrt{1+4((L_{k+1}/L_k)t_k)^2}}$  \hspace{1cm} # Step 2'

$\beta^{k+1} \leftarrow \alpha^k + \frac{t_{k+1} - 1}{t_{k+1}} (\alpha^k - \alpha^{k-1})$  \hspace{1cm} # Step 3'

if $k > k_{\text{re}} + K_i$ and $\langle \nabla f(\beta^k), \alpha^k - \alpha^{k-1} \rangle + g(\alpha^k) - g(\alpha^{k-1}) > 0$ then

$k_{\text{re}} \leftarrow k$, $K_{i+1} \leftarrow 2K_i$, $i \leftarrow i + 1$  \hspace{1cm} # 'mt'

$\eta_d \leftarrow \delta \cdot \eta_d + (1 - \delta) \cdot 1$  \hspace{1cm} # 'st'

$t_{k+1} \leftarrow 1$, $t_k \leftarrow 0$, $\beta^{k+1} \leftarrow \alpha^{k-1}$, $\alpha^k \leftarrow \alpha^{k-1}$  \hspace{1cm} # 're'

end if

end for
Lemma 5 Let the sequence \( \{\alpha^k\}_{k=1}^{\infty} \equiv \{\alpha^{(i, \bar{k}_{i+1})}\} \) be generated by Algorithm 3. The following inequality holds:
\[
F(\alpha^k) \leq F(\alpha^0), \quad \forall k \geq 1.
\]
Moreover,
\[
F(\alpha^{(i, \bar{k}_{i+1})}) \leq F(\alpha^{(i,0)}), \quad \forall i \geq 0 \quad \text{and} \quad \forall \bar{k}_{i+1} \in \{0, 1, 2, \ldots, \bar{k}_{i+1}\},
\]
and
\[
F(\alpha^{(i+1,0)}) \leq F(\alpha^{(i,0)}), \quad \forall i \geq 0.
\]

Proof First, assume that the restart does not occur (i.e., the steps ‘re’, ‘st’, and ‘mt’ are not executed) until the \( k \)-th iteration. From Lemma 4, we have
\[
F(\alpha^1) - F(\alpha^0) \leq \frac{L_1}{2} \left\{ \|\beta^1 - \alpha^0\|_2^2 - \|\alpha^1 - \alpha^0\|_2^2 \right\} = -\frac{L_1}{2} \|\alpha^1 - \alpha^0\|_2^2 \leq 0. \tag{23}
\]
For all \( n = 1, 2, \ldots, \), we also have
\[
F(\alpha^{n+1}) - F(\alpha^n) \leq \frac{L_{n+1}}{2} \left\{ \|\beta^{n+1} - \alpha^n\|_2^2 - \|\alpha^{n+1} - \alpha^n\|_2^2 \right\} \\
= \frac{L_{n+1}}{2} \left\{ \left( \frac{t_n - 1}{t_{n+1}} \right)^2 \|\alpha^n - \alpha^{n-1}\|_2^2 - \|\alpha^{n+1} - \alpha^n\|_2^2 \right\}.
\]
Summing over \( n = 1, 2, \ldots, k - 1 \), we obtain
\[
F(\alpha^k) - F(\alpha^1) \leq \frac{1}{2} \left\{ L_t \left( \frac{t_1 - 1}{t_2} \right)^2 \|\alpha^1 - \alpha^0\|_2^2 + \sum_{n=2}^{k-1} \left( L_{n+1} \left( \frac{t_n - 1}{t_{n+1}} \right)^2 - L_n \right) \|\alpha^n - \alpha^{n-1}\|_2^2 - L_k \|\alpha^k - \alpha^{k-1}\|_2^2 \right\}.
\]
Note that \( t_1 - 1 = 0 \) and \( L_{n+1} \left( \frac{t_n - 1}{t_{n+1}} \right)^2 - L_n \leq 0 \) for all \( n \geq 1 \) because
\[
\frac{t_n - 1}{t_{n+1}} = \frac{2(t_n - 1)}{1 + \sqrt{1 + 4(L_{n+1}/L_n)t_n^2}} \leq \frac{2(t_n - 1)}{\sqrt{4(L_{n+1}/L_n)t_n^2}} = \sqrt{\frac{L_n}{L_{n+1}}} \frac{t_n - 1}{t_n}.
\]
Thus we have
\[
F(\alpha^k) - F(\alpha^1) \leq 0.
\]
Similarly, since the restart does not occur from \( \alpha^{(i,0)} \) to \( \alpha^{(i, \bar{k}_{i+1})} \) (\( \forall i \geq 0 \)), we have
\[
F(\alpha^{(i, \bar{k}_{i+1})}) \leq F(\alpha^{(i,0)}), \quad \forall \bar{k}_{i+1} \in \{0, 1, \ldots, \bar{k}_{i+1}\},
\]
and hence by definition,
\[
F(\alpha^{(i+1,0)}) = F(\alpha^{(i, \bar{k}_{i+1}-1)}) \leq F(\alpha^{(i,0)}).
\]

Lemma 5 states that the initial function value \( F(\alpha^{(i,0)}) \) of each outer iteration gives an upper bound of the subsequent function values and hence the sequence \( \{F(\alpha^{(i,0)})\}_{i=1}^{\infty} \) is non-increasing as illustrated in Figure 4.

Now we are ready to show the convergence result of Algorithm 3.
Figure 4: Illustration of the sequence \(\{F(\alpha^k)\}_{k=0}^{\infty}\) generated by Algorithm 3. Lemma 5 ensures that the function values \(F(\alpha^{(i,0)})\) at restarted points are non-increasing and gives upper bounds of the subsequent function values.

**Theorem 6** Consider the sequence \(\{\alpha^k\}_{k=0}^{\infty} (\equiv \{\alpha^{(i,k_i+1)}\})\) generated by Algorithm 3. Let \(S^*\) be the set of optimal solutions and \(B := \{\alpha \mid F(\alpha) \leq F(\alpha^0)\}\) be the level set. Assume that there exists a finite \(R\) such that

\[
R \geq \sup_{\alpha^* \in S^*} \sup_{\alpha \in B} \|\alpha - \alpha^*\|_2.
\]

Then we have

\[
F(\alpha^k) - F(\alpha^*) \leq 2\eta_u L_f R^2 \left( \log_2(k+2) \right)^2, \quad \forall k \geq 3.
\]

**Proof** From Lemma 5, we have \(\alpha^k \in B\) for all \(k \geq 1\). Let \(\alpha^k = \alpha^{(j,k_j+1)}\). We assume \(k_j+1 \geq 1\) without loss of generality. From Proposition 1, we have

\[
F(\alpha^{(j,k_j+1)}) - F(\alpha^*) \leq \frac{2\eta_u L_f \|\alpha^{(j,0)} - \alpha^*\|_2^2}{k_j^{j+1}}
\]

Moreover, for all \(1 \leq i \leq j\), Lemma 5 leads to

\[
F(\alpha^{(j,k_j+1)}) - F(\alpha^*) \leq F(\alpha^{(j,0)}) - F(\alpha^*)
\]

\[
\leq F(\alpha^{(i,0)}) - F(\alpha^*)
\]

\[
= F(\alpha^{(i-1,k_i-1)}) - F(\alpha^*)
\]

\[
\leq \frac{2\eta_u L_f \|\alpha^{(i-1,0)} - \alpha^*\|_2^2}{(k_i - 1)^2}
\]

\[
\leq \frac{2\eta_u L_f R^2}{(k_i - 1)^2}.
\]
Note that $\bar{\kappa}_i \geq K_i \geq 2$. Thus we obtain
\[ F(\alpha^{(j,k_{j+1})}) - F(\alpha^*) \leq \frac{2\eta_u L_f R^2}{(\max\{k_1-1,k_2-1,\ldots,k_j-1,k_{j+1}\})^2} \]
\[ \leq \frac{2\eta_u L_f R^2}{(\max\{k_1,k_2,\ldots,k_j,k_{j+1}\} - 1)^2} \]

From
\[ k \geq \sum_{i=1}^{j} K_i = \frac{K_1(2^j - 1)}{2 - 1} \geq 2^{j+1} - 2, \]
the number of restart $j$ is at most $\log_2(k+2) - 1$. Hence we have
\[ \max\{\bar{\kappa}_1,\bar{\kappa}_2,\ldots,\bar{\kappa}_j,k_j+1\} \geq \frac{k}{j+1} \geq \frac{k}{\log_2(k+2)}, \quad \text{(24)} \]
which leads to
\[ F(\alpha^{(j,k_{j+1})}) - F(\alpha^*) \leq 2\eta_u L_f R^2 \left( \frac{\log_2 k}{k - \log_2(k+2)} \right)^2, \quad \forall k \geq 3. \]

The above theorem ensures the convergence of Algorithm 3 for C-SVM, $\nu$-SVM, MM-MPM, MM-FDA, and $\ell_2$-SVM because the level set $B$ is bounded for any initial point $\alpha^0 \in \text{dom}(g)$ since $S_C, S_\nu, S_{\text{FDA}},$ and $S_{\text{MPM}}$ are bounded and the objective function of $\ell_2$-SVM is strongly convex. Similarly, the algorithm is convergent for the logistic regression problem (13) if $S_{LR}$ is replaced by $\{\alpha \in \mathbb{R}^m | \alpha^\top y = 0, \xi e \leq \alpha \leq e\}$ for some small constant $\xi > 0$. To guarantee the convergence of Algorithm 3 for the distance weighted discrimination problem (15), we need to replace $S_{\text{DWD}}$ by $S_{\text{DWD}}(\xi) := \{\alpha \in \mathbb{R}^m | \alpha^\top y = 0, \xi e \leq \alpha \leq \frac{1}{\mu} e\}$ for some small constant $\xi > 0$ and make the assumption that $\|\tilde{X}\alpha\|_2 > 0$ for all $\alpha \in S_{\text{DWD}}(\xi)$.

The iteration complexity $O((\log(k)/k)^2)$ shown in Theorem 6 can be improved to $O((W(k)/k)^2)$ by finding a better lower bound of (24), where the Lambert’s W function $W(\cdot)$ (Corless et al., 1996) is the inverse function of $x \exp(x)$ and diverges slower than $\log(\cdot)$.

**Theorem 7** Consider the sequence $\{\alpha^k\}_{k=0}^\infty (\equiv \{\alpha^{(i,k_{i+1})}\})$ generated by Algorithm 3. Let $S^*$ be the set of optimal solutions and $B := \{\alpha \mid F(\alpha) \leq F(\alpha^0)\}$ be the level set. Assume that there exists a finite $R$ such that
\[ R \geq \sup_{\alpha^* \in S^*} \sup_{\alpha \in B} \|\alpha - \alpha^*\|_2. \]

Then we have
\[ F(\alpha^k) - F(\alpha^*) \leq 2\eta_u L_f R^2 \left( \frac{W(2k \ln 2)}{k \ln 2 - W(2k \ln 2)} \right)^2, \quad \forall k \geq 3. \]

**Proof** See Appendix C. \[ \blacksquare \]
4.3 A Practical FAPG

In this section, we develop a practical version of the FAPG method which reduces the computation cost of FAPG at each iterations.

4.3.1 Heuristic Backtracking Procedure

Although the APG method of (Scheinberg et al., 2014), which is employed in Algorithm 1 and modified in Algorithm 3, can guarantee the convergence, its principal drawback is the extra computational cost at the backtracking step. Recall that

\[ Q_{L_k}(\alpha^k; \beta^k) = f(\beta^k) + \langle \nabla f(\beta^k), \alpha^k - \beta^k \rangle + \frac{L_k}{2} \| \alpha^k - \beta^k \|^2 + g(\alpha^k). \]

To check the condition \( F(\alpha^k) \leq Q_{L_k}(\alpha^k; \beta^k) \), we need to recompute \( f(\beta^k) \) and \( \nabla f(\beta^k) \) since \( \beta^k \) is updated at each loop of the backtracking.

On the other hand, since the original APG of (Beck and Teboulle, 2009) does not update \( \beta^k \) during the backtracking step, we can reduce the computation cost by storing the value of \( f(\beta^k) \) and \( \nabla f(\beta^k) \). Hence we follow the strategy of (Beck and Teboulle, 2009), i.e., we remove the steps for updating \( t_k \) and \( \beta^k \) subsequent to ‘bt’ from Algorithm 3 and restore Step 2 as \( t_{k+1} \leftarrow \frac{1 + \sqrt{1 + 4t_k^2}}{2} \).

4.3.2 Skipping Extra Computations

The backtracking step (‘bt’) involves extra computation of the function value \( F(\alpha^k) \). Checking the termination criteria \( L_k \| T_{L_k}(\alpha^k) - \alpha^k \|_2 < \epsilon \) also involves the extra computation of \( \nabla f(\alpha^k) \) which is needed for \( T_{L_k}(\alpha^k) \). These computation costs can be significant (see Tables 3 and 9 in Section 5). Thus we compute the ‘bt’ and \( L_k \| T_{L_k}(\alpha^k) - \alpha^k \|_2 \) in every 10 and 100 iterations, respectively.

Instead of checking the condition \( L_k \| T_{L_k}(\alpha^k) - \alpha^k \|_2 < \epsilon \), we check whether \( L_k \| \alpha^k - \beta^k \|_2 < \epsilon \) at each iteration. The reason for doing so is that computing \( L_k \| \alpha^k - \beta^k \|_2 \) is much cheaper than computing \( T_{L_k}(\alpha^k) \). It follows from (4) and (5) that if \( \alpha^k = \beta^k \), then \( \alpha^k \) is an optimal solution. Moreover, \( L_k(\alpha^k - \beta^k) \) represents a residual of a sufficient optimality condition for \( \alpha^k \) (and necessary and sufficient optimality condition for \( \beta^k \)).

Finally, our practical FAPG is described as in Algorithm 4. We note that FAPG can be applied not only to the unified formulation shown in Section 3, but also to the optimization problem of the form (2). See Appendix D in which we demonstrate the performance of FAPG for \( \ell_1 \)-regularized classification models.

4.4 Computation of Primal Solution from Dual Solution

Various classification models can be solved in a unified way by applying the vector projection method and the FAPG method to the dual formulation (9) or (10). However, the primal solution \((\hat{w}, \hat{b})\) of (7) or (8) is still required to do classification tasks. In this section, we provide a method to compute the primal solution \((\hat{w}, \hat{b})\) which corresponds to the dual solution \(\hat{\alpha}\).
Algorithm 4 A Practical Fast Accelerated Proximal Gradient Method

Input: \( f, \nabla f, g, \text{prox}_{g,L}, \epsilon > 0, L > 0, \eta_u > 1, \eta_d > 1 \) \( \delta \in (0,1), k_{max} > 0, K_1 \geq 2, \beta^1 = \alpha^0 \)
Output: \( \alpha^k \)
Initialize: \( t_1 \leftarrow 1, i \leftarrow 1, k_{re} \leftarrow 0 \)
for \( k = 1, \ldots, k_{max} \) do
\[ \alpha^k \leftarrow T_{L_k}(\beta^k) = \text{prox}_{g,L_k}(\beta^k - \frac{1}{L} \nabla f(\beta^k)) \] # Step 1
if \( k \mod 10 == 1 \) then
while \( F(\alpha^k) > Q_{L_k}(\alpha^k; \beta^k) \) do
\[ L_k \leftarrow \eta L_k; \quad \alpha^k \leftarrow T_{L_k}(\beta^k) \leftarrow \text{prox}_{g,L_k}(\beta^k - \frac{1}{L} \nabla f(\beta^k)) \] # 'bt'
end while
end if
if \( \|L(\alpha^k - \beta^k)\| < \epsilon \) or \( (k \mod 100 == 1) \) and \( \|L(T_{L_k}(\alpha^k) - \alpha^k)\| < \epsilon \) then
break
end if
\[ L_{k+1} \leftarrow \frac{L_k}{\eta_d} \] # 'dec'
\[ t_{k+1} \leftarrow \frac{1 + \sqrt{1 + 4 t_k^2}}{2} \] # Step 2
\[ \beta^{k+1} \leftarrow \alpha^k + \frac{t_{k+1}}{t_{k+1}}(\alpha^k - \alpha^{k-1}) \] # Step 3
if \( k > k_{re} + K_i \) and \( \langle \nabla f(\beta^k), \alpha^k - \alpha^{k-1} \rangle + g(\alpha^k) - g(\alpha^{k-1}) > 0 \) then
\[ k_{re} \leftarrow k, \quad K_{i+1} \leftarrow 2K_i, \quad i \leftarrow i + 1. \] # 'mt'
\[ \eta_d \leftarrow \delta \cdot \eta_d + (1 - \delta) \cdot 1. \] # 'st'
\[ t_{k+1} \leftarrow 1, \quad \beta^{k+1} \leftarrow \alpha^{k-1}, \quad \alpha^k \leftarrow \alpha^{k-1} \] # 're'
end if
end for
4.4.1 Computation of $\mathbf{w}$

The primal vector $\mathbf{w}$ in (8) corresponding to the dual solution $\mathbf{\hat{\alpha}}$ (and $\mathbf{\hat{u}}$ for MM-FDA and MM-MPM) can be obtained as

$$
\mathbf{\hat{w}} = \arg\max_{\|\mathbf{w}\|_p \leq 1} \mathbf{w}^\top \mathbf{z}, \quad \text{with} \quad \hat{w}_i = \frac{\sign(z_i)|z_i|^{q-1}}{\|\mathbf{z}\|_q^{q-1}} \quad \forall \ i \in M,
$$

where $q = p/(p-1)$ and $\mathbf{z} = \widetilde{A}\mathbf{\hat{\alpha}}$ (i.e., $z = \tilde{X}\mathbf{\hat{\alpha}}$ for C-SVM, $\ell_2$-SVM, $\nu$-SVM, logistic regression, and DWD; $\mathbf{z} = \mathbf{\hat{\alpha}} = (\mathbf{\bar{x}}_+ - \mathbf{\bar{x}}_-) + (\Sigma_+ + \Sigma_-)^{1/2}\mathbf{\hat{u}}$ for MM-FDA; and $\mathbf{z} = \mathbf{\hat{\alpha}} = (\mathbf{\bar{x}}_+ + \Sigma_+^{1/2}\mathbf{\bar{u}}_+) - (\mathbf{\bar{x}}_- + \Sigma_-^{1/2}\mathbf{\bar{u}}_-)$ for MM-MPM).

4.4.2 Computation of $b$

There are some issues on computing an optimal bias term $b$. For C-SVM, $\ell_2$-SVM, $\nu$-SVM, DWD, and logistic regression, the bias term $b$ is derived from the Lagrange multiplier corresponding to the constraint $\mathbf{a}^\top \mathbf{y} = 0$. However, it is often difficult to compute the corresponding Lagrange multiplier. In addition, MM-FDA and MM-MPM does not provide a specific way to compute the bias term. Thus we need to estimate an appropriate value of $b$.

One of the efficient ways is to estimate $b$ as the minimum solution of training error under a given $\mathbf{w}$, i.e.,

$$
\hat{b} \in \arg\min_{b} \rho(b) := \sum_{i=1}^{m} \ell(y_i(x_i^\top \mathbf{\hat{w}} - b)), \quad \text{where} \quad \ell(z) = \begin{cases} 1 & (z < 0) \\ 0 & \text{(otherwise)}. \end{cases} \quad (26)
$$

Let $\zeta_i = x_i^\top \mathbf{\hat{w}}$ ($i = 1, 2, \ldots, m$). Let $\sigma$ be the permutation such that $\zeta_{\sigma(1)} \leq \zeta_{\sigma(2)} \leq \ldots \leq \zeta_{\sigma(m)}$. If $b < \zeta_{\sigma(1)}$, then $x_i^\top \mathbf{\hat{w}} - b > 0$ ($\forall i \in M$), i.e., all samples are predicted as positive $\hat{y} = +1$. Then we have $m_-$ misclassified samples and thus $\rho(b) = m_-$. If $b \in (\zeta_{\sigma(1)}, \zeta_{\sigma(2)})$, then only $x_{\sigma(1)}$ is predicted as negative $\hat{y} = -1$. Thus we have $\rho(b) = m_- + y_{\sigma(1)}$. Similarly, if $b \in (\zeta_{\sigma(k)}, \zeta_{\sigma(k+1)})$, then we have $\rho(b) = m_- + \sum_{i=1}^{k} y_{\sigma(i)}$. Thus, by letting $k^* = \arg\min_{k} \sum_{i=1}^{k} y_{\sigma(i)}$, an arbitrary constant $\hat{b} \in (\zeta_{\sigma(k^*)}, \zeta_{\sigma(k^*+1)})$ is an optimal solution of the problem (26). The minimization algorithm is as follows:

**Step 1.** Compute $\zeta_i = w^\top x_i$ ($i = 1, 2, \ldots, m$).

**Step 2.** Sort $\zeta_i$ as $\zeta_{\sigma(1)} \leq \zeta_{\sigma(2)} \leq \ldots \leq \zeta_{\sigma(m)}$.

**Step 3.** Find $k^* = \arg\min_{k} \sum_{i=1}^{k} y_{\sigma(i)}$.

**Step 4.** Compute $\hat{b} = (\zeta_{\sigma(k^*)} + \zeta_{\sigma(k^*+1)})/2$.

Its computational complexity is $O(m(n + \log m))$.

4.4.3 Duality Gap

The component $b$ obtained above is not necessarily the primal optimal solution. Moreover, $\mathbf{\hat{\alpha}}$ and $\mathbf{\hat{u}}$ are close to optimal, but may not be exactly optimal due to e.g., numeric overflow.
We still obtain a primal solution \((\hat{w}, \hat{b})\) with some optimality gap guarantee. Since \((\hat{w}, \hat{b})\) and \(\hat{\alpha}\) are the primal and dual feasible solutions, respectively, we can obtain the duality gap by
\[
\left\{ \mathcal{L}(\tilde{A}^\top \hat{w} - a \hat{b}) + \frac{1}{2C}\|\hat{w}\|_2^2 \right\} - \left\{ \mathcal{L}^*(\hat{\alpha}) + \frac{C}{2}\|\tilde{A}\hat{\alpha}\|_2^2 \right\}
\]
for the formulations of (7) and (9); and
\[
\mathcal{L}(\tilde{A}^\top \hat{w} - a \hat{b}) - \left\{ \mathcal{L}^*(\hat{\alpha}) + \lambda\|\tilde{A}\hat{\alpha}\|_p^* \right\}
\]
for the formulations of (8) and (10). Therefore, the obtained primal solution \((\hat{w}, \hat{b})\) has a guarantee that the gap between its objective value and the optimal value is at most the duality gap.

5. Numerical Experiment

In this section we demonstrate the performance of our proposed FAPG algorithm. We run the numerical experiments on a Red Hat Enterprise Linux Server release 6.4 (Santiago) with Intel Xeon Processor E5-2680 (2.7GHz) and 64 GB of physical memory. We implemented the practical FAPG method (Algorithm 4) in MATLAB R2013a and the bisection method (Algorithm 2) in C++. The C++ code was called from MATLAB via MEX files.

We conducted the experiments using artificial datasets and benchmark datasets from LIBSVM Data (Chang and Lin, 2011). The artificial datasets were generated as follows. Positive samples \(\{x_i \in \mathbb{R}^n | i \in M_+\}\) and negative samples \(\{x_i \in \mathbb{R}^n | i \in M_-\}\) were distributed with \(n\)-dimensional standard normal distributions \(\mathcal{N}_n(0, I_n)\) and \(\mathcal{N}_n(10\sqrt{n}e, SS^\top)\), respectively, where the elements of the \(n \times n\) matrix \(S\) are i.i.d. random variables following the standard normal distribution \(\mathcal{N}(0, 1)\). The marginal probability of the label was assumed to be same, i.e. \(P(y = +1) = P(y = -1) = \frac{1}{2}\). After generating the samples, we scaled them so that each input vector \(x_i\) (\(\forall i \in M\)) was in \([-1, 1]^n\) for the purpose of computational stability, following LIBSVM (Chang and Lin, 2011). On the other hand, we scaled the benchmark datasets, that are not scaled by Chang and Lin (2011), so that \(x_i \in [0, 1]^n\), (\(\forall i \in [m]\)) in order to leverage their sparsity. The details of benchmark datasets are shown in Table 1.

5.1 Projection Algorithms

Before presenting the performance of our practical FAPG algorithm, we compared the performance of our bisection algorithm (Algorithm 2) against the breakpoint search algorithm (Kiwiel, 2008, Algorithm 3.1) with random pivoting. Both algorithms were implemented in C++. We generated \(\mathbb{R}^n\)-valued random vectors \(\tilde{\alpha}\) with uniformly distributed elements and computed the projections \(P_{S_\nu}(\tilde{\alpha})\) of \(\tilde{\alpha}\) onto \(S_\nu\), where \(S_\nu := \{\alpha | e_o^\top \alpha = \frac{1}{2}, o \in \{+,-\}, 0 \leq \alpha \leq \frac{1}{\nu^{1/2}}e\}\) with \(\nu = 0.5\). The bisection algorithm used the accuracy of \(\epsilon' \approx 2.22 \times 10^{-16}\) (i.e., IEEE 754 double precision). Table 2 reports the average and standard deviation of the computation times and the number of iterations of 20 trials. As we can see from Table 2, the bisection method was faster and more stable (in the sense that the deviations are smaller) than the breakpoint search algorithm. This explains why we
Table 1: Details of Datasets. We have scaled the datasets that are highlighted in boldface type.

<table>
<thead>
<tr>
<th>data</th>
<th>m ( m₀, m₁ )</th>
<th>mₙ</th>
<th>n range</th>
<th>density source</th>
</tr>
</thead>
<tbody>
<tr>
<td>a8a</td>
<td>22,696</td>
<td>5,506</td>
<td>17,190</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>a9a</td>
<td>32,561</td>
<td>7,841</td>
<td>24,720</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>Australian</td>
<td>690</td>
<td>307</td>
<td>383</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>breast-cancer</td>
<td>683</td>
<td>444</td>
<td>239</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>cod-rna</td>
<td>59,535</td>
<td>39,690</td>
<td>19,845</td>
<td>Uzilov et al., 2006</td>
</tr>
<tr>
<td>colon-cancer</td>
<td>62</td>
<td>40</td>
<td>22</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>covtype</td>
<td>581,012</td>
<td>297,711</td>
<td>283,301</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>diabetes</td>
<td>768</td>
<td>500</td>
<td>268</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>on</td>
<td>44</td>
<td>21</td>
<td>23</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>epsilon</td>
<td>400,000</td>
<td>199,823</td>
<td>200,177</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>fourclass</td>
<td>862</td>
<td>307</td>
<td>555</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>german.numer</td>
<td>1,000</td>
<td>300</td>
<td>700</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>heart</td>
<td>270</td>
<td>120</td>
<td>150</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>ijcnn1</td>
<td>35,000</td>
<td>3,415</td>
<td>31,585</td>
<td>Prokhorov, 2001</td>
</tr>
<tr>
<td>ionosphere</td>
<td>351</td>
<td>225</td>
<td>126</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>liver-disorders</td>
<td>38</td>
<td>11</td>
<td>27</td>
<td>Golub et al., 1999</td>
</tr>
<tr>
<td>madelon</td>
<td>2,000</td>
<td>1,000</td>
<td>1,000</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>mushrooms</td>
<td>8,124</td>
<td>3,916</td>
<td>4,208</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>new20.binary</td>
<td>19,996</td>
<td>9,999</td>
<td>9,997</td>
<td>Keerthi and DeCoste, 2005</td>
</tr>
<tr>
<td>rcv1-origin</td>
<td>20,242</td>
<td>10,491</td>
<td>9,751</td>
<td>Lewis et al., 2004</td>
</tr>
<tr>
<td>real-sim</td>
<td>72,309</td>
<td>22,238</td>
<td>50,071</td>
<td>McCallum</td>
</tr>
<tr>
<td>skin-nonskin</td>
<td>245,057</td>
<td>50,859</td>
<td>194,198</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>sonar</td>
<td>388</td>
<td>97</td>
<td>111</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>splice</td>
<td>1,000</td>
<td>517</td>
<td>483</td>
<td>Bache and Lichman, 2013</td>
</tr>
<tr>
<td>svmguide1</td>
<td>3,089</td>
<td>1,089</td>
<td>2,000</td>
<td>Hsu et al., 2003</td>
</tr>
<tr>
<td>svmguide3</td>
<td>1,243</td>
<td>947</td>
<td>296</td>
<td>Hsu et al., 2003</td>
</tr>
<tr>
<td>url</td>
<td>2,396,130</td>
<td>1,603,985</td>
<td>792,145</td>
<td>Ma et al., 2009</td>
</tr>
<tr>
<td>w7a</td>
<td>24,692</td>
<td>740</td>
<td>23,952</td>
<td>Platt, 1998</td>
</tr>
<tr>
<td>w8a</td>
<td>49,749</td>
<td>1,470</td>
<td>48,270</td>
<td>Platt, 1998</td>
</tr>
</tbody>
</table>

Table 2: Runtime of Projection Algorithms
have chosen to use the bisection methods in Section 4.1 to perform the projection steps in Algorithm 4.

5.2 ν-SVM

As mentioned in Section 3.2, the standard C-SVM (11) and ν-SVM (14) are equivalent. Here we chose ν-SVM to solve because choosing the parameter of ν-SVM is easier than that of C-SVM. We solved the ν-SVM (14) via our FAPG method, SeDuMi (Sturm, 1999), and LIBSVM (Chang and Lin, 2011). SeDuMi is a general purpose optimization solver implementing an interior point method for large-scale second-order cone problems such as (14). LIBSVM implements the sequential minimal optimization (SMO) (Platt, 1998) which is specialized for learning ν-SVM. For reference, we also compared the FAPG method with LIBLINEAR (Fan et al., 2008) which implements a highly optimized stochastic dual coordinate descent method (Hsieh et al., 2008) for C-SVM (Cortes and Vapnik, 1995) and is known to be quite an efficient method; we note that it may not be a fair comparison because LIBLINEAR omits the bias term $b$ of C-SVM from the calculations, i.e., it solves a less complex model than the ν-SVM (14) in order to speed up the computation.

We terminate the algorithms if the violation of the KKT optimality condition is less than $\epsilon = 10^{-6}$. The heuristic option in LIBSVM was set to “off” in order to speed up its convergence for large datasets. In the FAPG method, $(\eta_u, \eta_d, \delta)$ were set to $(1, 1, 1.1, 0.8)$. $L_0$ was set to the maximum value in the diagonal elements of $\tilde{X}^\top \tilde{X}$ (i.e., the coefficient matrix of the quadratic form). The initial point $\alpha^0$ was set to the center $\alpha^c$ of $S_\nu$, i.e. $\alpha^c_i = \frac{1}{2m_o}, i \in M_o, o \in \{+,-\}$.

5.2.1 Scalability

First, we compare the computation time with respect to the size of the datasets and parameters using artificial datasets. The results are shown in Figure 5. The left panel shows the computation time with respect to the dimension $n$ of the features for $m = 10000$ and $\nu = 0.5$. The FAPG method has a clear advantage when the dimension $n$ is high, say

Figure 5: Computation Time for ν-SVM

3. C-SVM (with the bias term $b$) is known to lead to the same decision function as ν-SVM if $\nu$ and $C$ are set properly (Schölkopf et al. 2000). The value of $C$ corresponding to $\nu$ can be computed by LIBSVM.

4. Although LIBLINEAR can virtually deal with the bias term $b$ by augmenting the dimension of the samples, the best performance of the resulting model tends to be lower than the one of ν-SVM as reported in (Kitamura et al. 2014).
\( n \geq 10^3 \). The middle panel shows the computation time with respect to the number \( m \) of the samples for \( n = 1000 \) and \( \nu = 0.5 \). LIBSVM did not converge within a week for \( m = 63000 \). SeDuMi, LIBLINEAR, and the APG method were scalable for the increased number of samples \( m \). The right panel illustrates the computation time with respect to the parameter \( \nu \) for \( m = 10000 \) and \( n = 100 \). We may observe that the FAPG method (and LIBLINEAR) is very efficient when \( \nu \) is larger than 0.1. This can be attributed to the fact that larger \( \nu \) shrinks the feasible region \( S_\nu \) and shorten the distance between the initial point \( \alpha^0 = \alpha^c \) and the optimal solution \( \alpha^* \).

### 5.2.2 Runtime Breakdown

Table 3 shows the runtime breakdown of the FAPG method for the artificial dataset with \((m, n, \nu) = (10000, 1000, 0.5)\). The computation of the gradient \( \nabla f(\alpha) \) and the function \( f(\alpha) \) was the most time-consuming parts in the FAPG method. Since the computations of ‘bt’ (and \( \|L_k(T_{L_k}(\alpha^k) - \alpha^k)\| \)) involve the extra evaluation of \( f(\alpha^k) \) (and/or \( \nabla f(\alpha^k) \)), computing them only every 100 iteration (and 10 iteration, respectively) as in Algorithm 4 would be effective to reduce the total runtime. Our projection algorithm was efficient enough in the sense that its runtime was marginal compared to the runtime of the other parts.

### 5.2.3 Effect of Each Acceleration Strategy

Figure 6 shows the running history of the FAPG method with various acceleration strategies for the artificial dataset with \((m, n, \nu) = (10000, 1000, 0.5)\). The left panel depicts the violations of the optimality, i.e. the values of \( \|L_k(T_{L_k}(\alpha^k) - \alpha^k)\| \). The FAPG method with ‘bt+re’ restarted at \( k = 2594 \), where the sharp decrease occurred. ‘dec’ was effective to reduce \( L_k(T_{L_k}(\alpha^k) - \alpha^k) \) in the early iterations. The FAPG method with ‘bt+re+dec’ seems to be unstable near the optimum (say \( k \geq 10^3 \)), but
the one with ‘bt+re+dec+st’ converged stably. Moreover, ‘bt+re+dec+st+mt’ obtained much more accurate solution than others. We note that several spikes of the values occurred when using ‘dec’ because it sometimes leads a small value of $L_k$ that violates the condition (6). However, the violation was swiftly recovered in every 10 iterations by ‘bt’ and did not affect the speed of convergence so much.

The middle panel illustrated the gap in objective value $f(\alpha_k) - f(\hat{\alpha})$ where we regarded $\hat{\alpha} = \alpha^{10000}$ of ‘bt+re+dec+st+mt’ as an optimal solution. The gap behaved similar to the violations of the optimality $\|L_k(T_{L_k}(\alpha_k) - \alpha_k)\|$. At $k = 1000$, the objective value $f(\alpha^k)$ reached $f(\hat{\alpha})$ within a relative error $0.0003\%$ though the violation of optimality was greater than $\epsilon = 10^{-6}$. Thus, a larger tolerance, say $\epsilon = 10^{-5}$, may also lead to a reasonable solution in practice.

The right panel illustrated the value of constant $L_k$ of the FAPG at each iteration and the value of Lipschitz constant $L_f$; $L_f$ is known to be the largest eigenvalue of $\tilde{X}^\top \tilde{X}$. While $L_f = 3.61 \times 10^4$, the FAPG method with ‘bt+re+dec+st+mt’ leads to a much smaller average value of $3.68 \times 10^2$ for $L_k$, while the maximum value for $L_k$ is $1.95 \times 10^3$.

5.2.4 Benchmark Results

We also conducted experiments using the benchmark datasets. $C$ was set to 10. The computation time is shown in Table 4. When using linear kernel, the FAPG method outperformed LIBSVM and SeDuMi for large datasets where $m \geq 50000$. We indicated the smallest computation time among the three methods except for LIBLINEAR by boldface because the optimal solutions of LIBLINEAR are different from those of the other three methods (note that LIBLINEAR solves a simpler type of SVM, i.e., $C$-SVM without the bias term $b$). However, the FAPG method had an advantage over LIBLINEAR for many datasets where $n \geq 2000$.

When using the RBF kernel, SeDuMi broke down for datasets with $m \geq 10000$ as in the case of the artificial datasets. The FAPG method run out of memory for $m \geq 50000$ since it requires the $m \times m$ dense kernel matrix $K$ to compute the gradient $\nabla f(\alpha)$. The FAPG can avoid the memory shortage by computing the elements of $K$ on demand as LIBSVM does for large datasets. Although the current implementation has room for improvement, our practical FAPG method was still competitive with LIBSVM and had stable and good performance for datasets with large $n$.

We should remark that the number of iterations taken by the FAPG method with the RBF kernel tends to be smaller than the one with the linear kernel. However, when using the RBF kernel, the computational complexity of $\nabla f(\alpha)$ changes from $O(mn)$ to $O(m^2)$. Hence the total runtime tended to increase except for “gisette” whose $n$ and $m$ have the same order of magnitude.

In summary, the FAPG method showed better performance than specialized algorithms designed for learning SVM, such as LIBSVM and LIBLINEAR, in many datasets. Taking into account of the generality (i.e., applicability to other models) of FAPG, one could argue that it is a very efficient method.

Table 5 shows the values taken by the parameter $L_k$. We can see that our practical FAPG method (with backtracking strategy and decreasing strategy for $L_k$) keep the values of $L_k$ to be much smaller than the Lipschitz constant $L_f$. 
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Table 4: Computation Time for Benchmark Datasets (sec.). ‘–’ means that the algorithm did not converge with in 36000 seconds. ‘**’ means that it had run out of memory. The best results except for LIBLINEAR are indicated by boldface. The underlined results are better than LIBLINEAR.
### Table 5: Constants for Benchmark Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>( L_4 ) (FAPG)</th>
<th>( L_f )</th>
<th>( L_4 ) (FAPG)</th>
<th>( L_f )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ave. max. ave. max.</td>
<td></td>
<td>ave. max. ave. max.</td>
<td></td>
</tr>
<tr>
<td>a8a</td>
<td>2.99.E+03 1.54.E+04</td>
<td>1.43.E+05</td>
<td>7.00.E+01 2.27.E+02</td>
<td>2.00.E+04</td>
</tr>
<tr>
<td>a9a</td>
<td>5.59.E+03 3.38.E+04</td>
<td>2.05.E+05</td>
<td>1.37.E+02 4.90.E+02</td>
<td>2.88.E+04</td>
</tr>
<tr>
<td>australian</td>
<td>1.97.E+02 1.21.E+03</td>
<td>2.91.E+03</td>
<td>1.92.E+01 4.69.E+01</td>
<td>3.56.E+02</td>
</tr>
<tr>
<td>breast-cancer</td>
<td>9.05.E+01 2.27.E+02</td>
<td>1.68.E+04</td>
<td>1.21.E+01 2.13.E+01</td>
<td>4.52.E+02</td>
</tr>
<tr>
<td>cod-rna</td>
<td>1.05.E+03 5.65.E+03</td>
<td>1.24.E+05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>covtype</td>
<td>3.71.E+04 2.37.E+05</td>
<td>4.58.E+06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>diabetes</td>
<td>5.21.E+01 1.53.E+02</td>
<td>1.76.E+03</td>
<td>1.64.E+01 4.69.E+01</td>
<td>6.34.E+02</td>
</tr>
<tr>
<td>epsilon</td>
<td>2.09.E+04 1.85.E+05</td>
<td>1.40.E+05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>four-class</td>
<td>5.61.E+01 1.87.E+02</td>
<td>2.80.E+02</td>
<td>5.72.E+01 1.03.E+02</td>
<td>5.36.E+02</td>
</tr>
<tr>
<td>german.numer</td>
<td>2.16.E+02 1.03.E+03</td>
<td>8.44.E+03</td>
<td>1.95.E+01 4.69.E+01</td>
<td>4.50.E+02</td>
</tr>
<tr>
<td>heart</td>
<td>1.07.E+02 2.53.E+02</td>
<td>7.49.E+02</td>
<td>1.01.E+01 2.13.E+01</td>
<td>1.19.E+02</td>
</tr>
<tr>
<td>ijcnn1</td>
<td>1.20.E+03 1.05.E+04</td>
<td>5.89.E+03</td>
<td>1.93.E+02 8.84.E+02</td>
<td>3.12.E+04</td>
</tr>
<tr>
<td>leu</td>
<td>1.70.E+03 2.75.E+03</td>
<td>6.05.E+04</td>
<td>6.07.E-01 9.09.E-01</td>
<td>3.46.E+01</td>
</tr>
<tr>
<td>liver-disorders</td>
<td>1.27.E+01 3.85.E+01</td>
<td>1.84.E+03</td>
<td>5.04.E+00 9.68.E+00</td>
<td>8.23.E+02</td>
</tr>
<tr>
<td>madelon</td>
<td>9.54.E+01 2.87.E+02</td>
<td>2.44.E+05</td>
<td>6.54.E-01 1.00.E+00</td>
<td>1.92.E+03</td>
</tr>
<tr>
<td>mushrooms</td>
<td>1.84.E+03 6.34.E+03</td>
<td>2.30.E+05</td>
<td>2.31.E+01 1.03.E+02</td>
<td>1.74.E+04</td>
</tr>
<tr>
<td>real-sim</td>
<td>6.75.E+01 2.27.E+02</td>
<td>9.21.E+02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>skin-nonskin</td>
<td>5.08.E+03 2.82.E+04</td>
<td>2.19.E+05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>sonar</td>
<td>2.27.E+02 1.12.E+03</td>
<td>2.68.E+03</td>
<td>4.88.E+00 9.68.E+00</td>
<td>1.51.E+02</td>
</tr>
<tr>
<td>splice</td>
<td>3.59.E+02 1.11.E+03</td>
<td>1.74.E+03</td>
<td>6.63.E+00 1.06.E+01</td>
<td>3.57.E+02</td>
</tr>
<tr>
<td>svmguide1</td>
<td>3.07.E+01 1.13.E+02</td>
<td>2.47.E+03</td>
<td>1.52.E+01 4.69.E+01</td>
<td>2.92.E+03</td>
</tr>
<tr>
<td>svmguide3</td>
<td>1.53.E+02 6.68.E+02</td>
<td>4.92.E+03</td>
<td>1.22.E+01 4.69.E+01</td>
<td>1.15.E+03</td>
</tr>
<tr>
<td>url</td>
<td>9.94.E+05 1.10.E+07</td>
<td>1.57.E+08</td>
<td></td>
<td></td>
</tr>
<tr>
<td>w7a</td>
<td>5.53.E+03 4.62.E+04</td>
<td>6.52.E+04</td>
<td>4.80.E+01 1.83.E+02</td>
<td>2.31.E+04</td>
</tr>
<tr>
<td>w8a</td>
<td>1.04.E+04 1.06.E+05</td>
<td>1.32.E+05</td>
<td>1.14.E+02 4.51.E+02</td>
<td>4.65.E+04</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$\xi$</th>
<th>Artificial</th>
<th>svmguide1</th>
<th>mushrooms</th>
<th>a8a</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-2}$</td>
<td>99.8%</td>
<td>95.5%</td>
<td>99.4%</td>
<td>84.7%</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>100.0%</td>
<td>95.5%</td>
<td>100.0%</td>
<td>84.8%</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>100.0%</td>
<td>95.5%</td>
<td>100.0%</td>
<td>84.8%</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>100.0%</td>
<td>95.5%</td>
<td>100.0%</td>
<td>84.8%</td>
</tr>
</tbody>
</table>

Table 6: Classification Accuracies with Varied $\xi$ from $10^{-2}$ to $10^{-5}$.

5.3 Logistic Regression

We solved the dual logistic regression (13) via the FAPG method and LIBLINEAR (Fan et al., 2008). LIBLINEAR implements a highly optimized stochastic dual coordinate descent method (Yu et al., 2011) whose subproblems are solved by the Newton method. Note that, as in the case of SVM, LIBLINEAR omits the bias term $b$ from the calculations, i.e., it solves a less complex model than (13). We terminate both algorithms if the violation of the KKT optimality condition is less than $\epsilon = 10^{-6}$. In the FAPG method, $(\eta_u, \eta_d, \delta)$ were set to $(1.1, 1.1, 0.8)$. $L_0$ was set to 1. The initial point $\alpha^0$ was set to $\xi e$.

5.3.1 Sensitivity to $\xi$

Since the gradient $\nabla f$ is not defined at $\alpha_i = 0, 1$ ($i \in M$), we approximately solve the problem by using the constraints $\xi \leq \alpha_i \leq 1 - \xi$ ($i \in M$), where $\xi > 0$. Table 6 shows the classification accuracy for $\xi = 10^{-2}, 10^{-3}, 10^{-4},$ and $10^{-5}$. For all cases, the approximated logistic regression performed better than LIBLINEAR. The classification accuracy of FAPG was identical for $\xi \leq 10^{-3}$, and better than the accuracy with $\xi = 10^{-2}$. We employ $\xi = 10^{-4}$ in the following experiments.

5.3.2 Scalability

First, we compare the computation time with respect to the size of the datasets and parameter using artificial datasets. The results (for the linear kernel) are shown in Figure 7. The left panel shows the computation time with respect to the dimension $n$ of the features for $m = 10000$ and $C = 10$. The FAPG method has a clear advantage when the dimension $n$ is high, say $n \geq 10^2$. The middle panel shows the computation time with respect to the number $m$ of the samples for $n = 1000$ and $C = 10$. The computation time of FAPG grew.
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<table>
<thead>
<tr>
<th>Function</th>
<th>% Time</th>
<th>Time</th>
<th># Evals.</th>
<th>Time/Eval.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nabla f(\alpha)$</td>
<td>85.4%</td>
<td>10.005</td>
<td>1452</td>
<td>6.89.E-03</td>
</tr>
<tr>
<td>$f(\alpha)$</td>
<td>12.3%</td>
<td>1.443</td>
<td>340</td>
<td>4.24.E-03</td>
</tr>
<tr>
<td>$P_{S_{LR}}(\alpha)$</td>
<td>0.5%</td>
<td>0.058</td>
<td>1473</td>
<td>3.94.E-05</td>
</tr>
</tbody>
</table>

Total Runtime: 11.720

Table 7: Runtime Breakdown of the FAPG Method (sec.)

Figure 8: Effect of various acceleration strategies for the FAPG Method.

slower than the one of LIBLINEAR. The right panel illustrates the computation time with respect to the parameter $C$ for $m = 10000$ and $n = 100$. Unlike $\nu$-SVM, the computation time of the FAPG did not change so much depending on the parameter $C$ because it does not affect the area of feasible region. We can observe that the FAPG method is numerically more stable than LIBLINEAR with respect to the changes of the parameter $C$.

5.3.3 Runtime Breakdown

Table 7 shows the runtime breakdown of the FAPG method for the artificial dataset with $(m, n, C) = (10000, 1000, 10)$. The computation of the gradient $\nabla f(\alpha)$ and the function $f(\alpha)$ was the most time-consuming parts as in the case of $\nu$-SVM. Thus skipping back-tracking step and evaluation of the optimality $\|L_k(\alpha^k - T_Lk(\alpha^k))\|$ reduce the computation time significantly because it can avoid the extra computation of $f$ and $\nabla f$.

5.3.4 Effect of Each Acceleration Strategy

Figure 8 shows the running history of the FAPG method with various acceleration strategies for the dataset ‘a8a’. $C$ was set to 10.

The left panel depicts the violations of the optimality, i.e. the values of $\|L_k(T_Lk(\alpha^k) - \alpha^k)\|$. ‘re’ had effect on decreasing the values after $k = 762$ at which the first restart occur. ‘bt+re+dec’ just became unstable compared to ‘bt+re’ because the gradient of the logistic regression is intrinsically large near the boundary of the feasible region $S_{LR}$. However, ‘bt+re+dec+st’ could recover from the instability. It is remarkable that only ‘bt+re+dec+st+mt’ fell below $10^{-6}$ in 10000 iterations. Thus, one could argue that ‘mt’ had a significant effect on reducing the violation. The middle panel illustrated the gap in the objective value $f(\alpha^k) - f(\hat{\alpha})$ where we regarded $\hat{\alpha} = \alpha^{10000}$ of ‘bt+re+dec+st+mt’ as an optimal solution. ‘bt+re+dec+st+mt’ decreased the function value faster than others.
5.3.5 Benchmark Results

We measured computation time for the benchmark datasets. The parameter $C$ was set to 10 throughout this experiment. The experimental results are shown in Table 8. LIBLINEAR was efficient because it solves a less complex model (without the bias term) than (13). In some cases, however, FAPG solved (13) faster than LIBLINEAR. The computation time and iteration count of FAPG was nearly proportional to the number of samples $m$. On the other hand, LIBLINEAR took much longer time for ‘madeon’ and ‘splice’ although they are relatively small datasets.

Taking these results and Figure 7 into account, one could argue that the FAPG method exhibits stable convergence empirically.

<table>
<thead>
<tr>
<th></th>
<th>$m$</th>
<th>$n$</th>
<th>$C$</th>
<th>FAPG (iter)</th>
<th>LIBLIN</th>
</tr>
</thead>
<tbody>
<tr>
<td>a8a</td>
<td>22696</td>
<td>123</td>
<td>10</td>
<td>19.82 (4939)</td>
<td>9.82</td>
</tr>
<tr>
<td>a9a</td>
<td>32561</td>
<td>123</td>
<td>10</td>
<td>35.32 (6155)</td>
<td>57.62</td>
</tr>
<tr>
<td>australian</td>
<td>690</td>
<td>14</td>
<td>10</td>
<td>0.45 (1738)</td>
<td>0.01</td>
</tr>
<tr>
<td>breast-cancer</td>
<td>683</td>
<td>10</td>
<td>10</td>
<td>0.49 (1904)</td>
<td>0.004</td>
</tr>
<tr>
<td>cod-mna</td>
<td>59535</td>
<td>8</td>
<td>10</td>
<td>31.40 (3718)</td>
<td>2.03</td>
</tr>
<tr>
<td>colon-cancer</td>
<td>62</td>
<td>2000</td>
<td>10</td>
<td>0.11 (269)</td>
<td>0.16</td>
</tr>
<tr>
<td>covtype</td>
<td>581012</td>
<td>54</td>
<td>10</td>
<td>2039.19 (20143)</td>
<td>73.74</td>
</tr>
<tr>
<td>diabetes</td>
<td>768</td>
<td>8</td>
<td>10</td>
<td>0.20 (794)</td>
<td>0.01</td>
</tr>
<tr>
<td>duke</td>
<td>44</td>
<td>7129</td>
<td>10</td>
<td>0.27 (327)</td>
<td>0.31</td>
</tr>
<tr>
<td>epsilon</td>
<td>400000</td>
<td>2000</td>
<td>10</td>
<td>27791.25 (10873)</td>
<td>5225.43</td>
</tr>
<tr>
<td>fourclass</td>
<td>862</td>
<td>2</td>
<td>10</td>
<td>0.21 (851)</td>
<td>0.001</td>
</tr>
<tr>
<td>german.numer</td>
<td>1000</td>
<td>24</td>
<td>10</td>
<td>0.56 (1741)</td>
<td>0.31</td>
</tr>
<tr>
<td>gisette</td>
<td>6000</td>
<td>5000</td>
<td>10</td>
<td>20.30 (1289)</td>
<td>0.54</td>
</tr>
<tr>
<td>heart</td>
<td>270</td>
<td>13</td>
<td>10</td>
<td>0.15 (817)</td>
<td>0.02</td>
</tr>
<tr>
<td>icml</td>
<td>35000</td>
<td>22</td>
<td>10</td>
<td>14.57 (2478)</td>
<td>0.51</td>
</tr>
<tr>
<td>ionsphere</td>
<td>351</td>
<td>34</td>
<td>10</td>
<td>0.39 (1639)</td>
<td>0.31</td>
</tr>
<tr>
<td>leu</td>
<td>38</td>
<td>7129</td>
<td>10</td>
<td>0.11 (148)</td>
<td>0.19</td>
</tr>
<tr>
<td>liver-disorders</td>
<td>345</td>
<td>6</td>
<td>10</td>
<td>0.16 (828)</td>
<td>0.01</td>
</tr>
<tr>
<td>madeon</td>
<td>2000</td>
<td>500</td>
<td>10</td>
<td>2.23 (910)</td>
<td>1035.26</td>
</tr>
<tr>
<td>mushrooms</td>
<td>8124</td>
<td>112</td>
<td>10</td>
<td>2.26 (1224)</td>
<td>0.09</td>
</tr>
<tr>
<td>rcv1-origin</td>
<td>19996</td>
<td>1355191</td>
<td>10</td>
<td>96.24 (1263)</td>
<td>22.15</td>
</tr>
<tr>
<td>real-sim</td>
<td>72309</td>
<td>20958</td>
<td>10</td>
<td>142.79 (5630)</td>
<td>7.80</td>
</tr>
<tr>
<td>skin-nonskin</td>
<td>245057</td>
<td>3</td>
<td>10</td>
<td>247.11 (8373)</td>
<td>3.59</td>
</tr>
<tr>
<td>sonar</td>
<td>208</td>
<td>60</td>
<td>10</td>
<td>0.22 (1150)</td>
<td>0.10</td>
</tr>
<tr>
<td>splice</td>
<td>1000</td>
<td>60</td>
<td>10</td>
<td>0.66 (1689)</td>
<td>6.02</td>
</tr>
<tr>
<td>svmguidel</td>
<td>3089</td>
<td>4</td>
<td>10</td>
<td>0.91 (1313)</td>
<td>0.16</td>
</tr>
<tr>
<td>svmguide3</td>
<td>1243</td>
<td>22</td>
<td>10</td>
<td>0.49 (1263)</td>
<td>0.29</td>
</tr>
<tr>
<td>url</td>
<td>2396130</td>
<td>3231961</td>
<td>10</td>
<td>– (–)</td>
<td>–</td>
</tr>
<tr>
<td>w7a</td>
<td>24692</td>
<td>300</td>
<td>10</td>
<td>17.00 (3400)</td>
<td>10.69</td>
</tr>
<tr>
<td>w8a</td>
<td>49749</td>
<td>300</td>
<td>10</td>
<td>51.13 (5279)</td>
<td>42.77</td>
</tr>
</tbody>
</table>

Table 8: Computation Time for Benchmark Datasets (sec.). ‘–’ means that the algorithm did not converge with in 36000 seconds. ‘***’ means that it had run out of memory. The results indicated by underline are better than LIBLINEAR.
5.4 MM-MPM

Next, we conducted experiments on MM-MPM (17). To the best of our knowledge, there are no specialized methods for MM-MPM. Thus, we compared the FAPG method only to SeDuMi (Sturm, 1999) which implements an interior point method for the large-scale second-order cone problems such as (17). We terminated the computations if the violation of KKT optimality is less than $\epsilon = 10^{-6}$. In the FAPG method, $(\eta_u, \eta_d, \delta)$ were set to $(1.1, 1.1, 0.8)$. The value of $L_0$ was set to the maximum value in the diagonal elements of $\tilde{\Sigma}^T \tilde{\Sigma}$ (i.e., the coefficient matrix of the quadratic form), where $\tilde{\Sigma} = [\Sigma^{1/2}_+, -\Sigma^{1/2}_-]$. The initial point $u^0 = (u^0_+, u^0_-)$ was set to the origin $0$.

5.4.1 Scalability

The computation time for the artificial datasets are shown in Figure 9. The left panel shows the results with respect to the number $n$ of features for $m = 10000$ and $\kappa = 1$. The FAPG method has a clear advantage over SeDuMi for large $n$, say $n \geq 10^3$. The middle panel illustrates the computation time with respect to the number $m$ of samples for $n = 2000$ and $\kappa = 1$. The computation time is nearly independent of the number $m$ of samples because the sizes of matrices $\Sigma^{1/2}_o$ ($o \in \{+,-\}$), which are used for computing the function $f(u)$ and the gradient $\nabla f(u)$, are $n \times n$. The right panel shows the computation time with respect to the parameter $\kappa$ for $m = 10000$ and $n = 2000$. We can observe that a larger value of $\kappa$ leads to more computation time for the FAPG method although it is still far more efficient than SeDuMi. The effect of a larger $\kappa$ on the FAPG method could be because it gives a larger feasible region $S_{\text{MPM}}$, which in turns leads to a larger distance between the initial point $u^0$ and the optimal solution $u^*$ as in the case of $\nu$-SVM (the right panel of Figure 5).

5.4.2 Runtime Breakdown

Table 9 shows the runtime breakdown of the FAPG method for the artificial dataset with $(m, n, \kappa) = (10000, 1000, 1)$. As in the case of $\nu$-SVM (Table 3), the computations of the gradient $\nabla f(u)$ and the function value $f(u)$ are the most time-consuming parts. Thus, computing ‘bt’ and $L_k \|T_{L_k}(u^k) - u^k\|$ periodically, which involves the computations of $f(u^k)$ and/or $\nabla f(u^k)$, is effective to reduce the total runtime. The projection $P_{S_{\text{MPM}}}(u)$ for MM-MPM shown in Section 4.1.4 can be computed highly efficiently.
### Table 9: Runtime Breakdown of FAPG Method for MM-MPM (sec.)

<table>
<thead>
<tr>
<th>Function</th>
<th>% Time</th>
<th>Time</th>
<th># Evals.</th>
<th>Time/Eval.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\nabla f(u)$</td>
<td>75.9%</td>
<td>0.836</td>
<td>339</td>
<td>2.47.E-03</td>
</tr>
<tr>
<td>$f(u)$</td>
<td>14.2%</td>
<td>0.157</td>
<td>119</td>
<td>1.32.E-03</td>
</tr>
<tr>
<td>$PS_{MPM}(u)$</td>
<td>3.1%</td>
<td>0.034</td>
<td>383</td>
<td>8.88.E-05</td>
</tr>
</tbody>
</table>

Total Runtime: 1.102

### 5.4.3 Effect of Each Strategy

Figure 10 illustrates the running history of FAPG with various practical strategies for the artificial dataset with $(m, n, \kappa) = (10000, 1000, 1)$. As in the case of $\nu$-SVM, ‘re’ is effective in reducing the violation of optimality $L_k\|T_L(u_k) - u_k\|$ and the value of $f(u_k) - f(\hat{\alpha})$. ‘dec’ seems to make the FAPG method to be unstable, but ‘st’ can stabilize it. ‘bt+re+dec+st’ and ‘bt+re+dec+st+mt’ decreased $L_k\|T_L(u_k) - u_k\|$ and $f(u_k) - f(\hat{\alpha})$ slightly faster than ‘bt+re’.

In the right panel, we can see that the APG method uses values smaller than $L_f$ for $L_k$ in most iterations, where the Lipschitz constant $L_f$ of the gradient $\nabla f(u) = \tilde{\Sigma}^\top (\bar{x}_+ - \bar{x}_- + \tilde{\Sigma} u)$ is known to be the largest eigenvalue of the matrix $\tilde{\Sigma}^\top \tilde{\Sigma}$ (recall that $\tilde{\Sigma} = [\Sigma_1^{1/2}, -\Sigma_1^{1/2}]$ and $u = (u_+, u_-)$).

### 5.4.4 Benchmark Results

Table 10 shows the computational results for the benchmark datasets. We did the experiments by setting $\kappa = \kappa_{\text{max}}/2$, but MM-MPM could not be solved for $n \geq 20000$ because the sizes of the $n \times n$ matrices $\Sigma_0^{1/2}$ ($o \in \{+,-\}$) are extremely large.

The FAPG method was much faster than SeDuMi especially when the dimension is high, say $n \geq 2000$. Unlike for $\nu$-SVM (Table 5), the FAPG method for MM-MPM sometimes led to larger values of $L_k$ than the Lipschitz constant $L_f$. However, the average of the values of $L_k$ is still smaller than $L_f$.

### 5.5 Classification Ability

Using the benchmark datasets, we compared the classification ability of classification models: $\nu$-SVM, logistic regression, MM-MPM, and MM-FDA. Each dataset was randomly partitioned into 10 disjoint sets. We investigated the averages of the test accuracy using...
Table 10: Computational Results for MM-MPM with Linear Kernel. The best results are indicated by boldface. ‘**’ means that the algorithm could not be computed due to out of memory.
Table 11: Average Performance of Each Classification Model. The best results are indicated by boldface. ‘–’ means that the cross-validation could not be done within 36000 sec. ‘**’ means that it had run out of memory.

<table>
<thead>
<tr>
<th>dataset</th>
<th>(\nu)-SVM ((\nu))</th>
<th>Logistic ((C))</th>
<th>MM-MPM ((\kappa))</th>
<th>MM-FDA ((\kappa))</th>
</tr>
</thead>
<tbody>
<tr>
<td>a8a</td>
<td>84.4% (0.37)</td>
<td>84.6% (0.5)</td>
<td>80.7% (0.94)</td>
<td>84.4% (1.32)</td>
</tr>
<tr>
<td>a9a</td>
<td>84.7% (0.36)</td>
<td>84.8% (0.1)</td>
<td>80.7% (0.95)</td>
<td>84.7% (1.33)</td>
</tr>
<tr>
<td>australian</td>
<td>85.7% (0.63)</td>
<td>87.7% (0.1)</td>
<td>86.1% (0.25)</td>
<td>87.5% (1.39)</td>
</tr>
<tr>
<td>breast-cancer</td>
<td>97.1% (0.07)</td>
<td>97.4% (0.5)</td>
<td>97.5% (2.08)</td>
<td>97.4% (0.31)</td>
</tr>
<tr>
<td>cod-rna</td>
<td>93.9% (0.28)</td>
<td>93.9% (4.5)</td>
<td>93.5% (0.42)</td>
<td>93.7% (0.40)</td>
</tr>
<tr>
<td>colon-cancer</td>
<td>88.8% (0.29)</td>
<td>87.1% (6.0)</td>
<td>87.1% (0.18)</td>
<td>87.1% (1.22)</td>
</tr>
<tr>
<td>covtype</td>
<td>76.3% (0.59)</td>
<td>75.6% (1.0)</td>
<td>75.6% (0.65)</td>
<td>75.5% (0.92)</td>
</tr>
<tr>
<td>diabetes</td>
<td>77.3% (0.54)</td>
<td>77.3% (3.5)</td>
<td>74.9% (0.61)</td>
<td>76.8% (0.88)</td>
</tr>
<tr>
<td>duke</td>
<td>88.5% (0.02)</td>
<td>86.0% (5.5)</td>
<td>88.5% (0.98)</td>
<td>88.5% (1.36)</td>
</tr>
<tr>
<td>epsilon</td>
<td>–</td>
<td>–</td>
<td>89.6% (1.04)</td>
<td>89.7% (1.48)</td>
</tr>
<tr>
<td>fourclass</td>
<td>77.7% (0.68)</td>
<td>78.5% (0.1)</td>
<td>72.7% (0.57)</td>
<td>78.6% (0.10)</td>
</tr>
<tr>
<td>german.numer</td>
<td>76.7% (0.54)</td>
<td>77.4% (0.1)</td>
<td>71.9% (0.39)</td>
<td>77.3% (0.55)</td>
</tr>
<tr>
<td>gisette</td>
<td>97.4% (0.11)</td>
<td>97.4% (1.0)</td>
<td>97.9% (3.41)</td>
<td>97.9% (4.83)</td>
</tr>
<tr>
<td>heart</td>
<td>84.1% (0.40)</td>
<td>84.4% (0.1)</td>
<td>84.1% (0.76)</td>
<td>84.1% (0.15)</td>
</tr>
<tr>
<td>icmnl</td>
<td>74.7% (0.19)</td>
<td>91.8% (20.0)</td>
<td>85.9% (0.89)</td>
<td>91.0% (0.64)</td>
</tr>
<tr>
<td>ionosphere</td>
<td>88.3% (0.21)</td>
<td>90.0% (5.0)</td>
<td>86.9% (0.39)</td>
<td>87.8% (0.85)</td>
</tr>
<tr>
<td>leu</td>
<td>94.2% (0.02)</td>
<td>94.2% (5.0)</td>
<td>94.2% (2.10)</td>
<td>94.2% (0.21)</td>
</tr>
<tr>
<td>liver-disorders</td>
<td>68.1% (0.76)</td>
<td>67.9% (6.0)</td>
<td>63.8% (0.20)</td>
<td>66.4% (0.52)</td>
</tr>
<tr>
<td>madelon</td>
<td>59.3% (0.91)</td>
<td>57.7% (0.1)</td>
<td>59.7% (0.13)</td>
<td>60.0% (0.09)</td>
</tr>
<tr>
<td>mushrooms</td>
<td>100.0% (0.01)</td>
<td>100.0% (6.0)</td>
<td>100.0% (0.19)</td>
<td>100.0% (6.21)</td>
</tr>
<tr>
<td>news20.binary</td>
<td>97.1% (0.21)</td>
<td>96.5% (20.0)</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td>rcv1-origin</td>
<td>97.0% (0.11)</td>
<td>97.1% (20.0)</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td>real-sim</td>
<td>97.5% (0.13)</td>
<td>97.6% (15.0)</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td>skin-nonskin</td>
<td>93.7% (0.32)</td>
<td>92.4% (6.0)</td>
<td>93.5% (1.61)</td>
<td>93.8% (2.10)</td>
</tr>
<tr>
<td>sonar</td>
<td>79.8% (0.40)</td>
<td>78.8% (6.5)</td>
<td>79.8% (0.64)</td>
<td>77.9% (0.91)</td>
</tr>
<tr>
<td>splice</td>
<td>80.9% (0.50)</td>
<td>80.2% (3.0)</td>
<td>80.6% (0.61)</td>
<td>81.0% (0.20)</td>
</tr>
<tr>
<td>svmguide1</td>
<td>95.4% (0.13)</td>
<td>95.4% (20.0)</td>
<td>94.4% (1.12)</td>
<td>91.6% (1.56)</td>
</tr>
<tr>
<td>svmguide3</td>
<td>82.5% (0.41)</td>
<td>82.1% (15.0)</td>
<td>74.3% (0.55)</td>
<td>81.9% (0.69)</td>
</tr>
<tr>
<td>url</td>
<td>–</td>
<td>–</td>
<td>**</td>
<td>**</td>
</tr>
<tr>
<td>w7a</td>
<td>98.5% (0.04)</td>
<td>98.5% (4.0)</td>
<td>96.0% (1.26)</td>
<td>98.2% (1.76)</td>
</tr>
<tr>
<td>w8a</td>
<td>98.6% (0.04)</td>
<td>98.7% (17.5)</td>
<td>96.1% (1.25)</td>
<td>98.3% (1.73)</td>
</tr>
</tbody>
</table>

6. Conclusion

In this work, we presented a unified classification model and provided a general algorithm for the model. We designed a fast accelerated proximal gradient (FAPG) method based on the original APG method in (Beck and Teboulle, 2009) to the model by devising efficient projection computations and effective heuristic acceleration strategies. Our unified
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algorithm makes it easy to compare various models, because we can use the same algorithmic framework for the models by only changing the computation of projections. Thus, it provides a practical and useful tool for practitioners who are looking for the best model for a given dataset. Numerical experiments demonstrate the efficiency of our algorithm for large datasets. Indeed, our method often run faster than LIBLINEAR (Fan et al., 2008) especially for large-scale datasets such that \( n > 2000 \).

In this paper we showed a convergence property of our method for a general non-strongly convex function because our examples are mostly non-strongly convex. As a future work, we would like to see if the linear convergence for FAPG can be established for \( \mu \)-strongly convex function and provide an adaptive parameter selection scheme even when \( \mu \) is positive but unknown. In addition, we would like to investigate stochastic variants of our method. Recently, large scale learning has motivated researchers to develop stochastic gradient descent (SGD) methods. SGD approximates the gradient \( \nabla \mathcal{L}(\cdot) \) of a loss function by a computationally inexpensive random variable whose expectation coincides with \( \nabla \mathcal{L}(\cdot) \). More precisely, it assumes that the loss function is defined as the sum of loss of each sample, i.e., \( \mathcal{L}(\tilde{X}^\top w - yb) = \sum_{i=1}^{m} \ell(y_i(w^\top x_i - b)) \), and approximates the full gradient \( \nabla \mathcal{L}(\tilde{X}^\top w - yb) \) by the gradient \( \nabla \ell(y_i(w^\top x_i - b)) \) of loss of a randomly chosen sample.

PG and APG methods can be adapted in SGD, e.g., as (Nitanda, 2014; Defazio et al., 2014) and references there in. In particular, the stochastic dual coordinate ascent (SDCA) method (Shalev-Shwartz and Zhang, 2013, 2016) is a stochastic APG applied to the dual formulation, which is closely related to our unified classification model. While its framework would be useful to develop a stochastic variant of our FAPG presented in this paper, it cannot be directly applied to the unified classification model because \( \nu \)-SVM, MM-MPM, and MM-FDA do not satisfy the assumption on \( \mathcal{L}(\cdot) \): the loss function is defined as the sum of loss of each sample. It is an important future work to relax the assumption for stochastic methods and extend our FAPG to stochastic ones in order to solve even larger scale problems.
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Appendix

Appendix A. Derivation of the Dual Problem (10)

The primal problem (8) can be transformed as follows:

\[
\min_{w, b} \left\{ \mathcal{L}(\tilde{A}^\top w - ba) \mid \|w\|_p \leq \lambda \right\} \\
= \min_{w, b, z} \left\{ \mathcal{L}(z) \mid \|w\|_p \leq \lambda, \ z = \tilde{A}^\top w - ba \right\} \\
= \min_{\|w\|_p \leq \lambda, b, z} \max_{\alpha} \left\{ \mathcal{L}(z) + \alpha^\top (z - \tilde{A}^\top w + ba) \right\}.
\]
Its dual problem (10) is derived as follows:

\[
\max_{\alpha} \min_{\|w\|_p \leq \lambda, b, z} \{\mathcal{L}(z) + \alpha^\top (z - \mathcal{A}^\top w + ba)\} = -\min_{\alpha} \left\{ \max_{z} \left\{ -\alpha^\top z - \mathcal{L}(z) \right\} \right\} + \max_{\|w\|_p \leq \lambda} \left\{ \alpha^\top \mathcal{A}^\top w \right\} + \max_{b} \left\{ \alpha^\top ab \right\} = -\min_{\alpha} \{\mathcal{L}^*(-\alpha) + \lambda \|\mathcal{A}\|_p \| \alpha^\top a = 0\}.
\]

**Appendix B. Refined Bisection Algorithm**

The computational cost of \( h(\hat{\theta}) \) in Algorithm 2 can be reduced by dividing the indices set \( M \) more finely as in (Kiwiel, 2008). Here we divide \( M \) into the following four disjoint sets for given \( \theta^l \) and \( \theta^u \) satisfying \( \theta^l < \theta^u \):

\[
U := \{ i \in M \mid \bar{\alpha}_i - \theta^u \geq u \} \quad \text{(i.e.,} \, \alpha_i(\theta) = u, \, \forall \theta \in [\theta^l, \theta^u]) \]
\[
L := \{ i \in M \mid \bar{\alpha}_i - \theta^l \leq l \} \quad \text{(i.e.,} \, \alpha_i(\theta) = l, \, \forall \theta \in [\theta^l, \theta^u]) \]
\[
C := \{ i \in M \mid \bar{\alpha}_i - \theta^l < u, \, \bar{\alpha}_i - \theta^u > l \} \quad \text{(i.e.,} \, \alpha_i(\theta) = \bar{\alpha}_i - \theta, \, \forall \theta \in [\theta^l, \theta^u]) \]
\[
I := M \setminus (U \cup C \cup L) \quad \text{([\theta^l, \theta^u] contains a breakpoint of} \, \alpha_i(\theta)) \).
\]

If \( I = \emptyset \), then solving

\[ \theta = \left( |U|u + |L|l + \sum_{i \in C} \bar{\alpha}_i - r \right) / |C| \]

obtains an exact solution. If \( I \neq \emptyset \), then we also divide \( I \) into the following five disjoint sets for given \( \hat{\theta} \in (\theta^l, \theta^u) \):

\[
I^U := \{ i \in I \mid \bar{\alpha}_i - \hat{\theta} \geq u \} \quad \text{(i.e.,}\, \alpha_i(\theta) = u, \, \forall \theta \in [\hat{\theta}, \hat{\theta}]) \]
\[
I^L := \{ i \in I \mid \bar{\alpha}_i - \hat{\theta} \leq l \} \quad \text{(i.e.,}\, \alpha_i(\theta) = l, \, \forall \theta \in [\hat{\theta}, \hat{\theta}]) \]
\[
I^{C_u} := \{ i \in I \mid \bar{\alpha}_i - \theta^l < u, \, \bar{\alpha}_i - \theta^u > l \} \quad \text{(i.e.,}\, \alpha_i(\theta) = \bar{\alpha}_i - \theta, \, \forall \theta \in [\theta^l, \hat{\theta}]) \]
\[
I^{C_l} := \{ i \in I \mid \bar{\alpha}_i - \hat{\theta} < u, \, \bar{\alpha}_i - \theta^u > l \} \quad \text{(i.e.,}\, \alpha_i(\theta) = \bar{\alpha}_i - \theta, \, \forall \theta \in [\hat{\theta}, \theta^u]) \]
\[
I^I := I \setminus (I^U \cup I^{C_u} \cup I^{C_l} \cup I^L)
\]

Then we have

\[
h(\hat{\theta}) = \sum_{i \in M} \alpha_i(\hat{\theta}) = \sum_{su} \frac{|U|u + |I^U|u + |L|l + |I^L|l}{\Delta s_l} \alpha_i + \sum_{sc} \frac{\sum_{i \in I^C} \alpha_i}{\Delta s_c} \alpha_i + \sum_{i \in I^{C_u}} \frac{\alpha_i + \sum_{i \in I^I} \alpha_i}{\Delta s_l} \alpha_i - |C \cup I^{C_u} \cup I^{C_l} \cup I^I|\hat{\theta}.
\]

By leveraging on the structure of \( h \), the refined bisection method for \( (18) \) can be described as Algorithm 5.
Algorithm 5 Refined Bisection Algorithm for (18)

<table>
<thead>
<tr>
<th>INPUT: $\bar{\alpha}$, $r$, $I$, $u$, $\epsilon' &gt; 0$</th>
<th>OUTPUT: $\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>INITIALIZE: $I \leftarrow M$, $s_u \leftarrow s_l \leftarrow s_c \leftarrow 0$, $\theta^u \leftarrow \bar{\alpha}<em>{\text{max}} - \frac{r}{m}$, $\theta^l \leftarrow \bar{\alpha}</em>{\text{min}} - \frac{r}{m}$</td>
<td># Step 1</td>
</tr>
<tr>
<td>while $</td>
<td>\theta^u - \theta^l</td>
</tr>
<tr>
<td>$\hat{\theta} \leftarrow \frac{\theta^u + \theta^l}{2}$</td>
<td># Step 3</td>
</tr>
<tr>
<td>$\hat{u} \leftarrow u + \hat{\theta}$, $\hat{l} \leftarrow l + \hat{\theta}$</td>
<td># Step 4</td>
</tr>
<tr>
<td>$I^U \leftarrow {i \in I \mid \bar{\alpha}_i \geq \hat{u}}$, $I^L \leftarrow {i \in I \mid \bar{\alpha}_i \leq \hat{l}}$</td>
<td></td>
</tr>
<tr>
<td>$\Delta s_u \leftarrow</td>
<td>I^U</td>
</tr>
<tr>
<td>$\Delta s_{cu} \leftarrow \sum_{i \in I^c_u} \alpha_i$, $\Delta s_{cl} \leftarrow \sum_{i \in I^c_l} \alpha_i$</td>
<td></td>
</tr>
<tr>
<td>$\text{val} \leftarrow s_u + \Delta s_u + s_l + \Delta s_l + s_c + \Delta s_{cu} + \Delta s_{cl} + \sum_{i \in I^u} \alpha_i -</td>
<td>C \cup I^c_u \cup I^c_l \cup I^l</td>
</tr>
<tr>
<td>if $\text{val} &lt; r$ then</td>
<td></td>
</tr>
<tr>
<td>$\theta^u \leftarrow \hat{\theta}$, $I \leftarrow I^u \cup I^c_l \cup I^l$</td>
<td></td>
</tr>
<tr>
<td>$s_u \leftarrow s_u + \Delta s_u$, $s_c \leftarrow s_c + \Delta s_{cu}$</td>
<td></td>
</tr>
<tr>
<td>else if $\text{val} &gt; r$ then</td>
<td></td>
</tr>
<tr>
<td>$\theta^l \leftarrow \hat{\theta}$, $I \leftarrow I^l \cup I^c_u \cup I^u$</td>
<td></td>
</tr>
<tr>
<td>$s_l \leftarrow s_l + \Delta s_l$, $s_c \leftarrow s_c + \Delta s_{cl}$</td>
<td></td>
</tr>
<tr>
<td>else</td>
<td></td>
</tr>
<tr>
<td>break</td>
<td></td>
</tr>
<tr>
<td>end if</td>
<td></td>
</tr>
<tr>
<td>if $I == \phi$ then</td>
<td></td>
</tr>
<tr>
<td>$\hat{\theta} \leftarrow (s_u + s_l + s_c - r)/</td>
<td>C</td>
</tr>
<tr>
<td>break</td>
<td></td>
</tr>
<tr>
<td>end if</td>
<td></td>
</tr>
<tr>
<td>end while</td>
<td></td>
</tr>
<tr>
<td>$\alpha_i \leftarrow \alpha_i(\hat{\theta})$, \forall i \in M$ # Step 5</td>
<td></td>
</tr>
</tbody>
</table>
Appendix C. Proof of Theorem 7

We show the iteration complexity \( O \left( \frac{W(k)}{k} \right)^2 \) of Algorithm 3, where \( W(z) \) is the inverse function of \( f(x) = x \exp(x) \) and called Lambert’s W function (Corless et al., 1996). \( W(z) \) is single-valued for \( z \geq 0 \), but multi-valued for \( z < 0 \). For \( z \geq 0 \), \( W(z) \) is monotonically increasing, but diverges slower than \( \log(z) \). It is known that \( W(z) \) cannot be expressed in terms of elementary functions.

Here we improve the lower bound (24) of

\[
\max\{\bar{k}_1, \bar{k}_2, \ldots, \bar{k}_j, k_{j+1}\}. 
\]

Since \( \bar{k}_i \geq K_i \geq 2^i \) for all \( i \in \{1, 2, \ldots, j\} \), we have

\[
\max\{\bar{k}_1, \bar{k}_2, \ldots, \bar{k}_j, k_{j+1}\} \geq \max\left\{ \frac{k}{j+1}, 2^j \right\}. 
\]

\( \frac{k}{j+1} \) is monotonically decreasing and \( 2^j \) is monotonically increasing with respect to \( j \). Thus the right-hand side is minimized at \( j = \hat{j} \) such that

\[
\frac{k}{j+1} = 2^j. 
\]

The above equation implies that

\[
\frac{2k}{\hat{j}+1} = \exp\left( (\hat{j} + 1) \ln 2 \right) \\
\Rightarrow 2k \ln 2 = (\hat{j} + 1) \ln 2 \exp\left( (\hat{j} + 1) \ln 2 \right) \\
\Rightarrow W(2k \ln 2) = (\hat{j} + 1) \ln 2 \\
\Rightarrow \hat{j} = \frac{W(2k \ln 2)}{\ln 2} - 1, 
\]

which yields

\[
\max\left\{ \frac{k}{\hat{j}+1}, 2^j \right\} \geq \frac{k \ln 2}{W(2k \ln 2)}. 
\]

This leads to

\[
F(\alpha^{(j,k_{j+1})}) - F(\alpha^*) \leq 2\eta_k L f R_2 \left( \frac{W(2k \ln 2)}{k \ln 2 - W(2k \ln 2)} \right)^2, \quad \forall k \geq 3. 
\]

Appendix D. Application of FAPG to \( \ell_1 \)-regularized models

The \( \ell_1 \)-regularized logistic regression:

\[
\min_{w} C \sum_{i=1}^{m} \log(1 + \exp(-y_i w^\top x_i)) + ||w||_1 
\]

and the \( \ell_1 \)-regularized \( \ell_2 \)-loss SVM:

\[
\min_{w} C \sum_{i=1}^{m} \left( \max\{0, 1 - y_i w^\top x_i\} \right)^2 + ||w||_1 
\]
have the form of (2), where $C > 0$ is a hyperparameter. Letting $g(\cdot) = \| \cdot \|_1$, we have 
$$(\text{prox}_{g,L}(w))_i = \text{sign}(w_i) \max\{0, |w_i| - L\} \quad (i = 1, 2, \ldots, m)$$
which is known as the soft-thresholding operator.

We applied the practical FAPG (Algorithm 4) and LIBLINEAR (Fan et al., 2008) to (27) and (28) using the artificial datasets which is generated as described in Section 5. We set the initial point $w^0$ to the origin $0$ and the tolerance $\epsilon$ to $10^{-6}$. For all datasets, FAPG found solutions with better objective value than LIBLINEAR does. Figures 11 and 12 show the computation time of FAPG and LIBLINEAR. FAPG was highly competitive to and numerically more stable than LIBLINEAR with respect to the changes of the hyperparameter $C$.
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