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Abstract

scikit-survival is an open-source Python package for time-to-event analysis fully compatible with scikit-learn. It provides implementations of many popular machine learning techniques for time-to-event analysis, including penalized Cox model, Random Survival Forest, and Survival Support Vector Machine. In addition, the library includes tools to evaluate model performance on censored time-to-event data. The documentation contains installation instructions, interactive notebooks, and a full description of the API. scikit-survival is distributed under the GPL-3 license with the source code and detailed instructions available at https://github.com/sebp/scikit-survival
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1. Introduction

In time-to-event analysis—also known as survival analysis in medicine, and reliability analysis in engineering—the objective is to learn a model from historical data to predict the future time of an event of interest. In medicine, one is often interested in prognosis, i.e., predicting the time to an adverse event (e.g. death). In engineering, studying the time until failure of a mechanical or electronic systems can help to schedule maintenance tasks. In e-commerce, companies want to know if and when a user will return to use a service. In all of these domains, learning a model is challenging, because the time of past events is only partially known. Consider a clinical study carried out over a one year period that studied survival times after treatment. In most cases, only a subset of patients will die during the study period, while others will live beyond the end of the study. To learn a predictive model of survival time, we need to consider that the exact day of death is only known for those patients that actually died during the study period, while for the remaining patients, we only know that they were alive at least until the study ended. The latter is called right censoring and occurs in all applications mentioned above.

Today, many successful ideas from machine learning have been adapted for time-to-event analysis, such as gradient boosting (Ridgeway, 1999; Hothorn et al., 2006), random forests (Ishwaran et al., 2008), and support vector machines (Van Belle et al., 2007; Evers and Messow, 2008; Pölsterl et al., 2015). It is important to note that censored data does not only affect model training, but also model evaluation, because held-out data will be subject to censoring too. Evaluation metrics range from simple rank correlation metrics (Harrell
et al., 1996; Uno et al., 2011) to time-dependent versions of the well-known mean squared error (Graf et al., 1999) and receiver operating characteristic curve (Hung and Chiang, 2010; Uno et al., 2007).

In this paper, we present scikit-survival, a Python library for time-to-event analysis. It provides a tight integration with scikit-learn (Pedregosa et al., 2011), such that pre-preprocessing and feature selection techniques within scikit-learn can be seamlessly combined with a model from scikit-survival. It provides efficient implementations of linear models, ensemble models, and survival support vector machines, as well as a range of evaluation metrics suitable for right censored time-to-event data.

2. Overview and Design

The API of scikit-survival is designed to be compatible with the scikit-learn API, such that existing tools for cross validation, feature transformation, and model selection can be used for time-to-event analysis. Each model in scikit-survival is a sub-class of scikit-learn’s BaseEstimator class, which offers users a familiar API to set hyper-parameters via set_params(), train a model via fit(), and evaluate it on held-out data via score().

Time-to-event data is comprised of a time \( t > 0 \) when an event occurred and the time \( c > 0 \) of censoring. Since censoring and experiencing an event are mutually exclusive, it is common to define a binary event indicator \( \delta = I(t \leq c) \in \{0; 1\} \) and a observable time \( y = t \) (if \( \delta = 1 \)) or \( y = c \) (if \( \delta = 0 \)). To allow integration with scikit-learn, which expects a single array as dependent variable, scikit-survival uses numpy’s structured arrays, whose data type is a composition of simpler data types. The sksurv.util.Surv utility helps users to create such arrays from pandas DataFrames or individual numpy arrays.

The biggest difference between time-to-event analysis and traditional machine learning tasks are the semantics of predictions. Predictions in time-to-event analysis are often arbitrary risk scores of experiencing an event, and not an actual time of an event, which is the input for training such a model. Consequently, predictions are often evaluated by a measure of rank correlation between predicted risk scores and observed time points in the test data. For instance, Harrell’s concordance index (Harrell et al., 1996) computes the ratio of correctly ordered (concordant) pairs to comparable pairs and is the default performance metric when calling a model’s score() method. Models that provide time-dependent predictions in the form of survival function and cumulative hazard function, have two additional prediction methods: predict_survival_function(), and predict_cumulative_hazard_function(). Such time-dependent predictions can be evaluated on held-out data using the time-dependent Brier score (Graf et al., 1999).

3. Development

Where possible, scikit-survival uses scikit-learn’s efficient implementations to fit models. For instance, RandomSurvivalForest leverages scikit-learn’s Cython implementation to fit tree-based estimators by introducing the log-rank node-splitting criterion for right censored data. Therefore, the computationally expensive training step usually runs natively, which leads to high efficiency. To ensure high quality code, all implementations adhere to the PEP8 code style, have inline documentation, and are accompanied by unit tests that are executed.
import numpy as np
import matplotlib.pyplot as plt
from sklearn.model_selection import train_test_split
from sklearn.pipeline import make_pipeline
from sksurv.datasets import load_whas500
from sksurv.linear_model import CoxPHSurvivalAnalysis
from sksurv.preprocessing import OneHotEncoder

# load example data
data_x, data_y = load_whas500()
# split the data
X_train, X_test, y_train, y_test = train_test_split(data_x, data_y, test_size=50, random_state=2020)

# combine feature transform and Cox model
pipeline = make_pipeline(OneHotEncoder(), CoxPHSurvivalAnalysis())
# fit the model
pipeline.fit(X_train, y_train)
# compute concordance index on held-out data
c_index = pipeline.score(X_test, y_test)

# plot estimated survival functions
surv_fns = pipeline.predict_survival_function(X_test)
time_points = np.arange(1, 1000)
for surv_func in surv_fns:
    plt.step(time_points, surv_func(time_points), where="post")
plt.ylabel("probability of survival \(\hat{S}(t)\)")
plt.xlabel("time \(t\)")
plt.title("concordance index = %.3f" % c_index)
plt.show()

Figure 1: Example of using scikit-survival (left) and its output (right).

on all supported platforms by our continuous integration workflow. As a result, units tests cover 98% of our code, and code quality is rated A by Codacy.¹

4. Installation and Usage

scikit-survival is hosted on GitHub², interactive tutorials in the form of notebooks and API documentation are available on the Read the Docs platform.³ Pre-compiled packages for Python 3.6 and above are available for Linux, macOS, and Windows, and can be obtained via Anaconda using conda install -c sebp scikit-survival. Figure 1 shows a basic example of fitting and evaluating a model in scikit-survival. More elaborate examples can be found in the online documentation.

¹. https://www.codacy.com/app/sebp/scikit-survival
². https://github.com/sebp/scikit-survival
³. https://scikit-survival.readthedocs.io/
Table 1: Availability of methods. AFT: Accelerated Failure Time. CHF: Cumulative Hazard Function. NN: Neural Network. SVM: Support Vector Machine.

5. Comparison to Related Software

The R language currently offers many packages for time-to-event analysis. Usually, each package focuses on a specific type of model, such as tree-based models, and API and code quality can vary widely across packages. Options for the Python scientific computing stack are currently limited. *statsmodels* (Seabold and Perktold, 2010) only has basic support; it includes Cox’s proportional hazards models (Cox, 1972), the Kaplan-Meier estimator (Kaplan and Meier, 1958), and the log-rank test (Peto and Peto, 1972). Its API is not compatible with *scikit-learn*. The *lifelines* package (Davidson-Pilon et al., 2020) includes alternative implementations of those and additionally includes parametric estimators of the survival function, additive, semi-parametric and parametric regression models. Recent versions also include an experimental compatibility layer for integration with the *scikit-learn* API.

*pycox* (Kvamme et al. 2019) focuses on neural networks and provides losses for proportional hazards, grouped survival time, and piecewise exponential models that can be minimized by stochastic gradient descent. In contrast to the above, *scikit-survival* is designed to be fully compatible with the *scikit-learn* API, includes traditional linear models, modern machine learning models, and a range of evaluation metrics. Table 1 presents a detailed comparison.
6. Conclusion

scikit-survival is a Python package that provides implementations of popular machine learning models and evaluation metrics for time-to-event analysis. Thanks to its compatibility with the scikit-learn API, users can utilize existing tools for cross-validation and model selection to create powerful analysis pipelines.
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