Abstract

We prove two universal approximation theorems for a range of dropout neural networks. These are feed-forward neural networks in which each edge is given a random \(\{0, 1\}\)-valued filter, that have two modes of operation: in the first each edge output is multiplied by its random filter, resulting in a random output, while in the second each edge output is multiplied by the expectation of its filter, leading to a deterministic output. It is common to use the random mode during training and the deterministic mode during testing and prediction.

Both theorems are of the following form: Given a function to approximate and a threshold \(\varepsilon > 0\), there exists a dropout network that is \(\varepsilon\)-close in probability and in \(L^q\).

The first theorem applies to dropout networks in the random mode. It assumes little on the activation function, applies to a wide class of networks, and can even be applied to approximation schemes other than neural networks. The core is an algebraic property that shows that deterministic networks can be exactly matched in expectation by random networks. The second theorem makes stronger assumptions and gives a stronger result. Given a function to approximate, it provides existence of a network that approximates in both modes simultaneously. Proof components are a recursive replacement of edges by independent copies, and a special first-layer replacement that couples the resulting larger network to the input.

The functions to be approximated are assumed to be elements of general normed spaces, and the approximations are measured in the corresponding norms. The networks are constructed explicitly. Because of the different methods of proof, the two results give independent insight into the approximation properties of random dropout networks. With this, we establish that dropout neural networks broadly satisfy a universal-approximation property.
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1. Introduction

The class of functions that are generated by neural networks satisfies a ‘universal approximation property’: any given function can be approximated to arbitrary precision by such a
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neural network (Cybenko, 1989; Leshno et al., 1993). This property partially explains why neural networks are so effective as approximators of implicitly given functions.

It is commonly observed that the training of such networks improves upon introducing dropout, the random ‘dropping’ of edges (Goodfellow et al., 2016, Sec. 7.12). Dropout converts a deterministic network into a random one. In this paper we address the question that this observation implicitly raises: Does this randomness interfere with the universal approximation property? Or, to formulate it in the affirmative: does the class of dropout neural networks still satisfy universal approximation?

To provide a first quantification of this question, let us explain the expectation–variance split, which in the context of dropout goes back to the theoretical analysis by Wager et al. (2013). We will think of a dropout neural network as a function $\Psi : \mathbb{R}^d \times \mathbb{R}^n \rightarrow \mathbb{R}$ together with a $\{0, 1\}^n$-valued random variable $f$. We call the components of $f$ filter variables. We think of $\mathbb{R}^d$ as data space and $\mathbb{R}^n$ as parameter space (the space of weights and biases for the neural network). The parameters get multiplied elementwise with the vector of filter variables $f$. That means that when $\zeta : \mathbb{R}^d \rightarrow \mathbb{R}$ is a function we want to approximate, we try to approximate it with the stochastic function that maps $x$ to $\Psi(x, w \odot f)$. For fixed $x$, the expectation–variance split reads

$$E \left[ (\Psi(x, w \odot f) - \zeta(x))^2 \right] = (E[\Psi(x, w \odot f)] - \zeta(x))^2 + V[\Psi(x, w \odot f)].$$

Here $\odot$ denotes element-wise multiplication, and throughout the paper $\mathbb{P}$, $E$, $V$ stand for probability, expectation, variance with respect to the filter variables $f$, respectively. As both terms on the right-hand side are nonnegative, both terms have to be small in order to have a good approximation. Is this possible?

Foong et al. (2020) showed that deep Rectified Linear Unit (ReLU) neural networks with node-dropout still can approximate functions arbitrary well, by showing that both the expectation term and the variance term in the expectation–variance split can be made arbitrary small (see their Theorem 3). In fact, the two terms are arbitrary small uniformly over $x$ in the unit cube in $\mathbb{R}^d$. With this statement, Foong et al. effectively showed a universal-approximation result.

In this paper we show two universal-approximation results for wider classes of dropout neural networks. Where Foong et al. made specific use of the ReLU activation, assume Bernoulli filter variables (thus equidistributed, independent, and with finite variance), and restrict to one hidden layer, we show that the property of universal approximation holds under more general assumptions. Our distinguishing insight is that certain classes of random neural networks satisfy an algebraic property, which enables us to deal with arbitrary depth, generic activation functions, and dependent filter variables not necessarily equidistributed and possibly with infinite variance. Notably, our techniques allow for dropout of edges from the input layer. For the theorems we prove below the structural assumptions on the network reduce to the assumption that the underlying deterministic network has the universal-approximation property; necessary and sufficient conditions for the latter to hold are well-known, for example, see (Leshno et al., 1993). In addition, our main theorems allow for very general classes of filters, including the original node-based dropout (Hinton et al., 2012), the edge-based dropconnect (Wan et al., 2013), and many others, including sets of filters with strong dependence. With Theorem 1 below we show that the class of
dropout networks can exactly match a given deterministic network, at least in expectation. With Theorem 17 below we show that we can construct networks that approximate a given function arbitrarily well, both as a random network and as a deterministic filtered network. Finally, we provide control of the error both in probability and in \( L^q \).

1.1 Approximation by Random Neural Networks

In a deterministic context, a universal-approximation theorem for some class \( C \) is a density statement, stating that any function \( \zeta \) can be approximated to arbitrary precision by neural networks in \( C \), where the approximation is measured in some seminormed function space \( (\mathcal{F}, \| \cdot \|_F) \). Such approximation statements can be generalized to a stochastic context in multiple ways. We will focus on two of these, approximation in probability and in \( L^q \) for \( q \in [1, \infty) \).

Universal approximation in probability is the property that for every function \( \zeta \in \mathcal{F} \) to approximate, and every \( \epsilon > 0 \), there exists a neural network \( \Psi \), a weight vector \( w \) and a random vector \( f \) (all with certain extra properties to make the statement nontrivial), such that

\[
P[\|\zeta(\cdot) - \Psi(\cdot, w \odot f)\|_F > \epsilon] < \epsilon.
\]

A stronger statement involves approximation in \( L^q \) for \( q \in [1, \infty) \): there exist \( \Psi, w \) and \( f \) such that

\[
E \left[\|\zeta(\cdot) - \Psi(\cdot, w \odot f)\|_F^q\right]^{\frac{1}{q}} < \epsilon.
\]

In this article we indeed show such universal approximation statements for certain classes of deep dropout neural networks.

We prove two main classes of approximation results, corresponding to the two main ways that dropout networks are used in practice. In the first class of results the network is a random object as described above, and the same network is used during training and prediction; we call this random-approximation dropout.\(^1\) In the second class of results the network is trained with random networks of the form \( \Psi(\cdot, w \odot f) \), but for prediction the deterministic network \( \Psi(\cdot, w \odot E f) \) is used in which the filters are replaced by their expectations. We call this type of dropout expectation-replacement.

1.2 Main Results 1: Random-approximation

We start with uniform random-approximation, that is the property that any function \( \zeta \) in an appropriate set can be approximated by random networks of the form \( \Psi(\cdot, w \odot f) \). At the highest level the proof strategy is the same as in Foong et al. and consists of the following three steps. Given a function \( \zeta \in \mathcal{F} \) to be approximated:

1. Approximate \( \zeta \) by a neural network \( \Psi(\cdot, w) \) using classical deterministic universal approximation results (e.g., Leshno et al. (1993));

2. Use \( \Psi(\cdot, w) \) to construct a larger, random dropout neural network \( \tilde{\Psi}(\cdot, \tilde{w} \odot \tilde{f}) \) that matches \( \Psi(\cdot, w) \) in expectation;

\(^1\) This has also been called Monte Carlo dropout because of the close connection with Monte Carlo estimation of integrals (Gallicchio and Scardapane, 2020).
3. Construct an even larger random neural network \( \tilde{\Psi}(\cdot, \tilde{w} \circ \tilde{f}) \) consisting of many independent copies of the network \( \tilde{\Psi}(\cdot, \tilde{w} \circ \tilde{f}) \) to obtain an approximation of \( \zeta \) that is close in expectation and also has small variance.

We consider Step 1 as given by existing results, and Step 3 is a standard procedure. The novelty of this paper for random-approximation lies in Step 2, which we describe in the rest of this section.

Step 2 is based on an algebraic property of common classes of neural networks, which is illustrated by the following simpler version of the central theorem. We write \( 2^n \) for the collection of subsets of \( \overline{1,n} = \{1, \ldots, n\} \), and for any such a subset \( U \), we write \( 1_U \in \{0,1\}^n \) for the vector with entries \( (1_j \in U) \).

**Theorem 1** Let \( \Psi : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \) be any given function. Let \( (f^U)_{U \in 2^n} \) be a collection of \( \{0,1\}^n \)-valued random variables indexed by subsets \( U \in 2^n \) such that for every \( U \)

\[
P[f^U = (1, \ldots, 1)] > 0.
\]

Then there exist constants \( (a_U)_{U \in 2^n} \), independent of \( w \), such that for all \( w \),

\[
E \left[ \sum_{U \in 2^n} a_U \Psi(\cdot, (w \circ 1_U) \circ f^U) \right] = \Psi(\cdot, w). \tag{2}
\]

This theorem should be read as follows. The right-hand side in (2) plays the role of a deterministic function that we want to approximate. The left-hand side is the expectation of a linear combination of many copies of \( \Psi(\cdot, w) \). Each copy has two ‘dropout’ modifications: the vector \( 1_U \) implements a deterministic dropout, and the random filter variables \( f^U \) a stochastic one. With a view to generality, the random filter vector \( f^U \) is allowed to be a different random vector for each subset \( U \) of edges, but note that the distribution of \( f^U \) on \( \{0,1\}^n \) can be completely unrelated to the subset \( U \subset \overline{1,n} \); the subset \( U \) only serves as label.

The theorem establishes the following fact: for any collection of random filter variables \( f^U \), for any function \( \Psi \), for any parameter point \( w \), the function \( \Psi(\cdot, w) \) can be matched exactly by the expectation of a sum of filtered versions of the same function. The important caveat is that one needs to take into account all reduced versions of the functions \( \Psi \), i.e., the whole hierarchy of deterministically modified versions indexed by subsets \( U \).

Theorem 1 suggests a special role for ‘classes of networks’, with the property that given a ‘network’ \( \Psi(\cdot, w) \) we can in some sense define a new (random) network \( \tilde{\Psi}(\cdot, \tilde{w} \circ \tilde{f}) \) by

\[
\tilde{\Psi}(\cdot, \tilde{w} \circ \tilde{f}) := \sum_{U \in 2^n} a_U \Psi(\cdot, w \circ 1_U \circ f^U). \tag{3}
\]

To formalize this, we assume that we have chosen a set \( \text{DDNN} \) (a ‘set of random neural networks’), which can be any collection of tuples \((n, \Psi, f)\) that satisfy the following properties:

(i) \( n \in \mathbb{N} \) is a natural number;
(ii) \( \Psi : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \) is a function such that for every \( w \in \mathbb{R}^n \), \( \Psi(\cdot, w) \in \mathcal{F} \);
(iii) $f$ is a $\{0,1\}^n$-valued random variable such that

$$\mathbb{P}[f = (1, \ldots, 1)] > 0. \quad (4)$$

Moreover, we assume that DDNN is closed under linear, independent combinations. By
this we mean that whenever $a,b \in \mathbb{R}$ and $(m, \Phi, f)$ and $(n, \Psi, g)$ are in DDNN, then also
$(n', a\Phi + b\Psi, h) \in$ DDNN with $n' \geq n + m$ where $h$ is an $\{0,1\}^{n'}$-valued random variable
that is the independent concatenation of $f$ and $g$, and $a\Phi + b\Psi : \mathbb{R}^d \times \mathbb{R}^{n'} \to \mathbb{R}$ is given by

$$(x, (w_1, w_2)) \mapsto a\Phi(x, w_1) + b\Psi(x, w_2).$$

This closure assumption implies that a definition of the form (3) is meaningful.

The range of possible classes DDNN satisfying these requirements is vast. Typical ex-
amples are neural networks with node-dropout, as originally introduced by Hinton et al.
(2012), and dropconnect, as introduced by Wan et al. (2013), but many other choices also
are possible. Note that the function $\Psi$ may be extremely general, implying that there are
no restrictions on e.g., the form of the activation function or the structure of the network.
In fact, nothing in the requirements on DDNN restricts to functions $\Psi$ generated by neu-
ral networks; other approximation methodologies may also be used, for instance based on
Fourier or wavelet expansions. See Section 2 for a detailed description of DDNN.

By combining Theorem 1 with the law of large numbers we then find Corollary 2 below,
which expresses the following insight: if the class DDNN is rich enough to approximate any
function in $\mathcal{F}$ when all filter variables are set to 1, then any function in $\mathcal{F}$ can also be
approximated by a (random) dropout neural network in DDNN.

**Corollary 2** Let $\zeta \in \mathcal{F}$ and $\epsilon > 0$. Assume there exists a $(m, \Phi, g) \in$ DDNN and a $v \in \mathbb{R}^m$
such that $\|\Phi(\cdot, v) - \zeta\|_{\mathcal{F}} < \epsilon/2$. Then there exists a $(n, \Psi, f) \in$ DDNN and a $w \in \mathbb{R}^n$
such that

$$\mathbb{P}[\|\Psi(\cdot, w \odot f) - \zeta\|_{\mathcal{F}} > \epsilon] < \epsilon \quad (5)$$

and

$$\mathbb{E} \left[\|\Psi(\cdot, w \odot f) - \zeta\|_{\mathcal{F}}^q\right]^{1/q} < \epsilon.$$

Section 4 is devoted to these results, but develops them in more generality. There we also
give some examples and calculate the coefficients $a_U$ explicitly for the case of independent
Bernoulli filters.

### 1.3 Main Results 2: Expectation-replacement

In the previous section we considered dropout neural network to be a random object, both
during training and during prediction. By contrast, it is common practice to choose the
filter variables to be _random_ during training and to be _deterministic_ during prediction
and equal to their expectations; see e.g., Goodfellow et al. (2016, Sec. 7.12). We call this
(expectation-replacement) dropout, and Corollary 2 above does not say anything about this
situation. In fact, we show in Example 5 that the construction at the heart of Corollary 2
may lead to networks that are ‘bad approximators’ in this specific sense: given a function
$\zeta$, the constructed networks approximate $\zeta$ with high probability with random filters, but
do not approximate $\zeta$ at all when replacing the filters by their expectations.
To address this, we describe in Section 4 the construction of dropout neural networks that approximate not only in probability and in $L^q$, but also in this expectation-replacement sense. As in the case of Corollary 2, the construction builds on existing density results for deterministic networks: we start with a given deterministic neural network $\Psi(\cdot, w)$ that is close to a given function $\zeta$. Differently from Corollary 2, however, the nonlinearity of $\Psi$ forces us to apply the law of large numbers to each edge (or weight in this context) separately, instead of simultaneously for the whole network.

In the construction in Section 4 we therefore iteratively replace each edge in the deterministic neural network $\Psi$ by a set of parallel edges, with edge-weights $w$ taken from the original edge, and with independent filter variables on each of them. In this way we can use the law of large numbers to obtain convergence estimates for each edge separately, and then combine these estimates into a single convergence estimate for the whole network.

The convergence estimate for a single edge arises from the following statement (which is a simplified version of Lemma 14). It describes how the error encountered by averaging $N$ independently filtered edges can be controlled in probability. At the same time it also allows for small perturbations of the inputs to this edge. This latter perturbation freedom is needed in order to apply this lemma progressively, moving from edge to edge through the network.

**Lemma 3** Consider any continuous function $\sigma : \mathbb{R}^m \rightarrow \mathbb{R}^m$ and let $W \in \mathbb{R}^{m \times n}$, $b \in \mathbb{R}^m$. Let $\{F^i\}_{i=1}^N$ be a collection of independent copies of a random matrix $F \in \{0, 1\}^{m \times n}$. Then for every $K > 0$ there exists a $\delta > 0$ such that

\[
\sup_{x \in B(0, K)} \sup_{\tilde{x} \in B(x, \delta)^N} \frac{1}{N} \sum_{i=1}^N (W \odot F^i)\tilde{x}^i + b - \sigma \left( (W \odot \mathbb{E}F^i)x + b \right) \to 0 \quad \text{in probability as } N \to \infty.
\]

In Section 4 this construction is described in detail. A separate part of this description is how to connect the resulting dropout neural network to the inputs of the original layer; for this we introduce a single additional layer that implements this connection.

The main Theorem 17 allows for a wide range of choices of activation functions and filter-variable distributions. For example, the following are simple, concrete corollaries for a ReLU activation function with dropconnect and node-dropout respectively.

**Corollary 4** Take $F$ to be the space of continuous functions $\mathbb{R}^d \rightarrow \mathbb{R}$, and endow it with a seminorm $\| \cdot \|_F$ equal to supremum of the function on the unit cube. Then for every $\zeta \in F$ and every $\epsilon > 0$ there exists a dropconnect ReLU neural network $(\Psi, f)$ and a parameter vector $w$ such that

\[
\mathbb{P} \left[ \left\| \Psi(\cdot, w \odot f) - \zeta \right\|_F > \epsilon \right] < \epsilon
\]

and

\[
\mathbb{E} \left[ \left\| \Psi(\cdot, w \odot f) - \zeta \right\|_F^{\frac{1}{2}} \right] < \epsilon,
\]

while

\[
\left\| \Psi(\cdot, w \odot \mathbb{E}[f]) - \zeta \right\|_F < \epsilon.
\]

**Corollary 5** Corollary 4 also holds when using node-dropout instead of dropconnect.
Note that where the construction of the previous section applied to a very wide class of functions $\Psi$—not only those generated by neural networks—the construction underlying Corollaries 4 and 5 depends in a detailed manner on the fact that $\Psi$ has the structure of a neural network.

Finally, we want to emphasize that constructing a network that approximates well when filters are replaced by their expectations (the last bound in Corollaries 4 and 5) is not difficult due to the universal approximation property for deterministic networks: it is enough to scale the coefficients. However the obtained network may have no relation to the training process. In order to overcome that, we need simultaneous approximation as a random network and as a deterministic network after replacing filters by their expectations.

### 1.4 Random-approximation vs. Expectation-replacement Dropout

Using a random neural network to approximate a given deterministic function is non-trivial; the variance of the network needs to be reduced while matching the expectation, as described in Section 1.2.

In expectation-replacement dropout, however, the networks used in prediction are deterministic, and this difficulty is absent. In fact, the difference between training and prediction is the reason we include expectation-replacement in this paper.

This difference between training and prediction poses an intriguing question. Suppose that the dropout training algorithm yields a parameter point $w^*$. During this training, the algorithm has observed random networks $\Psi(\cdot, w \odot f)$, but it has never observed the deterministic network $\Psi(\cdot, w \odot \mathbb{E} f)$. Why, then, should the result $w^*$ of the dropout training then generate a good deterministic network $\Psi(\cdot, w^* \odot \mathbb{E} f)$? Example 5 confirms that this method may fail badly.

At the same time, expectation-replacement dropout is both very widespread and very successful; see e.g., Goodfellow et al. (2016, Sec. 7.12) or Labach et al. (2019). How can these two observations be reconciled?

The results of Section 4 and e.g., Corollary 4 or 5 provide a partial answer to this question. We show that dropout neural networks have sufficient representational capacity to approximate well simultaneously in probability, in $L^q$, and in the expectation-replacement sense. While this does not explain why any given training algorithm finds parameter points that approximate well in the expectation-replacement sense, at least it shows that the contrast between random training and deterministic prediction is not an obstacle to good performance.

### 1.5 Related Literature

The universal approximation property for neural networks is one of the fundamental properties and essentially determines whether the whole training process of the network makes sense: if the algorithmically generated functions don’t form a dense set in the function space of interest, the approximation problem is ill-posed. Therefore establishing the universal approximation property for different classes of networks has been an active research area in the last decades. However, most classes of networks for which there is a universal approximation property established do not include, for example, node-dropout or dropconnect neural network.
The first universal approximation theorem for neural networks with a sigmoidal activation function can be found in Cybenko (1989)’s paper, and this canonical work led to much follow-up research. Several years later Hornik (1991) showed that the universal approximation property relies more on a neural network’s architecture than on the specific use of sigmoid activation functions. Moreover, Leshno et al. (1993) established that deep, feed-forward neural networks require a nonpolynomial activation function in order for a universal approximation theorem to hold. Makovoz (1996, 1998) used the so-called probabilistic method to prove the existence of a deterministic function that suitably approximates a target function in deterministic neural networks.

Approximately at the same time the study of random networks started. White (1989)’s paper on “QuickNet” is one of the first works where universal approximation is mentioned (but not proved) side by side with a neural network algorithm in which random hidden nodes are placed.

The class of networks with random weights and biases, called Random Vector Functional-Link Nets, was introduced in 1994 by Pao et al. (1994). Igelnik and Pao (1995) proved a universal approximation property of these networks, by showing that the span of the node functions is almost surely asymptotically dense in the many-node limit. This result does not apply to dropout schemes since in the dropout setup the randomness is applied after choosing coefficients.

Gelenbe et al. (1999a b) introduced a class of neural networks that relies on a fixed neural network topology on top of which neurons forward positive and negative signals (spikes) at random points in time based on their own “potential”. Specifically, they gave a constructive proof of the universal approximation theorem for such stochastic neural networks networks in steady state. This class of networks also doesn’t cover the node-dropout or dropconnect cases due to the different dynamics assumed; moreover a dropout neural network is trained randomly, but typically operated deterministically.

Rahimi and Recht (2008) investigated uniform approximation of functions with random bases. This is a particular case of a so-called random feature method, in which the parameters are split in two groups: parameters in one group are taken randomly (and not tuned), and the other part is trained to achieve best approximation. Therefore these results also don’t cover node-dropout or dropconnect since for the latter algorithms all parameters are trained.

Another commonly used class of neural networks is the mixture of experts model. The idea is that for different input regions different, typically simpler, networks (learners) are used for prediction. The choice is performed by the gating network; training of the model consists then of training individual learners together with training the gating network. Nguyen et al. (2016) proved a universal approximation theorem for a mixture-of-experts model, and Nguyen (2017) subsequently generalized their findings to allow for so-called Gaussian gating.

De Bie et al. (2019) considered a network architecture that can handle probability measures as input and output. They proved the universal approximation in Wasserstein metric for continuous maps from the space of measures into itself. Our results are more specific, and not covered by this result, since we study a different (more restricted) approximation scheme.
As mentioned in the introduction, Foong et al. (2020) show a universal approximation property for random-approximation dropout networks (see their Theorem 3). We recover this result as Corollary 2 when identifying \( h = 0 \). Another difference is that we allow for activation functions other than ReLU activation functions, and consider a stronger sense of approximation.

Finally, we refer interested readers to the following surveys to fully complete their picture of known results. A survey of approximation-theoretic problems was written by Pinkus (1999); a recent survey by Elbrächter et al. (2020) contains a comparison of approximation properties for finite-width and finite-depth networks. Several uniform approximation results for random neural networks can be found in Timotheou (2010)’s Section 5.4. Approximation literature for random neural networks was also summarized by Yin (2019).

1.6 Structure of this paper

Definitions of dropout neural networks are given in Section 2. In Section 3 we show universal approximation results for random-approximation dropout, whereas Section 4 is devoted to universal approximation results for expectation-replacement dropout. We discuss our results in Section 5 and conclude in Section 6.

2. Specification of Dropout Neural Networks

In the introduction, we considered general functions \( \Psi : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \) together with a \( \{0, 1\}^n \)-valued random variable \( f \) (Section 1.2), and more specific functions \( \tilde{\Psi} \) that arise from a neural network (Section 1.3). In this section, we specify this neural network structure and introduce the corresponding notation.

2.1 Neural Networks

We specify a (feedforward) neural network as a special type of parametrized function \( \Psi : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \) from an input vector space \( \mathbb{R}^d \) to \( \mathbb{R} \), parametrized by vectors in \( \mathbb{R}^n \). The function is special in that it is assumed to be the composition of multiple functions of much simpler type

\[
\Psi(\cdot, w) = \Psi_L(\cdot, w^{(L)}) \circ \Psi_{L-1}(\cdot, w^{(L-1)}) \circ \cdots \circ \Psi_1(\cdot, w^{(1)}).
\]  

(8)

Here, \( L \) is an integer, the parameter \( w \) is the concatenation of the individual parameter vectors \( w^{(j)} = (W^{(j)}, b^{(j)}) \) for \( j = 1, L \), which in turn consist of a \( d_j \times d_{j-1} \) weight matrix \( W^{(j)} \) and a bias vector \( b^{(j)} \in \mathbb{R}^{d_j} \). We set \( d_0 = d \) and \( d_L = 1 \).

In (8) every \( \Psi_j \) is a function from \( \mathbb{R}^{d_{j-1}} \) to \( \mathbb{R}^{d_j} \) given by

\[
\Psi_j(x, w^{(j)}) := \sigma_j(W^{(j)}x + b^{(j)}),
\]  

(9)

where the function \( \sigma_j : \mathbb{R} \to \mathbb{R} \) is called the activation function. The activation function is applied elementwise.
2.2 Dropout Neural Networks

A dropout neural network consists of a neural network $\Psi : \mathbb{R}^d \times \mathbb{R}^n \rightarrow \mathbb{R}$ as above together with a random vector $f \in \{0, 1\}^n$. The components of $f$ are called filter variables. The network $\Psi$, the filter variables $f$, and a parameter vector $w \in \mathbb{R}^n$ together form a stochastic function from $\mathbb{R}^d$ to $\mathbb{R}$ given by

$$x \mapsto \Psi(x, w \odot f).$$

For the constructions later in the article, we recall what we precisely mean by random variables. Throughout the article, $(\Omega, \mathcal{F}_\Omega, \mathbb{P})$ is an arbitrary, rich enough, probability space. Whenever we write random variable, random vector or random matrix, we mean a measurable function defined on this probability space.

2.2.1 Node-dropout

In the original version of dropout filter variables acted on nodes of the network (Hinton et al., 2012). In this paper the filter variables act on edges instead. The original version, which we call node-dropout, can be represented in the edge-based version of this paper as follows.

The filter variables are partitioned into various blocks: filter variables are in the same block if and only if they multiply an element in the same column in the same weight matrix, or they multiply elements of the same bias vector. Filter variables in the same block always attain the same value, i.e., with probability one. Filter variables in different blocks are independent. We will use the convention that filter variables that multiply biases are always on, whereas filter variables that multiply elements of weight matrices are on, i.e., equal to 1, with probability $1 - p$ for some $0 \leq p < 1$.

We can understand node-dropout from the previous description in the notation of (9). For any $j = 1, \ldots, L$, choose probabilities $p_j^1$, and let $f_1^j, \ldots, f_{d_j}^j$ be independent Bernoulli filters with probability $1 - p_j^1$. Let $D_j \in \mathbb{R}^{d_j \times d_j}$ be the diagonal matrix with entries $f_1^j, \ldots, f_{d_j}^j$ in the diagonal. If we then arranging all nodes per block, then node-dropout implements for $j = 1, \ldots, L$,

$$\Psi_j(\cdot, w^{(j)} \odot f^{(j)}) = \sigma_j \left( W^{(j)} D^{(j)} \cdot + b^{(j)} \right).$$

Note that if $p^1 > 0$ then with positive probability an input is masked. For this reason we call the case $p^1 > 0$ node-dropout with dropout on the inputs. We call the case $p^1 = 0$ node-dropout without dropout on the inputs.

2.2.2 Dropconnect

Dropconnect is another dropout regularization scheme (Wan et al., 2013). Although Wan et al. (2013) also allowed for dropout of biases, we will use the term dropconnect for the dropout neural network in which only the matrices $W^{(j)}$ are filtered. This is achieved by choosing the filter variables multiplying the biases to be equal to 1 with probability one.

We can understand dropconnect in the notation of (9). For $j = 1, \ldots, L$, let $F^{(j)} \in \mathbb{R}^{d_j+1 \times d_j}$ be random matrices composed of entries $(F^{(j)})_{ik}$, all of which are mutually independent Bernoulli random variables with the same success probability $1 - p$. Dropconnect
then implements for \( j = 1, \ldots, L \),
\[
\Psi_j(\cdot, w^{(j)} \odot f^{(j)}) = \sigma_j \left( (W^{(j)} \odot F^{(j)})(\cdot) + b^{(j)} \right).
\]

3. Universal Approximation for Random Approximation Dropout

The aim of this section is to derive the abstract universal approximation statement for random-approximation dropout already mentioned in the introduction (Corollary 2).

3.1 Key Approximation Result

The following theorem is Theorem 1 in the introduction, extended with a convergence statement.

**Theorem 6** Let \((\mathcal{F}, \| \cdot \|_F)\) be a seminormed vector space of functions from \( \mathbb{R}^d \) to \( \mathbb{R} \). Let \( \Psi : \mathbb{R}^d \times \mathbb{R}^n \rightarrow \mathbb{R} \) be a given function such that \( \Psi(\cdot, w) \in \mathcal{F} \) for every \( w \in \mathbb{R}^n \). Let \((f^U)_{U \in 2^n}\) be a collection of \( \{0, 1\}^n \)-valued random variables indexed by subsets \( U \in 2^n \), such that for every \( U \)
\[
\mathbb{P}[f^U = (1, \ldots, 1)] > 0.
\]

Then there exist constants \((a_U)_{U \in 2^n}\) independent of \( w \) such that
\[
\mathbb{E} \left[ \sum_{U \in 2^n} a_U \Psi(\cdot, (w \odot 1_U) \odot f^U) \right] = \Psi(\cdot, w).
\]

In particular, by the weak law of large numbers, if \( f^{i,U} \) are independent copies of \( f^U \), then as \( M \rightarrow \infty \),
\[
\frac{1}{M} \sum_{i=1}^M \sum_{U \in 2^n} a_U \Psi(\cdot, (w \odot 1_U) \odot f^{i,U}) \rightarrow \Psi(\cdot, w)
\]
in probability in \((\mathcal{F}, \| \cdot \|_F)\) and in \( L^q \) for every \( q \in [1, \infty) \).

A proof of Theorem 6 can be found in Appendix A.1. The main observation in Theorem 6 is the existence of the constants \((a_U)_{U \in 2^n}\). This purely algebraic statement follows by induction, as explained by Lemma 19 in Appendix A.1. From Theorem 6, it follows that one can see a dropout neural network as a linear combination of dropout networks with weights \((w \odot 1_U)_{U \in 2^n}\), such that the linear combination equals the original neural network in expectation as shown in (13).

To get a dropout neural network that is close to the original network in probability, in (14) one makes a large average of independent copies of the dropout network that approximates the original network in expectation. The convergence in probability of (14) follows then from the weak law of large numbers. The convergence in \( L^q \) finally follows because the expectation is uniformly bounded in \( \mathcal{F} \) for any realization of the filter variables \( f^{i,U} \), so that the convergence in probability immediately implies the convergence in \( L^q \) by dominated convergence.

Note that the number of parameters in this construction increases exponentially, which limits the potential applicability of this theorem. On the other hand, for particular cases the coefficients can be calculated explicitly, as it will be shown in Section 3.4.
3.2 Examples

We further illustrate the construction of Theorem 6 with the following examples:

**Example 1 (One-hidden-layer dropconnect networks)** Consider the function

\[
\Psi : \mathbb{R}^d \times \mathbb{R}^n \rightarrow \mathbb{R}
\]

given by

\[
\Psi(x, w) := \sum_{j=1}^{N} c^j \sigma(w^j x + b^j)
\]  

(15)

where the activation function \(\sigma : \mathbb{R} \rightarrow \mathbb{R}\) is continuous with \(\sigma(x) \to 0\) as \(x \to -\infty\) and \(\sigma(x) \to 1\) as \(x \to \infty\). In (15) we have biases \(b_j \in \mathbb{R}\) and weights made up from the constants \(c^j \in \mathbb{R}\) and the \(1 \times d\)-matrices \(w^j\).

The well-known result by Cybenko (1989) implies that the class of all such functions is dense in \(C([0,1]^d)\) endowed with the supremum norm. An example of an approximation by functions in (15) is depicted in Figure 1.

![Diagram of a Cybenko neural network](image)

Figure 1: A Cybenko neural network as in (15), trained to approximate a function \(\zeta\); here, \(n = 2, d = 1\), and \(\zeta(x) = \sin (x + 3) \exp |x - 3|\).

We suppose that the distribution of the filters follows the case of dropconnect, as described in Section 2.2.2. Theorem 6 directly yields that by choosing appropriate weights \(c^j U\) and weight matrices \(w^j U\), the one-hidden-layer dropconnect network given by

\[
\frac{1}{M} \sum_{i=1}^{M} \sum_{U \in 2^n} \sum_{j=1}^{N} a_{ij} c^j U g^j U \sigma \left( (w^j U \odot f^j U) x + b^j \right)
\]  

(16)

can be chosen to be close to \(\Psi\) in \(L^q\) for large \(M\). Here \(g^j U\) are independent Bernouilli random variables, and \(f^j U\) are random vectors with independently Bernouilli-distributed components, all with success probability \(1 - p\). This result is illustrated by Figures 2 and 3, where for simplicity we have used filters only on the weights \(w^j U\), while leaving the biases \(b^j\) and \(c^j\) with constant filters 1. Figure 2 shows a single realization of the neural network in (13) with dropconnect while in Figure 3 a ‘blow up’—the average of \(M\) independent copies of the network in (16)—of the previous construction is depicted.
Figure 2: A single realization of the random neural network in (13) using Dropconnect. Based off the trained Cybenko neural network in Figure 1, for simplicity, we only apply dropout to the weights $w^j$ of (15), which we denote by $w$ and correspond to the edges joining the nodes connected to the input $x$. With $n = 2$ and $d = 1$, there are four different random neural networks with their respective independent filters. All of them use as base $\Psi(\cdot, w)$ in Figure 1. In this realization, some of the edges are filtered, which are depicted with red crosses. The explicit coefficients $a_U$ used for dropconnect are computed in Section 3.4.
Figure 3: An approximation of $\zeta$ with a large neural network using dropconnect, based off the base Cybenko neural network in (15) depicted in Figure 1. Adding many independent copies of the network from Figure 2, we are leveraging the law of large numbers as in (16). Different independent copies of the network may have a different realization of the filters, which is here depicted by the red crosses on the edges.
In a similar way, we can also consider more general dropconnect networks.

**Example 2 (Dropconnect networks)** Consider a deep neural network \( \Psi : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \) as introduced in (8) with dropconnect filters as described in Section 2.2.2. Here, the filter variables, i.e., the components of \( f^U \) in (8), are i.i.d. Bernoulli distributed with success probability \( 1-p \) if they multiply elements of the weight matrices \( W^{(j)} \), and are equal to 1 if they multiply biases \( b^{(j)} \).

Let \( w \in \mathbb{R}^n \). We choose for \( \mathcal{F} \) the vector space of continuous functions on \( \mathbb{R}^d \), endowed with the supremum seminorm over the closed unit cube. Then the dropconnect random network in (14) is for large \( M \) close to the network \( \Psi(\cdot, w) \) in \( L^q \).

**Example 3 (Node-dropout networks)** Consider again the deep neural network in (8) with node-dropout as described in Section 2.2.1. The random neural network in (14) is then again a node-dropout neural network. In this way, we recover Foong et al. (2020)’s Theorem 3 (with \( h \equiv 0 \)), which for ReLU activation functions and a target function \( \zeta \) bounds

\[
\sup_{x \in [0,1]^d} \text{Var}(\zeta(x) - \Psi(x, w \odot f)).
\]

(17)

When \( \mathcal{F} \) is the space of continuous functions with supremum norm, (17) can be bounded by a constant times the square of the \( L^2 \)-norm. Hence, Theorem 6 approximates in a stronger sense, namely, in \( L^q \) for any \( q \in [1, \infty) \). Moreover, Theorem 6 also allows for activation functions other than ReLU.

**Example 4 (Dropout networks with dropout on input)** In contrast, if there is also dropout on the input, then the neural network in (14) is not again a dropout neural network with dropout on the inputs. Results by Foong et al. (2020) imply that in general neural networks with dropout on the input cannot satisfy a universal approximation property.

We remark that this kind of stochastic network is not a dropout neural network as defined in Section 2.2 as the following example shows: Suppose that \( \Psi_1, \Psi_2 : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R} \) are two different dropout neural networks with weights \( w_1, w_2 \) and with respective filter random variables \( f, g \) with values in \( \{0,1\}^n \). Then we can define the dropout neural network \( \Psi \) with value

\[
\Psi(x, (w_1 \odot f, w_2 \odot g)) = \Psi_1(x, w_1 \odot f) + \Psi_2(x, w_1 \odot g).
\]

(18)

Suppose that, additionally, we add independent filters \( h_1 \) and \( h_2 \) with values in \( \{0,1\}^d \) to \( \Psi_1, \Psi_2 \) for their respective inputs. Then, \( \Psi_1(x \odot h_1, w_1) + \Psi_2(x \odot h_2, w_2) \) is not necessarily of the type \( \Psi(x \odot h, (w_1, w_2)) \) for some random variable \( h \) with values in \( \{0,1\}^d \).

As the above examples illustrate, a crucial aspect of whether a certain class of dropout neural networks (such as dropconnect or node-dropout) satisfy a universal approximation property, is whether linear, independent combinations of such networks are again networks in the same class. On the other hand, many details of the neural networks, such as them being a composition of simpler functions, are irrelevant for the proof of Theorem 6.
3.3 The Classes DDNN

In the introduction we introduced classes DDNN of tuples \((n, \Psi, f)\) that are closed under linear, independent combinations as the basic objects with which we want to approximate a given function \(\zeta \in \mathcal{F}\).

The convergence statement (14) of Theorem 6 then immediately implies Corollary 7, which was already given as Corollary 2. It expresses that if the class DDNN is rich enough to approximate any function in \(\mathcal{F}\) when all filter variables are set to 1 in the event in (4), then for every function in \(\mathcal{F}\) there exists a dropout neural network such that with high probability with regards to the filter variables, the dropout neural network also approximates the function.

**Corollary 7** Let \(\zeta \in \mathcal{F}\) and \(\epsilon > 0\). Assume there exists a \((m, \Phi, f) \in \text{DDNN}\) and a \(v \in \mathbb{R}^m\) such that \(\|\Phi(\cdot, v) - \zeta\|_{\mathcal{F}} < \epsilon/2\). Then there exists a \((n, \Psi, g) \in \text{DDNN}\) and a \(w \in \mathbb{R}^n\) such that

\[
\mathbb{P}\left[\|\Psi(\cdot, w \odot g) - \zeta\|_{\mathcal{F}} > \epsilon\right] < \epsilon \tag{19}
\]

and

\[
\mathbb{E}\left[\|\zeta(\cdot) - \Psi(\cdot, w \odot h)\|_{L^r(\mu)}^q\right]^{\frac{1}{q}} < \epsilon.
\]

The proof of Corollary 7 can be found in Appendix A.2. This corollary can be then combined with deterministic universal approximation properties of certain classes of neural networks to obtain concrete universal approximation properties of dropout neural networks. For instance, because both the class of node-dropout networks and the class of dropconnect networks defined in Sections 2.2.1 and 2.2.2 form examples of a set DDNN, we obtain the following universal approximation property by combining Corollary 7 with the universal approximation result in Leshno et al. (1993)'s Proposition 1.

**Corollary 8** Assume \(\mu\) is a nonnegative probability measure on \(\mathbb{R}^n\) with compact support, absolutely continuous with respect to the Lebesgue measure. Take \(\mathcal{F} = L^r(\mu)\) for some \(r \in [1, \infty)\). Assume that the activation function \(\sigma : \mathbb{R} \to \mathbb{R}\) is not equal to a polynomial almost everywhere. Then for every \(\epsilon > 0\) there exists a one-hidden-layer dropconnect neural network \((n, \Psi, g)\) such that

\[
\mathbb{P}\left[\|\Psi(\cdot, w \odot g) - \zeta\|_{L^r(\mu)} > \epsilon\right] < \epsilon, \tag{20}
\]

and

\[
\mathbb{E}\left[\|\zeta(\cdot) - \Psi(\cdot, w \odot h)\|_{L^r(\mu)}^q\right]^{\frac{1}{q}} < \epsilon.
\]

There also exists a one-hidden-layer node-dropout neural network with the same properties.

Certainly, many variations of the above corollary can be constructed.

To further illustrate Corollary 7, in Figure 4 we look at the approximation in probability of our construction from Theorem 6.
Figure 4: An illustration of function approximation in probability with our construction. Here, $M = 256$, and 20 independent runs of the construction are shown in red. Here, $\epsilon = 0.1$ was chosen for illustrative purposes. Most of the runs lie within $\epsilon$ distance around the Cybenko neural network from (15), which we approximate with our construction in (16). Altogether, we are approximating the target function $\zeta$. 
3.4 Explicit Computation of Coefficients

To further illustrate Theorem 6, we will compute the coefficients $a_U$ in (13) explicitly for a special case of dropout neural networks for which the filter variables are partitioned into independent blocks. All variables in one block $i$ are all simultaneously off with probability $p_i$ and simultaneously on with probability $1 - p_i$. Both node-dropout and dropconnect are special cases.

**Proposition 9** Let $f$ be a $\{0, 1\}^n$-valued random variable with a distribution specified as follows. Let $\overline{1, n} = I_1 \cup \ldots \cup I_r$ be a disjoint partition and suppose that $f_i = f_j$ whenever $i, j \in I_s$ for any $i, j \in \overline{1, n}$ and $s \in \overline{1, r}$. Let $f = (f_{I_1}, \ldots, f_{I_r})$ denote the random variables ordered as blocks and suppose that $\mathbb{P}(f_{I_s} = 1) = 1 - p_s > 0$ for all $s \in \overline{1, r}$ and that $\{f_i\}_{i \in \overline{1, r}}$ are mutually independent. Then we have

$$
\Psi(\cdot, w) = \sum_{V \in 2^r} \prod_{i \in V} \left( \frac{1}{1 - p_i} \right) \prod_{i \in \overline{1, r} \setminus V} \left( \frac{-p_i}{1 - p_i} \right) \mathbb{E} \left[ \Psi(\cdot, (w \circ 1_i(V)) \circ f^V) \right]
$$

where $\iota : 2^r \to 2^n$ is the embedding characterized by $j \in \iota(V)$ if $j \in I_i$ for some $i \in V$.

We prove Proposition 9 in Appendix A.3. Note that as $p_i \to 1$, the coefficients $a_U$ become large. From this fact, together with the observation that the sum is taken over the large set $2^r$, it is clear that the construction is computationally strenuous. Still, small examples in the case of dropconnect are shown in Figures 2, 3 and 4.

3.5 Why the Results in this Section are only for Random-approximation Dropout

In this section, we have shown a random-approximation universal approximation result, i.e., a universal approximation result that is relevant when the dropout neural network is also used at prediction time with a stochastic output. In practice, the filter variables are usually replaced by their average values at prediction time. The following example shows that the construction in this section can lead to a bad approximation when doing expectation-replacement.

**Example 5** Let $\sigma$ be the standard ReLU activation function. The approximation procedure in Corollary 7 would yield that the function $\zeta : \mathbb{R} \to \mathbb{R}$ given by $\zeta(x) := \sigma(x - 1)$ can be well approximated by an average of many independent copies of the dropout neural network

$$
x \mapsto 4f_1\sigma(f_2x - 1)
$$

where $f_1$ and $f_2$ are i.i.d. Bernoulli random variables with success probability $1/2$. However, replacing $f_1$ and $f_2$ by $1/2$, we just obtain the function

$$
x \mapsto 2\sigma(x/2 - 1)
$$

which is not a good approximation to the function $\zeta$ at all.
4. Use of Average Filter Variables for Prediction

We will now approximate a neural network by a larger dropout neural network that is also close to the original neural network if the filter variables are replaced by their expected values. The replacement of the filter random variables \( f \) by their expected values \( E[f] \) is common practice after having trained dropout neural networks for prediction. Informally, the main Theorem 17 below states that for any base neural network \( \Psi(\cdot, w) \), there exists a larger neural network \( \text{NN}_{\Gamma, \Xi}(\cdot, v) \) and filter variables \( f \) such that

\[
\text{NN}_{\Gamma, \Xi}(x, v \odot f) \approx \Psi(x, w) \approx \text{NN}_{\Gamma, \Xi}(x, v \odot E[f]).
\]

(21)

Global Variables

In order to improve readability of this section, we fix for the entire section a few (otherwise arbitrary) variables. Throughout this section:

- The base neural network \( \Psi \) is assumed to be a fixed \((L - 1)\)-hidden layer neural network as described in Section 2.1. We assume that its activation functions \( \sigma_j \) are continuous. We also keep the weights \( W^{(j)} \) and biases \( b^{(j)} \) fixed.
- We fix a number \( R > 0 \), which will play the role of the radius of a ball in the input space.
- We fix a number \( \beta \in (0, 1) \) and assume that for every random filter matrix \( F \) in this section, each one entry is on with a probability that is larger than or equal to \( \beta \), i.e., for all \( r, c \),

\[
P[F_{rc} = 1] \geq \beta > 0.
\]
- We fix a number \( Q > 1 \), whose role will become clear later.

4.1 Heuristic Description of the Construction

In this section we describe the construction of the larger dropout neural network \( \text{NN}_{\Gamma, \Xi} \) in heuristic terms; the full details are given in the subsequent sections. The construction starts at the last layer of the base neural network \( \Psi \), which is a function \( \Psi_L : \mathbb{R}^{d_{L-1}} \to \mathbb{R}^{d_L} \) given by

\[
x \mapsto \sigma_L\left(W^{(L)}x + b^{(L)}\right).
\]

(22)

We construct the last layer of the larger dropout neural network such that it remains close to (22) as follows. Let \( N \in \mathbb{N} \) and consider any collection \( \{F^{(L),i}\}_{i=1}^N \) of i.i.d. random filter matrices such that for each \( i \), \( F^{(L),i} \) has the same dimension as \( W^{(L)} \). By the law of large numbers, we can expect that the function

\[
x \mapsto \sigma_L\left(\frac{1}{N} \sum_{i=1}^N \left(\left(W^{(L)} \div E[F^{(L),i}]\right) \odot F^{(L),i}\right)x + b^{(L)}\right)
\]

(23)

will be close to the function \( \Psi_L \) for sufficiently large \( N \). Here we write \( \div \) for element-wise division.
Figure 5: An example base neural network $\Psi$ where $L = 4$. The top diagram indicates the individual activation functions and the dimensions of each layer of nodes: $d = d_0 = 1$, $d_1 = 2$, $d_2 = 4$, $d_3 = 3$, and $d_4 = 1$. The set of all arrows connecting layer $k-1$ of nodes to layer $k$ correspond to the parameters $(W^{(k)}, b^{(k)})$. The bottom diagram shows the same network, with the edges between layers compressed to single arrows; this compressed notation is the basis for the diagram in Figure 6 below.

Viewed as a one-layer neural network, the function (23) is a one-layer dropout neural network with $N$ times as many edges as $\Psi_L$, and it can replace (22), i.e., $\Psi_L$, while staying close to $\Psi_L$. A further adaptation is necessary, however, because in (23) each copy $W^{(L)} \div \mathbb{E}[F^{(L),i}]$ takes the same input $x \in \mathbb{R}^{d_{L-1}}$. To make (23) a bona fide dropout network, different edges should take different inputs, and therefore we generalize (23) to

$$\mathbb{R}^{d_{L-1}} \ni (x^i)_{i \in \Gamma,N} \mapsto \sigma_L \left( \frac{1}{N} \sum_{i=1}^{N} \left( (W^{(L)} \div \mathbb{E}[F^{(L),i}]) \odot F^{(L),i} \right) x^i + b^{(L)} \right).$$

By precomposing each of the inputs $x^i$ with $\Psi^{(L-1)}$, and performing the same construction as above (copying the input to these copies of $\Psi^{(L-1)}$), we can inductively create our larger dropout neural network $\mathbb{NN}_{\Gamma, \Xi}$ that will be close to $\Psi$.

There are now three points of attention:

- The intuitive statement ‘repeating this construction’ needs a formalization by an inductive construction. This requires a mathematical object that can record the intermediate stages of the construction.
- We need to show inductively that the resulting intermediate neural networks are close to (a network closely related to) the original network. In particular, we need to introduce a mathematical specification of ‘close’ that is compatible with an inductive argument.
• The input space to the neural network in this construction grows with each step, whereas we still aim to have a final neural network with data space $\mathbb{R}^d$. This requires us to deal with the first layer of the network differently.

These points are the topics of the subsequent sections.

4.2 Dropout-trees

We will encode the intermediate stages of our inductive construction by a mathematical object that we will refer to as a dropout-tree. The idea is that we start with a root, then attach incoming edges labeled with random filter matrices to it (creating leaves), and then recursively attach even more edges to the leaves. To be consistent with the numbering of layers in Section 2.1, here, we will prefer to speak about the level $j$ of a vertex or an edge in a tree rather than its depth $L - j$ (the latter is also established jargon in graph theory, and this aligns our notation with that of the neural network). In this numbering, the root is therefore at level $L$.

**Definition 10** A vertex $v$ of a rooted tree is at level $j \in \{0, 1, \ldots, L\}$ if the path from $v$ to the root $v_0$ has length $L - j$. An edge $e = (u, v)$ of a rooted tree is at level $j \in \{0, 1, \ldots, L\}$ if its target vertex $v$ is at level $j$.

From now on we will write $\sigma_v$ for $\sigma_{\text{level}(v)}$, $W^v$ for $W^{\text{level}(v)}$, $b^v$ for $b^{\text{level}(v)}$, et cetera. This simplifies the notation at only a minor cost of abuse of notation.

**Definition 11** A dropout-tree $\Gamma$ of an $(L - 1)$-hidden layer neural network $\Psi$ is a directed graph $G$ together with a labeling of the edges such that:

• the graph $G$ is connected and acyclic;
• one of the vertices, say $v_0$, is designated as the root;
• the depth of the tree is at most $L - 1$;
• all directed edges point towards the root;
• every edge $e$ is labeled with a random matrix $F^e$; for each $e$
  (a) $F^e$ has the same dimension as $W^{\text{target}(e)}$
  (b) $F^e$’s entries are $\{0, 1\}$-valued
  (c) for all $r, c$, $\mathbb{P}[F^e_{rc} = 1] \geq \beta > 0$;
• for every vertex $v$ that is not a leaf, $\{F^e\}_{e \in \text{into}(v)}$ is a collection of mutually independent, identically distributed random matrices.

For convenience we recall some terminology. A directed edge points from a source to a target, and for an edge $e$ we identify them by $\text{source}(e)$ and $\text{target}(e)$; we write $\text{into}(v)$ for the set of all edges with target vertex $v$. In the trees in this paper, all edges point towards the root of the tree. A vertex $v$ is a child of a vertex $w$ if there is an edge pointing from $v$ to $w$; $w$ then is the parent of $v$. A leaf is a vertex without children.
Dropout-trees can be constructed iteratively by starting from the trivial dropout-tree consisting only of a root and then performing a so-called $\mu$-input-copy construction. This allows us to inductively create a larger dropout-tree from a smaller dropout-tree.

**Definition 12** Let $\Gamma$ be a dropout-tree and let $\ell$ be a leaf of $\Gamma$ at level $k$. Let $\mu$ be a distribution of a random matrix $F \in \{0, 1\}^{d_k \times d_k-1}$ that satisfies for all $r, c$, $P[F_{rc} = 1] \geq \beta > 0$. A dropout-tree $\Gamma'$ is a $\mu$-input-copy to the leaf $\ell$ of $\Gamma$ if one can obtain $\Gamma'$ from $\Gamma$ by:

(a) attaching child vertices to $\ell$, and
(b) labeling each edge going into $\ell$ by an independent copy of $F$.

The size of a $\mu$-input-copy to $\ell$ at $\Gamma$ refers to the number of children of $\ell$ in $\Gamma'$.

Let us describe the precise meaning of procedure (b) in Definition 12. For that, it may be useful to recall that random matrices are nothing but measurable functions defined on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$. The procedure (b) precisely means that the sigma-algebras generated by the filter variables $F_e$ with $e \in \text{into}(\ell)$ are independent, and that for every $e \in \text{into}(\ell)$ the law of $F_e$ equals $\mu$. In particular, this condition allows for some correlation between filter variables labeling edges in the dropout-tree that do not go into $\ell$. Moreover, in general there can be many different dropout trees $\Gamma'$ that are $\mu$-input-copies of $\Gamma$.

We will now describe how a dropout-tree encodes a dropout neural network.

### 4.2.1 Dropout Neural Networks encoded by Dropout-trees

Each dropout-tree $\Gamma$ will induce a stochastic function $\Phi^v_{\Gamma_0}$—a dropout neural network—as follows. For any edge $e = (u, v)$ of $\Gamma$, let

$$V_e^\Gamma := W_e \div \mathbb{E}[F_e]$$

be rescaled weights for the dropout neural network. We define

$$\Phi^v_{\Gamma} := \begin{cases} 
\sigma_v \left( \frac{1}{\# \text{into}(v)} \sum_{e \in \text{into}(v)} (V_e \odot F_e) \Phi^\text{source}(e) \right) + b^v & \text{if } v \text{ is not a leaf}, \\
\text{Identity}_{\mathbb{R}^{d_v}} & \text{if } v \text{ is a leaf}.
\end{cases}$$

Figure 6 illustrates this construction, based on the network $\Psi$ depicted in Figure 5.

### 4.3 Dropout Neural Networks induced by Dropout-trees are Close to their Deterministic Counterpart

We will give an inductive argument that $\Phi^v_{\Gamma_0}$ is close to $\Phi^v_{\Gamma_{\text{det}}}$, where $\Gamma_{\text{det}}$ denotes the same dropout-tree as $\Gamma$ except for the fact that we have replaced each and every filter variable deterministically by its expectation. Loosely speaking, the inductive argument implies that dropout neural networks induced by dropout-trees are close to their deterministic counterparts.

As a technical preparation, we define a sequence of radii $R_0, R_1, \ldots, R_L$. The idea is that these provide bounds on the output after applying several layers, no matter the choice of filter variables or weights in the upcoming construction. Given the radius $R > 0$ defined at the start of this section, we set

$$R_0 := \frac{Q}{\beta} R + 1$$
and then choose \( R_j \) inductively such that for all \( j \in \Gamma, L, x \in B(0, \beta^{-1} \|W(j)\|_{HS} R_{j-1} + 1) \) it holds that
\[
\| \Psi_j(x, (I, b^{(j)})) \| < R_j - 1.
\]
for all \( j = \Gamma, L, \) where \( \beta \in (0, 1) \) and \( Q > 1 \) were two of the global variables that we defined at the beginning of the section. Here \( \| \cdot \|_{HS} \) denotes the Hilbert–Schmidt norm of a matrix and \( I \) denotes an identity matrix of the corresponding size.

We define \( \ln \Gamma \) as the vector space
\[
(x^\ell \in \mathbb{R}^{d_{\text{level}(\ell)}} \mid \ell \in \text{leaves} (\Gamma)).
\]
We endow \( \ln \Gamma \) with the norm
\[
\|(x^\ell)\|_{\ln \Gamma} := \max_{\ell \in \text{leaves}(\Gamma)} \|x^\ell\|_{\mathbb{R}^{d_{\text{level}(\ell)}}}.
\]
We define \( \ln^\ell : \mathbb{R}^d \to \ln \Gamma \) to be the collection of functions, indexed by leaves \( \ell \) of \( \Gamma \), that are generated by those layers in the base network \( \Psi \) that are not represented in \( \Gamma \) at leaf \( \ell \):
\[
\ln^\ell (\Gamma) := \left( \Psi_{\text{level}(\ell)}(\cdot, (W^{(\text{level}(\ell)}), b^{(\text{level}(\ell)}))) \circ \cdots \circ \Psi_1(\cdot, (W^{(1)}, b^{(1)})) \right) (x).
\]
Note that by the definitions (26) of the radii \( R_j \) we have
\[
\ln^\ell (\Gamma) \subset B(0, R_{\text{level}(\ell)} - 1).
\]
We say that a dropout-tree \( \Gamma \) satisfies property \( \text{ApProp}_\Gamma (\delta, \epsilon) \) if
\[
\mathbb{P}\left[ \sup_{x \in B(0, R)} \sup_{\tilde{x} \in B(\ln^\ell, \delta)} | \Phi^\ell (\tilde{x}) - \Phi^\ell (\ln^\ell (\Gamma)) | > \frac{\epsilon}{2} \right] < \left( \frac{\epsilon}{4 R_L} \right)^q.
\]
We will prove Lemma 13 its message is that one can always construct a full dropout-tree that satisfies \( \text{ApProp}_\Gamma (\delta, \epsilon) \) for some \( \delta > 0 \), by copying inputs at vertices.

**Lemma 13** Let \( \Gamma \) be a dropout-tree and let \( \ell \) be a leaf of \( \Gamma \) at level \( k > 1 \). Let \( \mu \) be the distribution of a random matrix \( F \in \{0, 1\}^{d_k \times d_k - 1} \) that satisfies for all \( r, c, \mathbb{P}[F_{rc} = 1] \geq \beta > 0 \). The following now holds: if \( \Gamma \) satisfies \( \text{ApProp}_\Gamma (\delta, \epsilon) \) in (29) for some \( \delta, \epsilon > 0 \), then for every sufficiently large \( \mu \)-input-copy \( \Gamma' \) at \( \ell \) there exists a \( \delta' > 0 \) such that \( \Gamma' \) satisfies \( \text{ApProp}(\Gamma')(\delta', \epsilon) \).

The proof of Lemma 13 is relegated to Appendix B.1. There, we show that Lemma 13 follows from Lemma 14, which is displayed next and proved in Appendix B.2.

**Lemma 14** Consider any continuous function \( \sigma : \mathbb{R}^m \to \mathbb{R}^m \) and let \( W \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \).
Let \( \{F_i\}_{i \geq 1} \) be a sequence of mutually independent copies of a random matrix \( F \in \mathbb{R}^{m \times n} \) that satisfies: for \( r \in [1, m] \) and \( c \in [1, n], 0 < \mathbb{E}[F_{rc}] < \infty \) and \( 0 \leq F_{rc} \leq M < \infty \) w.p. one.
Let \( V := W + \mathbb{E}[F] \). The following now holds: for every \( 0 \leq K < \infty \) and \( \rho > 0 \) there exists a \( \delta > 0 \) such that
\[
\mathbb{P}\left[ \sup_{x \in B(0, K)} \sup_{\tilde{x} \in B(0, \delta)} \left| \sigma \left( \frac{1}{N} \sum_{i=1}^N (V \odot F^i) \tilde{x}^i + b \right) - \sigma (W x + b) \right| > \rho \right] \to 0
\]
as \( N \to \infty \).


4.4 Replacing the First Layer

We look now at the first layer and consider first, the case that we do not use dropout and secondly, the case when we do.

4.4.1 Copying the First Layer many times, without Dropout of Input Edges

We will now start from a full dropout-tree and connect copies of the first layer many times to obtain a neural network that approximates the original neural network well, both in terms of random approximation and in terms of expectation replacement. In this section, it is crucial that there is no dropout of edges in this very first layer.

Assume therefore that we have constructed a full dropout tree, i.e., a dropout tree of which all leaves are at level 1 (at depth $L - 1$). We denote by $NN_{Γ,Ξ}$ the neural network that is formed by precomposing every leaf $ℓ$ of the neural network $Φ^{(1)}$ induced by the dropout tree by the first layer of the original network. To align with the next section, we denote this function by $Ξ^{ℓ} := Φ^{(1)}(η, (W^{(1)}, b^{(1)}))$. We also let $NN_{Γ,Ξ}^{avg-filt}$ denote almost the same network, but with the modification that every random filter variable is replaced by its expectation.

The next theorem expresses that this construction yields a dropout neural network that approximates the original neural network well in terms of random approximation and expectation replacement.

**Theorem 15** Fix $0 < ϵ < 1$. Let $Γ$ be a full dropout-tree satisfying $\text{ApProp}_Γ(δ, ϵ)$ for some $δ > 0$. Let $NN_{Γ,Ξ}$ and $NN_{Γ,Ξ}^{avg-filt}$ be the networks describe above, or more precisely defined in Example 6. Then

$$\mathbb{P}\left[ \sup_{x \in B(0,R)} |NN_{Γ,Ξ}(x) - Ψ(x,w)| > ϵ \right] < ϵ \quad (31)$$

and

$$\mathbb{E}\left[ \sup_{x \in B(0,R)} |NN_{Γ,Ξ}(x) - Ψ(x,w)|^q \right]^{1/q} < ϵ, \quad (32)$$

while

$$\sup_{x \in B(0,R)} \left| NN_{Γ,Ξ}^{avg-filt}(x) - Ψ(x,w) \right| < ϵ. \quad (33)$$

The theorem follows from Theorem 17, which will deal with the more general case in which edges in the input layers can be dropped. Indeed, if in Theorem 17 one takes $σ_0 : \mathbb{R} \to \mathbb{R}$ to be the identity function and one sets all filter variables deterministically equal to 1, then for every $α$ and $N$, the networks constructed in Theorem 17 coincide exactly with $NN_{Γ,Ξ}$ and $NN_{Γ,Ξ}^{avg-filt}$ introduced above.

4.4.2 First Layers in which Inputs are Dropped

The situation is more complicated if we allow for dropout of edges in every layer, particularly the first. In this section we will show that we can also in that case find a dropout neural network that approximates the original neural network well both in terms of random approximation and in terms of expectation replacement.
Assume again that we have constructed a full dropout-tree, that is, a dropout-tree of which all leaves are at level 1 (i.e., at depth $L - 1$). This means that we have constructed suitable replacements for almost every layer of the neural network, except for the first layer. This layer contains the edges that have the global input as source. Replacing the first layer requires a different construction: if we would outright drop edges in the first layer, then we can not control the error with the current technique. We now describe how we replace the first layer.

For every leaf $\ell$ in the full dropout-tree, we precompose every input at $\ell$ with a stochastic function $\Xi_\ell : \mathbb{R}^{d_0} \to \mathbb{R}^{d_1}$. We record this information in what we call a precomposition for a dropout-tree. Figure 6 illustrates this precomposition.

**Definition 16** A precomposition $\Xi$ for a full dropout-tree $\Gamma$ is a map $\Xi : \text{leaves}(\Gamma) \to (\mathbb{R}^{d_0} \to \mathbb{R}^{d_1})$ that sends every leaf $\ell \in \text{leaves}(\Gamma)$ to a stochastic function $\Xi_\ell : \mathbb{R}^{d_0} \to \mathbb{R}^{d_1}$.

Let $\Delta : \mathbb{R}^{d_0} \to (\mathbb{R}^{d_0})^{\text{leaves}(\Gamma)}$ be the diagonal map sending $x$ to copies of $x$. The neural network induced by the full dropout-tree $\Gamma$ and a precomposition $\Xi$ that we consider is given by

$$\text{NN}_{\Gamma,\Xi} := \Phi_{\Gamma,\Xi} \circ \Delta$$

where

$$\Phi_{\Gamma,\Xi}^v = \begin{cases} \sigma_v\left(\frac{1}{\#\text{into}(v)} \sum_{e \in \text{into}(v)} (V^e \otimes F^e)\Phi_{\Gamma,\Xi}^{\text{source}(e)} + b^e)\right) & \text{if } v \text{ is not a leaf,} \\ \Xi_\ell & \text{if } v \text{ is a leaf.} \end{cases}$$

We also define $\text{NN}^\text{avg-filt}_{\Gamma,\Xi}$ as being almost the same neural network as $\text{NN}_{\Gamma,\Xi}$, with the only difference being that we replace each random filter variable $F^e$ in (35) with its expectation $\mathbb{E}[F^e]$. Recall for (34) that $v_0$ designates the root of the dropout-tree, and note that (35) constructs the neural network recursively (layer by layer).

**Example 6** In fact, we already examined one specific precomposition $\Xi$ in Section 4.4.1: the one that assigns the function $\Psi^1(\cdot, (W^{(1)}, b^{(1)}))$ to every leaf. This precomposition yields a neural network $\text{NN}_{\Gamma,\Xi}$ in which edges in the first layer, i.e., the input edges of the neural network, are never dropped. In this case, $\text{NN}^\text{avg-filt}_{\Gamma,\Xi}(w)$ actually coincides with the original neural network $\Psi(\cdot, w)$.

We will now construct precompositions that allow for the possibility of dropping edges in the first layer and applying e.g., the ReLU function to them immediately. Concretely, we will add a zeroth layer with an activation function $\sigma_0 : \mathbb{R} \to \mathbb{R}$. We assume that $\sigma_0(0) = 0$ and that $\sigma_0$ has one-sided derivatives $\sigma_-$ and $\sigma_+$ in the point $0 \in \mathbb{R}$:

$$\sigma_- := \lim_{\alpha \downarrow 0} \frac{\sigma_0(-\alpha) - \sigma_0(0)}{\alpha}, \quad \sigma_+ := \lim_{\alpha \downarrow 0} \frac{\sigma_0(+\alpha) - \sigma_0(0)}{\alpha}. \quad (36)$$

Define the sign function

$$S(x) = \begin{cases} - & \text{if } x < 0, \\ + & \text{if } x \geq 0 \end{cases}$$

component-wise. If $x \neq 0$, then $\sigma S(-x) + \sigma S(x) = \sigma_- + \sigma_+$ does not depend on $x$—a critical fact that we will leverage in our construction.
Figure 6: An illustration of how we use the base neural network $\Psi$ from Figure 5 and a dropout-tree (indicated with thicker arrows) to ultimately construct the larger neural network $\NN_{\Gamma, \Xi}$ in which edges are being dropped stochastically. Here, $L = 4$. 
**Example 7** Consider a zeroth layer that is the identity function, i.e., \( \sigma_0(y) = y \). Then \( \sigma_\pm = 1 \). Choosing \( \sigma_0 \) as the identity function is allowed here, and means that the layer is not adapted.

**Example 8** Consider a zeroth layer with ReLU activation function, \( \sigma_0 := \text{ReLU}(z) := \begin{cases} 1 & \text{if } z \geq 0 \\ 0 & \text{if } z < 0 \end{cases} \). Then \( \sigma_- = 0 \) and \( \sigma_+ = 1 \).

Here are the precompositions that we employ: we call \( \Xi \) an \((\alpha, N)\)-precomposition associated to a set of distributions \( \{\mu_\ell, \nu_\ell\}_{\ell \in \text{leaves}(\Gamma)} \) if for each leaf \( \ell \),

\[
\Xi^\ell(x) := \sigma_1\left(\frac{1}{N} \sum_{i=1}^{2N} (-1)^i (V^\ell \circ F^{\ell,i}) \sigma_0((-1)^i \alpha (I \circ G^{\ell,i}) x) + b^\ell\right)
\]  

(38)

where element-wise

\[
V^\ell_{rc} = \frac{W^{(1)}_{rc}}{\alpha(\sigma_- + \sigma_+)} \mathbb{E}[F^{\ell}_{rc}] \mathbb{E}[G^{\ell}_{cc}],
\]

(39)

and \( \{F^{\ell,i}\}_{i \geq 1}, \{G^{\ell,i}\}_{i \geq 1} \) are sequences of mutually independent copies of random matrices \( F^\ell, G^\ell \) that have distributions \( \mu^\ell, \nu^\ell \), respectively. Furthermore, the \( F^\ell \) are presumed to have the same size as \( W^{(1)} \), and the \( G^\ell \) to have size \( d_0 \times d_0 \). Note that these assumptions allow us to place unit mass on any particular outcome and thus to replace \( F^\ell, G^\ell \) by deterministic counterparts.

The idea of (38) is that it represents two layers of a dropout neural network that satisfies the approximation properties we are after. The functions \( \sigma_1, \sigma_0 \) can be understood as their activation functions, the matrices \( V^\ell, \alpha I \) as their weights, \( b^\ell \) as a bias, and the matrices \( F^\ell, G^\ell \) as describing which edges and inputs are randomly removed. By scaling the weights \( V^\ell \) by \( 1/(2N) \) and generating \( 2N \) independent copies of the first layer, we are preparing for an application of the law of large numbers. Furthermore, by allowing for arbitrarily small \( \alpha \), we are preparing for a linearization of \( \sigma_0 \) around 0. Finally, the alternatingly positive and negative multiplicative factors \((-1)^i\) allow us to cover directional derivatives such as that of the ReLU activation function. All together, the construction allows us to prove the following theorem.

**Theorem 17** Fix \( 0 < \epsilon < 1 \). Let \( \Gamma \) be a full dropout-tree satisfying \( \text{ApProp}_\Gamma(\delta, \epsilon) \) for some \( \delta > 0 \). Let \( \Xi \) be an \((\alpha, N)\)-precomposition associated to a set of distributions \( \{\mu^\ell, \nu^\ell\}_{\ell \in \text{leaves}(\Gamma)} \). Assume that for every \( \ell \), if \( F \) is a matrix of filter variables distributing according to \( \mu^\ell \) or \( \nu^\ell \), then for every \( r, c \),

\[
\mathbb{P}[F_{rc} = 1] \geq \beta > 0.
\]

Let \( \sigma_0 : \mathbb{R} \to \mathbb{R} \) be a continuous function with one-sided derivatives \( \sigma_- \) and \( \sigma_+ \) in 0, such that \( \sigma_- + \sigma_+ \neq 0 \) and such that \( \sigma_0(0) = 0 \). Assume moreover that \( \sigma_- \) and \( \sigma_+ \) satisfy the following inequality with respect to the global variable \( Q \):

\[
4\frac{|\sigma_-| + |\sigma_+|}{|\sigma_- + \sigma_+|} < Q.
\]

(40)
The following inequalities now hold for $\alpha > 0$ small enough and $N \in \mathbb{N}$ large enough:

$$P \left[ \sup_{x \in B(0,R)} \left| \text{NN}_{\Gamma,\Xi}(x) - \Psi(x,w) \right| > \epsilon \right] < \epsilon \quad (41)$$

and

$$E \left[ \sup_{x \in B(0,R)} \left| \text{NN}_{\Gamma,\Xi}(x) - \Psi(x,w) \right|^q \right]^{1/q} < \epsilon, \quad (42)$$

while

$$\sup_{x \in B(0,R)} \left| \text{NN}_{\Gamma,\Xi}(x) - \Psi(x,w) \right| < \epsilon. \quad (43)$$

An important consequence of Theorem 17 is that we obtain for instance a universal approximation result for node-dropout and dropconnect neural networks with ReLU activation functions that also guarantees a good approximation when filter variables are replaced by their averages, as formalized by Corollaries 4 and 5 in the introduction. Theorem 17 is proven in Appendix B.3. There, we show that Theorem 17 follows from the following Lemma 18, which in turn is proven in Appendix B.4 using compactness arguments and the law of large numbers.

**Lemma 18** Let $\sigma_0 : \mathbb{R} \to \mathbb{R}$ be a continuous function with $\sigma(0) = 0$ and with two one-sided derivatives $\sigma_-$ and $\sigma_+$ in $0$ satisfying $|\sigma_- + \sigma_+| > 0$. Let $\Xi$ be an $(\alpha,N)$-precomposition associated to a set of distributions $\{\mu^\ell, \nu^\ell\}_{\ell \in \text{leaves}(\Gamma)}$ such that for all $\ell, r, c$, $E[F_{rc}^\ell] > 0, E[G_{rc}^\ell] > 0$, $0 \leq F_{rc}^\ell \leq M$ w.p. one, and $0 \leq G_{rc}^\ell \leq M < \infty$ w.p. one. The following now holds: for every leaf $\ell$, $0 \leq K < \infty$, and $\rho > 0$, for $\alpha$ small enough and $N$ large enough,

$$P \left[ \sup_{x \in B(0,K)} \left| \Xi^\ell(x) - \Psi_1(x; (W^{(1)}, b^{(1)})) \right| > \rho \right] < \rho \quad (44)$$

and

$$\sup_{x \in B(0,K)} \left| \Xi_{\text{avg-filt}}^\ell(x) - \Psi_1(x; (W^{(1)}, b^{(1)})) \right| < \rho \quad (45)$$

where $\Xi_{\text{avg-filt}}^\ell$ denotes the function $\Xi^\ell$ in (38) but with each filter variable $F_{rc}^\ell$ replaced by its expectation $E[F_{rc}^\ell]$.

5. Discussion

In this article, we showed that dropout neural networks are rich enough for a universal approximation property to hold, both for random-approximation and expectation-replacement dropout. It is further evidence that the representational capacity of neural networks is so large that approximations are possible despite significant additional constraints. In the case of dropout in general, these additional constraints are the implicit symmetry constraints enforced by the turning on and off of the filter variables: in dropconnect, for instance, for most realizations of the filter variables, the output of the dropconnect neural network still approximates the original neural network well after the filter variables are randomly permuted. Despite the enforced invariance with respect to this operation, there is enough
room in the parameter space for the weights of the network to have a good approximation for the overwhelming majority of realizations of the filter variables.

Our proof of the universal approximation property for random-approximation dropout explicitly works with this symmetry. By this, we mean the following. The universal approximation property that we show even works when edges from the input nodes are dropped out at random. The output in the first hidden layer is then inherently random, and in no way close to deterministic. This is in contrast with for instance the universal approximation property by Foong et al. (2020) in which the layers are all very close to deterministic. Yet even though the values in the nodes are random, we do have a good understanding of the distribution of the values in the nodes, and two stochastic realizations are most likely almost permutations of each other. By blowing up the first layer, i.e., repeating it many times in parallel, we then know the output very well up to this permutation symmetry and this turns out to be enough for us to show a universal approximation property.

5.1 Limitations of our Results

Our results and methods have several limitations.

We only show the existence of dropout neural networks close to a given function. It is a completely separate question whether an algorithm such as dropout stochastic gradient descent would actually be able to find such an approximation. The main message of our result is that at least there is no theoretical obstruction to approximating functions with dropout neural networks.

In the proofs, we used very explicitly that filter variables only take on the values zero or one, while other forms of dropout also exist (for instance with Gaussian filter variables). Our algebraic proof does not readily generalize to this more general case, but it is possible that parts of the proof could be reused.

In this paper we made no efforts to reduce the number of parameters of the approximating networks, and indeed the number of parameters can rapidly grow with increasing dimensions of the parameter $w$. This can for instance be recognized in the exponential number of additional parameters $a_U$ in Theorem 6, the large (but algebraic) number $M$ of copies that is required to reduce variance in (14), and the exponential increase of leaves in dropout-trees with increasing depth. Naturally, understanding optimal approximation rates in terms of parameter dimensions is a central question in Approximation Theory, but we leave this to future work.

6. Conclusion

We showed two types of universal approximation results for dropout neural networks, one for random-approximation dropout, in which case the random filter variables are also used at prediction time, and one for expectation-replacement dropout, in which case the filter variables are replaced by their averages at prediction time. Our results allow for dropout of edges from the input layer, allow for a wide class of distributions on filter variables, including dropout of edges from the input layer, and for a wide class of activation functions.

By making the difference between random-approximation and expectation-replacement dropout explicit, our results also highlight the following mystery: How is it that expectation-replacement dropout performs so well on prediction time?
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Appendix A. Proofs of Section 3

In this appendix we prove the results of Section 3. In particular, we prove Theorem 6, Corollary 7 and Proposition 9.

A.1 Proof of Theorem 6

We require the following algebraic lemma, which lies at the heart of Theorem 6, as it implies the existence of the constants \((a_U)\).

Lemma 19 Let \(\Psi : \mathbb{R}^d \times \mathbb{R}^n \to \mathbb{R}\) be a function. Let \((f^U)\) be a collection of \(\{0, 1\}^n\)-valued random variables indexed by subsets \(U \subset \{1, \ldots, n\}\), such that for every \(U\)

\[ P[f^U = (1, \ldots, 1)] > 0. \]

Then for every subset \(V \subset \{1, \ldots, n\}\), it holds that

\[ \Psi(\cdot, \cdot \circ 1_V) \in \text{span} \{ E[\Psi(\cdot, (\cdot \circ 1_U) \circ f^U)] : U \in 2^n \} \]

where for any subset \(S \in 2^d\), i.e., \(S \subset \{1, \ldots, d\}\), we denote by \(1_S\) the characteristic function of \(S\).

In other words, there exist constants \((a_{U,V})_{U \in 2^n}\) independent of \(w\) and \(x\) such that for all \((x, w) \in \mathbb{R}^d \times \mathbb{R}^n\)

\[ \Psi(x, w \circ 1_V) = E \left[ \sum_{U \in 2^n} a_{U,V} \Psi(x, (w \circ 1_U) \circ f^U) \right], \]

and in particular there exists constants \(a_U\) such that

\[ \Psi(x, w) = E \left[ \sum_{U \in 2^n} a_U \Psi(x, (w \circ 1_U) \circ f^U) \right]. \]

Proof The proof is by induction on the cardinality of \(V\) and follows from the equality

\[ \left( \sum_{S: V \subset S} P[f^V = 1_S] \right) \Psi(\cdot, w \circ 1_V) = E \left[ \Psi(\cdot, (w \circ 1_V) \circ f^V) \right] \]

\[ - \sum_{S: V \setminus S \neq \emptyset} P[f^V = 1_S] \Psi(\cdot, w \circ 1_{S \setminus V}). \]
In particular, for the base case in which \( V \) is empty, the last term vanishes. In the induction step, the functions \( \Psi(\cdot, w \odot 1_{S \cap V}) \) are by the induction hypothesis all in the required span.

**Proof (of Theorem 6)** By Lemma 19, we can find constants \( a_U \) for \( U \in 2^n \) such that (13) holds. We look now at (14). By the law of large numbers, convergence in probability in the normed vector space \((\mathcal{F}, \| \cdot \|_\mathcal{F})\) follows. Moreover, for any \( V \in 2^n \) we have

\[
\| \Psi(\cdot, (w \odot 1_V) \odot f^V) \|_\mathcal{F} \leq \max_{U \in 2^n} \| \Psi(\cdot, (w \odot 1_U) \odot f^U) \|_\mathcal{F} =: C_w, \tag{47}
\]

so that for any \( q \in [1, \infty) \) and \( M \),

\[
\mathbb{E} \left[ \left\| \frac{1}{M} \sum_{i=1}^{M} \sum_{U \in 2^n} a_U \Psi(\cdot, (w \odot 1_U) \odot f^i_U) \right\|^{q/2}_\mathcal{F} \right] \leq \max_{U \in 2^n} |a_U| C_w. \tag{48}
\]

With uniform boundedness for all \( M \), we can use the dominated convergence theorem which implies then convergence in \( L^q \) of the \( \mathcal{F} \)-valued random variables as \( M \to \infty \).

**A.2 Proof of Corollary 7**

**Proof** Let \( \zeta \in \mathcal{F} \) and let \( \epsilon > 0 \). Assume there exists a \((m, \Phi, f) \in \text{DDNN}\) and a \( v \in \mathbb{R}^m \) such that \( \| \Phi(\cdot, v) - \zeta \|_\mathcal{F} < \epsilon \). Define \( \eta := \epsilon - \| \Phi(\cdot, v) - \zeta \|_\mathcal{F} > 0 \). Define the collection \((f^U)\) of \( \{0,1\}^m \)-valued filter variables, each being specifically an independent copy of \( f \). By Theorem 6, there exist constants \((a_U)\), a number \( M \in \mathbb{N} \) and \( 2^m M \) independent copies \((f^i_U)\) of \( f \) such that

\[
\mathbb{P} \left[ \left\| \frac{1}{M} \sum_{i=1}^{M} \sum_{U \in 2^m} a_U \Phi(\cdot, (v \odot 1_U) \odot f^i_U) - \Phi(\cdot, v) \right\|_\mathcal{F} > \eta \right] < \eta
\]

and

\[
\mathbb{E} \left[ \left\| \frac{1}{M} \sum_{i=1}^{M} \sum_{U \in 2^m} a_U \Phi(\cdot, (v \odot 1_U) \odot f^i_U) - \Phi(\cdot, v) \right\|^{1/2}_\mathcal{F} \right]^{2/\gamma} < \eta.
\]

Hence by the triangle inequality, in fact

\[
\mathbb{P} \left[ \left\| \frac{1}{M} \sum_{i=1}^{M} \sum_{U \in 2^m} a_U \Phi(\cdot, (v \odot 1_U) \odot f^i_U) - \zeta \right\|_\mathcal{F} > \epsilon \right] < \epsilon
\]

and

\[
\mathbb{E} \left[ \left\| \frac{1}{M} \sum_{i=1}^{M} \sum_{U \in 2^m} a_U \Phi(\cdot, (v \odot 1_U) \odot f^i_U) - \zeta \right\|^{1/2}_\mathcal{F} \right]^{2/\gamma} < \epsilon.
\]

We then define the tuple \((n, \Psi, g) \in \text{DDNN}\) as an independent finite linear combination of \( 2^m M \) copies of \((m, \Phi, f)\), with coefficients \( a_U / M \). Setting \( \tilde{v} \in \mathbb{R}^{2^m m} \) to be the concatenation of the \( 2^m \) modified vectors \((v \odot 1_U)_{U \in \mathbb{F}_m^2}\), we then set \( w \in \mathbb{R}^{2^m M m} \) to be the subsequent concatenation of \( M \) copies of \( \tilde{v} \). The combination of \((n, \Psi, g)\) and \( w \) achieves the assertion.
A.3 Proof of Proposition 9

As we have seen in Lemma 19, we can find the map $\Psi(\cdot, w)$ in the span of $E[\Psi(\cdot, (w \odot 1_V) \odot f^V)]$ for $V \in 2^n$. We will look now at specific cases where we can explicitly compute the linear combination. In particular we will look in the case that we use dropout (Hinton et al., 2012), that is, we drop nodes independently with the same probability, and dropconnect (Wan et al., 2013), where we drop individual weights independently with the same probability.

In both cases the filter variables $f_i$ take the same values for some disjoint subsets of $\overline{1,n}$, where $n$ is the number of weights where we apply filters. That is, if we have a disjoint set decomposition $\overline{1,n} = \overline{1} \cup \ldots \cup \overline{r}$ with $I_k \cap I_s = \emptyset$ whenever $k \neq s$, then $f_i = f_j$ for all $i, j \in I_k$ and $f_i, f_l$ are independent if they belong to disjoint sets, $f_i \in I_k$ and $f_l \in I_s$ with $s \neq k$. In this section we drop the index $U \in 2^n$ of the random variable $f_U$ for notational convenience as they are identically distributed. We will use this property to obtain an explicit decomposition in (13) and in a more general setting where the probability of the filters may differ depending on which disjoint set they belong to. For $K, S \in 2^n$, we denote $K \subseteq S$ to be the usual set inclusion, that is, $i \notin K$ whenever $i \notin S$ for all $i \in \overline{1,n}$ holds.

We need the following lemmas:

Lemma 20 Let $1 \geq q_1, \ldots, q_r > 0$ and $r \in \mathbb{N}$. For $K \in 2^r$,

\[ \mu_K := \sum_{S:K \subseteq S} \prod_{i \in S} q_i \prod_{i \in 1,r \setminus S} (1 - q_i) \prod_{i \in K} \left( \frac{1}{q_i} \right) \prod_{i \in S \setminus K} \left( 1 - \frac{1}{q_i} \right) \]  

satisfies

\[ \mu_K = \begin{cases} 1 & \text{if } K = \overline{1,r} \\ 0 & \text{otherwise.} \end{cases} \]  

Proof Let $x_1, \ldots, x_r$ be free variables. For $S \in 2^r$ we denote the monomial $x^S = \prod_{i \in S} x_i$. We will prove the identity by comparing coefficients of two equal polynomials. We have

\[ q(x_1, \ldots, x_r) = \prod_{i=1}^r (q_i x_i + (1 - q_i)) = \sum_{S \in 2^r} x^S \prod_{i \in S} q_i \prod_{i \in 1,r \setminus S} (1 - q_i) \]  

where we have expanded all $|2^r|$ monomials appearing in the decomposition of $q$. Now we set $x_i = (1/q_i)y_i - (1 - q_i)/q_i$ in (51). We have

\[ q\left( \frac{1}{q_1}y_1 - \frac{1 - q_1}{q_1}, \ldots, \frac{1}{q_r}y_r - \frac{1 - q_r}{q_r} \right) = \prod_{i=1}^r \left( q_i \left( \frac{1}{q_i}y_i - \frac{1 - q_i}{q_i} \right) + (1 - q_i) \right) = \prod_{i=1}^r y_i = y^{\overline{1,r}}. \]
On the other hand, if we substitute $x_i = (1/q_i)y_i - (1 - q_i)/q_i$ in the monomials $x^S$ in (51) we have

$$
\sum_{S \in 2^r} x^S \prod_{i \in S} q_i \prod_{i \in 1, r \setminus S} (1 - q_i) = \sum_{S \in 2^r} \prod_{i \in S} \left( \frac{1}{q_i} y_i - \frac{1 - q_i}{q_i} \right) \prod_{i \in 1, r \setminus S} (1 - q_i)
$$

$$
= \sum_{S \in 2^r} y^K \prod_{S:K \subseteq S} q_i \prod_{i \in 1, r \setminus S} (1 - q_i) \prod_{i \in K} y_i \prod_{i \in S \setminus K} \left( \frac{1}{q_i} \right) \prod_{i \in S \setminus K} \left( \frac{1 - q_i}{q_i} \right)
$$

$$
= \sum_{K \in 2^r} \mu_K y^K
$$

(53)

so that we must have $\mu_K = 1$ if $K = 1, r$ and zero otherwise.

Let $\overline{1, n} = I_1 \cup \ldots \cup I_r$ be a disjoint partition of $\overline{1, n}$, i.e., $I_j \cap I_i = \emptyset$ if $i \neq j$. We consider $S \in 2^r$ also as an element of $2^n$ via the inclusion $\iota: 2^r \to 2^n$ given by $j \in \iota(S)$ if $j \in I_i$ and $i \in S$, i.e., we consider the index $i$ as the set of all indices $j \in I_i$. Note then that $\iota(1, r) = \overline{1, n}$. Recall now that the filter random variable with values in $\{0, 1\}^n$ are denoted by $f = (f_1, \ldots, f_n)$. We suppose now that the filter random variables satisfy that $f_i = f_j$ whenever $i, j \in I_s$ for some $s \in 1, r$. We denote by $B_s$ the $\{0, 1\}$ valued random variable corresponding to the $I_s$ part of $\overline{1, n}$. We suppose that $\mathbb{P}(B_s = 1) = q_s = 1 - p_s$ for all $s \in 1, r$, where $q_s$ is the probability of success and $p_s$ the dropping probability. Moreover, we suppose that the $(B_s)_{s \in 1, r}$ are mutually independent. With this notation we have:

$$
\mathbb{E}[\Psi(\cdot, w \odot f)] = \sum_{L \in 2^r} \prod_{i \in L} q_i \prod_{i \in 1, r \setminus L} (1 - q_i) \Psi(\cdot, w \odot 1_{(\iota(L))}).
$$

(54)

In the following Lemma, we embed $2^r$ into $2^n$ as blocks according to a partition of $\overline{1, n}$ using $\iota$:

**Lemma 21** For $S \in 2^r$,

$$
\mathbb{E}[\Psi(\cdot, (w \odot 1_{(\iota(S))}) \odot f)] = \sum_{K \in 2^r: K \subseteq \overline{1, n}} \prod_{i \in K} q_i \prod_{i \in \overline{1, n} \setminus K} (1 - q_i) \Psi(\cdot, w \odot 1_{(\iota(K))}).
$$

(55)

**Proof** Let $S \in 2^r$. Observe that $f = \sum_{s = 1}^r 1[B_s = 1]1_{I_s}$ and note in particular that

$$
g := 1_{(\iota(S))} \odot f = \left( \sum_{s \in S} + \sum_{s \in S^c} \right) 1[B_s = 1]1_{I_s} = \sum_{s \in S} 1[B_s = 1]1_{I_s}.
$$

(56)

Hence, $g$ depends only on $(B_s)_{s \in S}$ and is thus moreover independent of $(B_t)_{t \in S^c}$ by assumption. Consequently $\Psi(\cdot, w \odot g)$ also depends only on $(B_s)_{s \in S}$ and is also independent of $(B_t)_{t \in S^c}$. The result then follows.

33
To see this in detail, suppose that \( S = \{s_1, \ldots, s_m\} \) and \( S^c = \{t_1, \ldots, t_{r-m}\} \) say. Use the law of the unconscious statistician together with (i) independence to conclude that

\[
\mathbb{E}[\Psi(\cdot, w \odot g)] = \sum_{b_1=0}^{1} \cdots \sum_{b_r=0}^{1} \sum_{s \in S} \mathbb{1}[b_s = 1] \mathbb{1}_{I_s} \mathbb{P}[B_1 = b_1, \ldots, B_r = b_r]
\]

\[
\overset{(i)}{=} \sum_{b_{s_1}=0}^{1} \cdots \sum_{b_{s_m}=0}^{1} \sum_{i=1}^{m} \mathbb{1}[b_{s_i} = 1] \mathbb{1}_{I_{s_i}} \mathbb{P}[\cap_{i=1}^{m} \{B_{s_i} = b_{s_i}\}] \times \sum_{b_{t_1}=0}^{1} \cdots \sum_{b_{t_{r-m}}=0}^{1} \mathbb{P}[\cap_{j=1}^{r-m} \{B_{t_j} = b_{t_j}\}] = 1 \text{ as an axiom of the pdf}
\]

Substitute

\[
\mathbb{P}[\cap_{i=1}^{m} \{B_{s_i} = b_{s_i}\}] = \prod_{i=1}^{m} \mathbb{P}[B_{s_i} = b_{s_i}] = \prod_{i=1}^{m} q_{s_i} (1 - q_{s_i})^{1-b_{s_i}}
\]

and then apply the change of variables \( K(b_{s_1}, \ldots, b_{s_m}) = \bigcup_{i=1}^{m} \{s_i : b_{s_i} = 1\} \) to identify the right-hand side of (55).

We can now prove Proposition 9:

**Proof** (of Proposition 9) In the same notation as in Lemma 20 and Lemma 21, we use that \( q_s = 1 - p_s \) is the success probability. Then, we can write

\[
\sum_{V \in 2^r} \prod_{i \in V} \left( \frac{1}{q_i} \right) \prod_{i \in \mathcal{T} \setminus V} \left( 1 - \frac{1}{q_i} \right) \mathbb{E}(\Psi(\cdot, (w \odot 1_{i(V)}) \odot f))
\]

\[
= \sum_{V \in 2^r} \prod_{i \in V} \left( \frac{1}{q_i} \right) \prod_{i \in \mathcal{T} \setminus V} \left( 1 - \frac{1}{q_i} \right) \sum_{K : K \subseteq V} \prod_{i \in K} q_i \prod_{i \in V \setminus K} (1 - q_i) \Psi(\cdot, w \odot 1_{i(K)})
\]

\[
= \sum_{K \in 2^r} \Psi(\cdot, w \odot 1_{i(K)}) \sum_{V : K \subseteq V} \prod_{i \in V \setminus K} \left( \frac{1}{q_i} \right) \prod_{i \in K} q_i \prod_{i \in V \setminus K} (1 - q_i)
\]

\[
= \sum_{K \in 2^r} \Psi(\cdot, w \odot 1_{i(K)}) \mu_K
\]

\[
\overset{(\text{Lemma 20})}{=} \Psi(\cdot, w \odot 1_{i(\mathcal{T})})
\]

\[
= \Psi(\cdot, w).
\]

Note finally that we obtain Proposition 9 after substituting \( q_s = 1 - p_s \).

\[\text{∎}\]
Appendix B. Proofs of Section 4

In this appendix we prove the results of Section 4. In particular we prove Lemmas 13, 14 and 18 as well as Theorem 17.

B.1 Proof of Lemma 13

Let $\Gamma$ be a dropout tree. Let $\ell$ be a leaf of $\Gamma$ at level $k > 1$. Let $\mu$ be the distribution of a random matrix $F \in \{0,1\}^{d_k \times d_{k-1}}$ that satisfies for all $r,c$, $\mathbb{P}[F_{rc} = 1] \geq \beta > 0$. Assume that $\Gamma$ satisfies ApProp$_\Gamma(\delta, \epsilon)$, i.e.,

$$\mathbb{P}\left[ \sup_{x \in B(0,R)} \sup_{\hat{x} \in B(\ln x, \delta)} \left| \Phi^{\nu}_\Gamma((\hat{x})_\ell) - \Phi^{\nu}_{\Gamma_{\text{det}}}(\ln x) \right| > \frac{\epsilon}{2} \right] < \left( \frac{\epsilon}{4R_L} \right)^q.$$ 

Define $\kappa > 0$ by

$$\kappa := \left( \frac{\epsilon}{4R_L} \right)^q - \mathbb{P}\left[ \sup_{x \in B(0,R)} \sup_{\hat{x} \in B(\ln x, \delta)} \left| \Phi^{\nu}_\Gamma(x) - \Phi^{\nu}_{\Gamma_{\text{det}}}(\hat{x}) \right| > \frac{\epsilon}{2} \right].$$

By Lemma 14, there exists an $\eta > 0$ and an $N_0 \in \mathbb{N}$ such that for all $N \geq N_0$, if $F^i$ are independent, identically distributed filter matrices distributed according to $\mu$, and if $V$ is given by (25), then

$$\mathbb{P}\left[ \sup_{z \in B(0,R_k)} \sup_{(\tilde{z})^N \in B(x,\eta)^N} \left| \sigma_k\left( \frac{1}{N} \sum_{i=1}^N \left( (V \circ F^i) \tilde{z}^i + b^{(k)} \right) \right) - \sigma_k\left( W^{(k)}z + b^{(k)} \right) \right| > \delta \right] < \kappa.$$

Now let $\Gamma'$ be a $\mu$-input-copy of $\Gamma$ at $\ell$ of size $N \geq N_0$. Choose $\delta' := \min(\delta, \eta)$.

Consider the event $A$ that

$$\sup_{x \in B(0,R)} \sup_{\hat{x} \in B(\ln x, \delta)} \left| \Phi^{\nu}_\Gamma((\hat{x})_\ell) - \Phi^{\nu}_{\Gamma_{\text{det}}}(\ln x) \right| > \frac{\epsilon}{2},$$

which (informally) means that the tree $\Gamma$ provides a bad approximation. Consider also the event $B$ that

$$\sup_{z \in B(0,R_{k-1})} \sup_{\tilde{z}^{m} \in B(z,\eta)^N} \left| \sigma_k\left( \sum_{e \in \text{into}(\ell)} (V^{e} \circ F^{e}) \tilde{z}^m + b^{e} \right) - \sigma_k(W^{e}z + b^{e}) \right| > \delta.$$ 

Here, $\text{into}(\ell)$ refers to the dropout-tree $\Gamma'$. This event (informally) means that the added part provides a bad approximation. Note that

$$\mathbb{P}[A \cup B] \leq \mathbb{P}[A] + \mathbb{P}[B] < \mathbb{P}[A] + \kappa = \left( \frac{\epsilon}{4R_L} \right)^q.$$ 

Next, let us show that on $(A \cup B)^c$ one has

$$\sup_{x \in B(0,R)} \sup_{\hat{x} \in B(\ln x, \delta')} \left| \Phi^{\nu}_\Gamma((\hat{x})_\ell) - \Phi^{\nu}_{\Gamma_{\text{det}}}(\ln x) \right| \leq \frac{\epsilon}{2}.$$ 

To do this, suppose that $(A \cup B)^c$ holds and $x \in B(0,R)$. For every leaf $m \in \text{children}(\ell)$ in $\Gamma'$ define $z := \ln^{\nu}_\Gamma(x)$ (recall the definition from (27)) and note that $z \in B(0,R_{k-1})$. Let
\( \tilde{x} \in B(\ln_{\Gamma}(x), \delta') \). For every leaf \( m \in \text{children}(\ell) \) define \( \tilde{z}^m := \tilde{x}^m \in B(z, \eta) \) by the choice of \( \delta' \). Since \( \mathcal{B}^c \) holds,

\[
|\sigma_k \left( \sum_{e \in \text{into}(\ell)} (V^e \odot F^e) \tilde{z}^i + b^e \right) - \sigma_k(W^e z + b^e) | \leq \delta,
\]

or, in other words,

\[
\sigma_k \left( \sum_{e \in \text{into}(\ell)} (V^e \odot F^e) \tilde{z}^i + b^e \right) \in B(\ln_{\Gamma}(x), \delta).
\]

Together with \( \mathcal{A}^c \) this implies (60).

Finally, by the law of total probability, we estimate

\[
\begin{align*}
\mathbb{P} \left[ \sup_{x \in B(0,R)} \sup_{\tilde{x} \in B(\ln_{\Gamma}(x), \delta')} |\Phi_{\Gamma}^{\text{to}}((\tilde{x}^\ell)_\ell) - \Phi_{\Gamma_0}^{\text{det}}(\ln_{\Gamma}(x))| > \frac{\epsilon}{2} \right] \\
\leq \mathbb{P} \left[ \sup_{x \in B(0,R)} \sup_{\tilde{x} \in B(\ln_{\Gamma}(x), \delta')} |\Phi_{\Gamma}^{\text{to}}((\tilde{x}^\ell)_\ell) - \Phi_{\Gamma_0}^{\text{det}}(\ln_{\Gamma}(x))| > \frac{\epsilon}{2} |A \cup B| \right] \mathbb{P}[A \cup B] \\
+ \mathbb{P} \left[ \sup_{x \in B(0,R)} \sup_{\tilde{x} \in B(\ln_{\Gamma}(x), \delta')} |\Phi_{\Gamma}^{\text{to}}((\tilde{x}^\ell)_\ell) - \Phi_{\Gamma_0}^{\text{det}}(\ln_{\Gamma}(x))| > \frac{\epsilon}{2} |(A \cup B)^c| \right] \mathbb{P}[(A \cup B)^c] \\
< \left( \frac{\epsilon}{4R_L} \right)^q + 0 = \left( \frac{\epsilon}{4R_L} \right)^q.
\end{align*}
\]

This completes the proof of Lemma 13.

\[ \square \]

**B.2 Proof of Lemma 14**

Let \( 0 \leq K < \infty \) and \( \rho > 0 \) be fixed. For every \( N < \infty \), the suprema in (30) over \( x, (\tilde{x}^i) \) are in fact attained—say at \( X_s, (\tilde{X}_s^i) \)—because \( \sigma \) is continuous and the optimization domain is closed and bounded. We need to now be careful because \( X_s, (\tilde{X}_s^i) \) depend on the collection \( \{F^i\}_{i \in \Gamma} \).

Recall that the continuity of \( \sigma \) implies that \( \sigma \) is also uniformly continuous on each compact set, i.e., for every \( \zeta > 0 \) there exists an \( \eta_\zeta > 0 \) such that for all \( x, y \) from this compact set

\[
|x - y| < \eta_\zeta \Rightarrow |\sigma(y) - \sigma(x)| < \zeta.
\]

Define \( \tilde{X}_s := (1/N) \sum_{i=1}^N \tilde{X}_s^i \). Then uniform continuity of \( \sigma \) implies that

\[
|\sigma(W\tilde{X}_s + b) - \sigma(Wx + b)| \leq \sup_{x \in B(0,K)} \sup_{y \in B(x, \delta)} |\sigma(Wy + b) - \sigma(Wx + b)| =: \gamma_\delta < \infty.
\]

Moreover, \( \gamma_\delta \) is independent of \( N \). Remark also that

\[
\sup_{f \in [0,1]^{m \times n}} \sup_{y \in \mathcal{B}(0, \delta)} \frac{1}{\mathbb{E}[F]} |(W \odot f - W \odot \mathbb{E}[F]) y| =: c_\delta < \infty
\]

where \( f \) stands for all possible deterministic realizations of the filters \( F \). Again, \( c_\delta \) is independent of \( N \). Finally, by construction there exists a compact set \( \mathcal{C} \subset \mathbb{R}^m \) such that
the points
\[ \frac{1}{N} \sum_{i=1}^{N} (V \odot F^i) \tilde{X}_i + b, \quad WX + b \] (65)
lie in \( \mathcal{C} \) with probability one.

First, fix \( \zeta = \rho/2 \). From uniform continuity of \( \sigma \) on the compact set \( \mathcal{C} \) there exists \( \eta_\zeta > 0 \) such that (62) holds for all \( x, y \in \mathcal{C} \). Second, observe that \( \gamma_\delta \to 0 \) and \( c_\delta \to 0 \) as \( \delta \to 0 \). Hence we can choose \( \delta \) and fix it such that
\[ 0 < \zeta < \rho - \gamma_\delta \quad \text{and} \quad c_\delta < \eta_\zeta. \] (66)

Combining (63) with the triangle inequality and using (66), we arrive at
\[ \text{LHS (30)} \leq \mathbb{P} \left[ \left| \frac{1}{N} \sum_{i=1}^{N} (V \odot F^i) \tilde{X}_i + b - \sigma(WX + b) \right| > \rho - \gamma_\delta \right]. \] (67)

Consider now the event
\[ \mathcal{E} = \left\{ \left| \frac{1}{N} \sum_{i=1}^{N} (V \odot F^i) \tilde{X}_i - WX \right| < \eta_\zeta \right\}. \] (68)

Then by the law of total probability and uniform continuity,
\[ \mathbb{P}[Z > \rho - \gamma_\delta] = \mathbb{P}[Z > \rho - \gamma_\delta | \mathcal{E}] \mathbb{P}[\mathcal{E}] + \mathbb{P}[Z > \rho - \gamma_\delta | \mathcal{E}^c] \mathbb{P}[\mathcal{E}^c] \]
\[ \leq \mathbb{1}[\zeta > \rho - \gamma_\delta] \mathbb{P}[\mathcal{E}] + \mathbb{P}[\mathcal{E}^c] \] (66), \[ \mathbb{P}[\mathcal{E}^c]. \] (69)

We proceed by bounding \( \mathbb{P}[\mathcal{E}^c] \). Use the triangle inequality twice to establish that for any \( x \in B(0, K) \),
\[ \left| \frac{1}{N} \sum_{i=1}^{N} (V \odot F^i) \tilde{X}_i - WX \right| \]
\[ = \left| \frac{1}{N \mathbb{E}[F]} \sum_{i=1}^{N} ((W \odot F^i) - W \odot \mathbb{E}[F])(x + (\tilde{X}_i - x)) \right| \]
\[ \leq \left| \frac{1}{N \mathbb{E}[F]} \sum_{i=1}^{N} ((W \odot F^i) - W \odot \mathbb{E}[F]) x \right| + \frac{1}{N \mathbb{E}[F]} \sum_{i=1}^{N} ((W \odot F^i) - W \odot \mathbb{E}[F])(\tilde{X}_i - x) \]
\[ \leq \left| \frac{1}{N \mathbb{E}[F]} \sum_{i=1}^{N} ((W \odot F^i) - W \odot \mathbb{E}[F]) x \right| + c_\delta. \] (64), (65)

Note now additionally that by Khinchin’s weak law of large numbers,
\[ \frac{1}{N} \sum_{i=1}^{N} W \odot F^i \overset{p}{\to} W \odot \mathbb{E}[F] \quad \text{as} \quad N \to \infty. \] (71)
Therefore, using (66), we get as $N \to \infty$

$$
\mathbb{P}[\mathcal{E}^c] \leq \mathbb{P}\left[\frac{1}{N \mathbb{E}[F]} \sum_{i=1}^{N} \left| (W \ast F^i) - W \ast \mathbb{E}[F] \right| \geq \eta_\kappa - c_\delta \right] \to 0. \quad (72)
$$

Bounding (69) by (72) completes the proof. \hfill \Box

**B.3 Proof of Theorem 17**

We start by showing that for $\alpha$ small enough and for $N$ large enough,

$$
\mathbb{P}\left[ \sup_{x \in B(0, R)} |NN_{\Gamma, \Xi}(x) - \Psi(x, w)| > \frac{\epsilon}{2} \right] < \left( \frac{\epsilon}{4RL} \right)^q. \quad (73)
$$

Afterwards, we deduce the three assertions (41)–(43) from (73).

**Proof of (73).** Recall that the assumption $\text{ApProp}_\Gamma(\delta, \epsilon)$ means that

$$
\mathbb{P}\left[ \sup_{x \in B(0, R)} \sup_{\tilde{x} \in B(\lnp_{\Gamma}(x), \delta)} |\Phi_{\Gamma, \Xi}(\tilde{x}) - \Phi_{\Gamma, \Xi}(\lnp_{\Gamma}(x))| > \frac{\epsilon}{2} \right] < \left( \frac{\epsilon}{4RL} \right)^q. \quad (74)
$$

Define therefore $\kappa > 0$ by

$$
\kappa := \frac{1}{\#\text{leaves}(\Gamma)} \left( \left( \frac{\epsilon}{4RL} \right)^q - \mathbb{P}\left[ \sup_{x \in B(0, R)} \sup_{\tilde{x} \in B(\lnp_{\Gamma}(x), \delta)} |\Phi_{\Gamma, \Xi}(\tilde{x}) - \Phi_{\Gamma, \Xi}(\lnp_{\Gamma}(x))| > \frac{\epsilon}{2} \right] \right). \quad (76)
$$

Observe now that the function $\Psi_1$ is continuous, and the function $\Phi_{\Gamma, \det}$ is continuous on $(\mathbb{R}^d)^{\text{leaves}(\Gamma)}$. Since this implies uniform continuity on compact sets (see (62)), there exists a $\zeta > 0$ such that whenever a function $g : B(0, R) \to \lnp_{\Gamma}$ satisfies

$$
\sup_{x \in B(0, R)} \sup_{\ell \in \text{leaves}(\Gamma)} |g^\ell(x) - \Psi_1(x; (W^{(1)}, b^{(1)}))| < \zeta,
$$

then we also have

$$
\sup_{x \in B(0, R)} |\Phi_{\Gamma, \det}(g(x)) - \Psi(x, w)| < \epsilon. \quad (75)
$$

Now choose

$$
\rho := \min \left( \frac{\delta}{2}, \kappa, \zeta \right) \quad \text{and} \quad K := R,
$$

which we use as parameters for Lemma 18. This choice ensures that for $\alpha$ small enough and $N$ large enough, for all leaves $\ell$ of $\Gamma$, by inequality (44)

$$
\mathbb{P}\left[ \sup_{x \in B(0, R)} |\Xi^\ell(x) - \Psi_1(x; (W^{(1)}, b^{(1)}))| > \frac{\delta}{2} \right] < \kappa \quad (76)
$$

and by inequality (45)

$$
\sup_{x \in B(0, R)} |\Xi_{\ell, \text{avg-filter}}(x) - \Psi_1(x; (W^{(1)}, b^{(1)}))| < \zeta. \quad (77)
$$
Consider now the event \( A \) that there exists a leaf \( \ell \) of \( \Gamma \) such that
\[
\sup_{x \in B(0,R)} |\Xi^\ell(x) - \Psi_1(x; (W^{(1)}, b^{(1)}))| > \frac{\delta}{2}.
\]
From the law of total probability, it follows that
\[
P\left[ \sup_{x \in B(0,R)} |\text{NN}_{\Gamma, \Xi}(x) - \Psi(x, w)| > \frac{\epsilon}{2} \bigg| A \right] P[A] + P\left[ \sup_{x \in B(0,R)} |\text{NN}_{\Gamma, \Xi}(x) - \Psi(x, w)| > \frac{\epsilon}{2} \bigg| A^c \right] P[A^c]. \tag{78}
\]
Observe that
\[
P\left[ \sup_{x \in B(0,R)} |\text{NN}_{\Gamma, \Xi}(x) - \Psi(x, w)| > \frac{\epsilon}{2} \bigg| A \right] \leq 1, \tag{79}
\]
and by (i) Boole’s inequality
\[
P[A] = P\left[ \bigcup_{\ell \in \text{leaves}(\Gamma)} \left\{ \sup_{x \in B(0,R)} |\Xi^\ell(x) - \Psi_1(x; (W^{(1)}, b^{(1)}))| > \frac{\delta}{2} \right\} \right] \leq \sum_{\ell \in \text{leaves}(\Gamma)} P\left[ \sup_{x \in B(0,R)} |\Xi^\ell(x) - \Psi_1(x; (W^{(1)}, b^{(1)}))| > \frac{\delta}{2} \right] \leq \kappa \cdot \#\text{leaves}(\Gamma). \tag{80}
\]
Furthermore,
\[
P\left[ \sup_{x \in B(0,R)} |\text{NN}_{\Gamma, \Xi}(x) - \Psi(x, w)| > \frac{\epsilon}{2} \bigg| A^c \right] \leq P\left[ \sup_{x \in B(0,R)} \sup_{\tilde{x} \in B(L_{\Gamma}(x), \delta)} |\Phi^\nu_{\Gamma, \Xi}(\tilde{x}) - \Phi^\nu_{\Gamma^\text{det}, \Xi}(L_{\Gamma}(x))| > \frac{\epsilon}{2} \right]. \tag{81}
\]
By bounding (78) using (79)–(81) and \( P[A^c] \leq 1 \), we find that
\[
P\left[ \sup_{x \in B(0,R)} |\text{NN}_{\Gamma, \Xi}(x) - \Psi(x, w)| > \frac{\epsilon}{2} \right] < \kappa \cdot \#\text{leaves}(\Gamma) + P\left[ \sup_{x \in B(0,R)} \sup_{\tilde{x} \in B(L_{\Gamma}(x), \delta)} |\Phi^\nu_{\Gamma, \Xi}(\tilde{x}) - \Phi^\nu_{\Gamma^\text{det}, \Xi}(L_{\Gamma}(x))| > \frac{\epsilon}{2} \right] \leq \frac{\epsilon}{4R_L^q} \tag{82}
\]
This shows (73).

Next, we prove that (41)–(43) follow from (73).

**Proof of (41).** This inequality follows from (73) since \( R_L \geq 1 \) by construction and \( q \geq 1 \) by assumption.
Proof of (43). This inequality is a direct consequence of inequality (75) by choosing \( g^\ell := \Xi^\ell_{\text{avg-fit}} \) and using (77).

Proof of (42). We will prove that by the definition of \( R_j \) in (26), for all \( x \in B(0,R) \)

\[
|\text{NN}_\Gamma \Xi(x)|^q < R_L^q \quad \text{w.p. one, and} \quad |\Psi(x,w)|^q < R_L^q. \tag{83}
\]

Namely, if (83) holds true, then (42) follows.

To see the implication, consider the event \( D \) for which

\[
\sup_{x \in B(0,R)} |\text{NN}_\Gamma \Xi(x) - \Psi(x,w)| > \frac{\epsilon}{2}, \tag{84}
\]

and apply the law of total expectation:

\[
\mathbb{E} \left[ \sup_{x \in B(0,R)} |\text{NN}_\Gamma \Xi(x) - \Psi(x,w)|^q \right] \tag{85}
\]

\[
= \mathbb{E} \left[ \sup_{x \in B(0,R)} |\text{NN}_\Gamma \Xi(x) - \Psi(x,w)|^q | D \right] \mathbb{P}[D] + \mathbb{E} \left[ \sup_{x \in B(0,R)} |\text{NN}_\Gamma \Xi(x) - \Psi(x,w)|^q | D^c \right] \mathbb{P}[D^c].
\]

By the triangle inequality,

\[
\mathbb{E} \left[ \sup_{x \in B(0,R)} |\text{NN}_\Gamma \Xi(x) - \Psi(x,w)|^q | D \right] \tag{83}
\]

\[
\leq (2R_L)^q. \tag{86}
\]

On the other hand,

\[
\mathbb{E} \left[ \sup_{x \in B(0,R)} |\text{NN}_\Gamma \Xi(x) - \Psi(x,w)|^q | D^c \right] \tag{84}
\]

\[
\leq \left( \frac{\epsilon}{2} \right)^q. \tag{87}
\]

Bound now (85) using (73), (86), (87), and the elementary bound \( \mathbb{P}[D^c] \leq 1 \) to obtain

\[
\mathbb{E} \left[ \sup_{x \in B(0,R)} |\text{NN}_\Gamma \Xi(x) - \Psi(x,w)|^q \right] < (2R_L)^q \left( \frac{\epsilon}{4R_L} \right)^q + \left( \frac{\epsilon}{2} \right)^q \leq \epsilon^q.
\]

That would prove (42). What remains is to prove (83).

Proof of (83). Observe immediately that the right inequality in (83) follows immediately as \( 0 < \beta < 1 \) and \( Q > 1 \) (recall the definition of \( \Psi \) in (8)). Next, we will prove the left inequality in (83) by mathematical induction (recall the recursion in (34) and (35) that defines \( \text{NN}_\Gamma \Xi \)).

Base case. Recall from (34) and (35) that the induction starts with the functions

\[
\Xi^\ell(x) := \sigma_1 \left( \frac{1}{N} \sum_{i=1}^{2N} (-1)^i (V^{\ell} \circ F^{\ell,i}) \sigma_0 ((-1)^i \alpha (I \circ G^{\ell,i}) x) + b^{\ell} \right) \tag{88}
\]

where element-wise

\[
V^{\ell}_{rc} = \frac{W^{(1)}_{rc}}{\alpha (\sigma_- + \sigma_+) \mathbb{E}[F^{\ell,c}] \mathbb{E}[G^{\ell,c}]}. \tag{89}
\]
We are now going to prove that for every \( x \in \overline{B(0,R)} \), the point
\[
\frac{1}{N} \sum_{i=1}^{2N} (-1)^i (V^\ell \circ F^{\ell,i}) \sigma_0((-1)^i \alpha(I \circ G^{\ell,i})x) \in \overline{B(0, \beta^{-1}\|W^{(1)}\|_{HS}R_0)} \quad \text{w.p. one.} \quad (90)
\]
In particular, by the definition of \( R_1 \) in (26) (which implicitly deals with the bias \( b^\ell \)), this implies that for all \( x \in \overline{B(0,R)} \),
\[
|\Xi^\ell(x)| \leq R_1 - 1.
\]
Start by noting that there exists an \( \alpha_0 > 0 \) such that for all \( 0 < \alpha \leq \alpha_0 \) and all \( \xi \in [-R,R] \subset \mathbb{R} \) we have
\[
|\sigma_0(\alpha\xi)| \leq 2(|\sigma_-| + |\sigma_+|)|\xi|.
\]
It follows from the bound (91) that for all \( x \in \overline{B(0,R)} \) and all \( i \in 1,2N \),
\[
\left| \frac{1}{\alpha(\sigma_- + \sigma_+)} \mathbb{E}[G^\ell_{xc}] \sigma_0(\alpha(I \circ G^{\ell,i})x) \right| < 2 \frac{|\sigma_-| + |\sigma_+|}{|\sigma_- + \sigma_+|} \frac{1}{\beta} |x_c| \quad \text{w.p. one.}
\]
Since we assumed in (40) that
\[
4 \frac{|\sigma_-| + |\sigma_+|}{|\sigma_- + \sigma_+|} < Q
\]
it follows that for all \( x \in \overline{B(0,R)} \) and all \( i \in 1,2N \),
\[
\left| 2 \mathbb{E}[I \circ G^{\ell}]^{-1} \alpha(\sigma_- + \sigma_+) \sigma_0(\alpha(I \circ G^{\ell,i})x) \right| < \frac{Q}{\beta} R < R_0 \quad \text{w.p. one.}
\]
Therefore, for every \( x \in \overline{B(0,R)} \),
\[
\left| \frac{1}{N} \sum_{i=1}^{2N} (-1)^i (V^\ell \circ F^{\ell,i}) \sigma_0((-1)^i \alpha(I \circ G^{\ell,i})x) \right|
\]
\[
= \left| \frac{1}{2N} \sum_{i=1}^{2N} (-1)^i ((W^{(1)} \circ F^{\ell,i}) \div \mathbb{E}[F^{\ell,i}]) \right| 2 \mathbb{E}[I \circ G^{\ell,i}]^{-1} \alpha(\sigma_- + \sigma_+) \sigma_0((-1)^i \alpha(I \circ G^{\ell,i})x)
\]
\[
\leq \frac{1}{2N} \sum_{i=1}^{2N} \left| (W^{(1)} \circ F^{\ell,i}) \div \mathbb{E}[F^{\ell,i}] \right|_{HS} R_0 \leq \frac{1}{\beta} \|W^{(1)}\|_{HS} R_0 \quad \text{w.p. one.}
\]
This proves (90).

**Inductive step.** In the definition of \( \text{NN}_v \) we defined for \( v \) not a leaf in \( \Gamma \),
\[
\Phi^v_{\Gamma,\Xi} = \sigma_v \left( \frac{1}{\#\text{into}(v)} \right) \sum_{e \in \text{into}(v)} (V^e \circ F^e) \Phi^\text{source}(e) + b^e.
\]
By an inductive argument we find that for all \( x \in \overline{B(0,R)} \), it holds that
\[
\left| \frac{1}{\#\text{into}(v)} \sum_{e \in \text{into}(v)} (V^e \circ F^e) \Phi^\text{source}(e)(x) \right| \leq \beta^{-1} \|W^e\|_{HS} R_{\text{level}(v)-1} \quad \text{w.p. one.}
\]
so that by definition of $R_{\text{level}(v)}$ it holds that
\[ |\Phi^v_{\Gamma,\Xi}(x)| < R_{\text{level}(v)} \quad \text{w.p. one.} \]

In particular,
\[ |\mathbb{N}\mathbb{N}_{\Gamma,\Xi}(x)|^q = |\Phi^{v_0}_{\Gamma,\Xi}(x)|^q < R^2_L \quad \text{w.p. one.} \]

This proves (83). With that, Theorem 17 is proven. \hfill \Box

**B.4 Proof of Lemma 18**

*Proof of (44).* Let $0 \leq K < \infty$, $\ell$ be a leaf of $\Gamma$, and $\rho > 0$. Recall that
\[ \psi_1(x; (W^{(1)}, b^{(1)})) = \sigma_1(W^{(1)}x + b^{(1)}), \quad (92) \]
and for $x \in B(0, K)$, define
\[ Z^\ell_N(x) = \frac{1}{N} \sum_{i=1}^{2N} (-1)^i (V^\ell \odot F^\ell,i)\sigma_0((-1)^i \alpha(I \odot G^\ell,i)x + b) + b^\ell \quad (93) \]
so that $\Xi^\ell(x) = \sigma_1(Z^\ell_N(x))$. Note that the weights $W$ are fixed and therefore uniformly bounded.

Continuity of $\sigma_0$ and $\sigma_1$, boundedness of $F$ and $G$, positivity of $E[F^\ell_{\text{rc}}]$ and $E[G^\ell_{\text{rc}}]$, and compactness of the optimization domain imply that the supremum of the optimization problem is attained—say at $x_* \in B(0, K)$. Just like in Appendix B.2, note that $x_*$ is random and depends on the collections $\{F^\ell,i\}_{i \in \mathbb{Z}^N}, \{G^\ell,i\}_{i \in \mathbb{Z}^N}$. Summarizing:
\[ \mathbb{P} \left[ \sup_{x \in B(0, K)} \left| \sigma_1(Z^\ell_N(x)) - \sigma_1(W^{(1)}x + b^{(1)}) \right| > \rho \right] \]
\[ = \mathbb{P} \left[ \left| \sigma_1(Z^\ell_N(X_*)) - \sigma_1(W^{(1)}X_* + b^{(1)}) \right| > \rho \right] . \quad (94) \]

Note that here we slightly abuse the notation by using $| \cdot |$ sign not only for absolute value of numbers, but also, as in the last formula, for the Euclidean norm of the vector.

By construction, there exists a compact set $C$ so that the points
\[ Z^\ell_N(X_*), \quad W^{(1)}X_* + b^{(1)} \quad (95) \]
lie in $C$ with probability one. The uniform continuity of $\sigma_1$ on $C$ implies that for each $\zeta > 0$ there exists $\eta_\zeta > 0$ such that (62) holds for $\sigma_1$ and all $x, y \in C$. Fix $\zeta = \rho$ and introduce the event
\[ \mathcal{D}(X_*) = \{ \|Z^\ell_N(X_*) - (W^{(1)}X_* + b^{(1)})\|_2 < \eta_\rho \} . \quad (96) \]

By the law of total probability
\begin{align*}
\mathbb{P} \left[ \left| \sigma_1(Z^\ell_N(X_*)) - \sigma_1(W^{(1)}X_* + b^{(1)}) \right| > \rho \right] \\
= \mathbb{P} \left[ \left| \sigma_1(Z^\ell_N(X_*)) - \sigma_1(W^{(1)}X_* + b^{(1)}) \right| > \rho \right] \mathbb{P} \left[ \mathcal{D}(X_*) \right] \\
+ \mathbb{P} \left[ \left| \sigma_1(Z^\ell_N(X_*)) - \sigma_1(W^{(1)}X_* + b^{(1)}) \right| > \rho \right] \mathbb{P} \left[ \mathcal{D}^c(X_*) \right] \leq \mathbb{P} \left[ \mathcal{D}^c(X_*) \right] . \quad (97)
\end{align*}
We will next prove that for all $x \in B(0,K)$,

$$P[D^c(x)] \to 0$$

(98)

as $\alpha \downarrow 0$ and $N \to \infty$. Together with (97), this implies the result.

Let $x \in B(0,K)$. Component-wise,

$$
(Z_N^c(x) - (W^{(1)}x + b^{(1)}))_r \\
= \left( \sum_{i=1}^{2N} \frac{(-1)^i}{N} (V^\ell \odot F_i^\ell \sigma_0((-1)^i\alpha(I \odot G^\ell i)x) + b^\ell - (W^{(1)}x + b^{(1)})) \right)_r \\
= \sum_{i=1}^{2N} \sum_{c=1}^{d_0} \frac{(-1)^i}{N} V_{rc}^\ell F_{rc}^\ell\sigma_0((-1)^i\alpha(I \odot G^\ell i)x)c + b^{(1)}_r - \sum_c W^{(1)}_{rc}x_c + b^{(1)}_r.
$$

Substituting (39) into (99), using the triangle inequality, and rearranging terms, we find that

$$
|Z_N^c(x) - (W^{(1)}x + b^{(1)})|_r \\
\leq \sum_{c=1}^{d_0} \frac{W^{(1)}_{rc}}{2(\sigma_- + \sigma_+)} \left| \frac{1}{2N} \sum_{i=1}^{2N} \frac{F_{rc}^\ell}{E[F_{rc}^\ell]} - 1 \right| \left| \frac{1}{2N} \sum_{i=1}^{2N} \frac{F_{rc}^\ell}{E[F_{rc}^\ell]} \right| - W^{(1)}_{rc}x_c |.
$$

(100)

Note that the assumptions of the lemma imply that

$$
\left| \frac{W^{(1)}_{rc}}{2(\sigma_- + \sigma_+)} \right| \leq C_{w,G,\sigma} < +\infty.
$$

We focus now on the term within brackets in (100). Let $\delta_1 > 0$ and consider the event

$$
\mathcal{E}_{F,N}(\delta_1) = \left\{ \left| \frac{1}{2N} \sum_{i=1}^{2N} \frac{F_{rc}^\ell}{E[F_{rc}^\ell]} - 1 \right| < \delta_1 \right\}.
$$

(101)

There exists $C_1 > 0$ such that, conditional on $\mathcal{E}_{F,N}(\delta_1)$,

$$
\left| \frac{1}{2N} \sum_{i=1}^{2N} \frac{F_{rc}^\ell}{E[F_{rc}^\ell]} (-1)^i\sigma_0((-1)^i\alpha(I \odot G^\ell i)x)c - \frac{1}{2N} \sum_{i=1}^{2N} (-1)^i\sigma_0((-1)^i\alpha(I \odot G^\ell i)x)c \right| \\
\leq \left| \frac{1}{2N} \sum_{i=1}^{2N} \left( \frac{F_{rc}^\ell}{E[F_{rc}^\ell]} - 1 \right) (-1)^i\sigma_0((-1)^i\alpha(I \odot G^\ell i)x)c \right| \leq C_1\delta_1
$$

(102)

since the argument of $\sigma_0$ is uniformly bounded, and $\sigma_0$ is continuous. Moreover, there exists $C_2 > 0$ such that conditional on $\mathcal{E}_{F,N}(\delta_1)$,

$$
\left| (Z_N^c(x) - (W^{(1)}x + b^{(1)}))_r \right| \\
\leq \sum_{c=1}^{d_0} \left| \frac{W^{(1)}_{rc}}{2(\sigma_- + \sigma_+)} \left( \frac{1}{2N} \sum_{i=1}^{2N} \frac{1}{E[F_{rc}^\ell]} \left((-1)^i\sigma_0((-1)^i\alpha(I \odot G^\ell i)x)c\right) \right) - W^{(1)}_{rc}x_c \right| + C_2\delta_1.
$$

(103)
Note that $C_1, C_2$ are independent of $N, \delta_1$.

Recall now that by (36) and (37) we can find for each $\gamma > 0$ an $\alpha > 0$ such that for all $y \in \mathbb{R}^{d_0}$, $c$,

$$
\left| \frac{1}{\alpha} \left( \sigma_0(\alpha y) \right)_c - \sigma_{S(y_c)} y_c \right| < \gamma. \quad (104)
$$

Recall furthermore that $\max_{r,c} G^\ell_{rc} \leq M < \infty$ with probability one by assumption. Together, this implies that we can find for each $\gamma > 0$ an $\alpha > 0$ such that for all $x \in B(0, K)$, $c$,

$$
P \left[ \left| \frac{1}{\alpha} \left( \pm \sigma_0(\pm \alpha I \circ G^\ell_{,i} x) \right)_c - \sigma_{S(\pm G^\ell_{cc} x_c) G^\ell_{cc} x_c} \right| < \gamma \right] = 1 \quad (105)
$$

Fix $\gamma \in (0, \delta_1)$ and corresponding $\alpha > 0$. Then there exists a constant $C_3 > 0$, independent of $\delta_1, \gamma, N$, such that conditional on $\mathcal{E}_{F,N}(\delta_1)$,

$$
\left| \left( Z_N^\ell(x) - (W^{(1)} x + b^{(1)}) \right)_r \right| 
\leq \sum_{c=1}^{d_0} \frac{W^\ell_{rc}}{2(\sigma_- + \sigma_+)} \mathbb{E}[G^\ell_{cc}] \left( \frac{2N}{2N} \sum_{i=1}^{2N} \sigma_{S((-1)^i G^\ell_{cc} x_c) G^\ell_{cc} x_c} \right) - W^\ell_{rc} x_c \right| + C_3 \delta_1
$$

$$
\overset{(i)}{=} \sum_{c \in 1, d_0; |x_c| > 0} \left| \frac{W^\ell_{rc}}{2(\sigma_- + \sigma_+)} \mathbb{E}[G^\ell_{cc}] \left( \frac{2N}{2N} \sum_{i=1}^{2N} \sigma_{S((-1)^i x_c) x_c} \right) - W^\ell_{rc} x_c \right| + C_3 \delta_1. \quad (106)
$$

To conclude (i), we used the fact that $\sigma_- \cdot 0 = 0$. By assumption $G^\ell_{cc} \geq 0$ with probability one, so if moreover $|x_c| > 0$, then $S((-1)^i G^\ell_{cc} x_c) = S((-1)^i x_c)$ with probability one—recall its definition in (37). Thus there exists $C_4$ independent of $\delta_1, \gamma, N$ such that conditional on the event $\mathcal{E}_{F,N}(\delta_1) \cap \mathcal{E}_{G,N}(\delta_1)$,

$$
\left| Z_N^\ell(x) - (W^{(1)} x + b^{(1)}) \right|_r 
\leq \sum_{c \in 1, d_0; |x_c| > 0} \left| \frac{W^\ell_{rc}}{2(\sigma_- + \sigma_+)} \mathbb{E}[G^\ell_{cc}] \left( \frac{2N}{2N} \sum_{i=1}^{2N} \sigma_{S((-1)^i x_c) x_c} \right) - W^\ell_{rc} x_c \right| + C_4 \delta_1 = C_4 \delta_1. \quad (107)
$$

The last equality holds because the sum is only of over $c$ such that $|x_c| > 0$.

All that remains is to prove that

$$
P[\mathcal{E}_{F,N}(\delta_1) \cap \mathcal{E}_{G,N}(\delta_1)] \to 1 \quad \text{as} \quad N \to \infty. \quad (108)
$$

This fact follows immediately from the independence of $F, G$, and a subsequent application of Khinchin’s weak law of large numbers (which may be applied since $F, G$’s expectations are bounded). Note that $\delta_1$ is an arbitrary parameter: choosing it such that $C_4 \delta_1 < \eta_\zeta$, and then choosing $N$ sufficiently large completes the proof of (44).

Proof of (45). The assertion (42) is proven for any $(\alpha, N)$-precomposition associated with some distributions $\mu^\ell, \nu^\ell$ with finite nonzero mean. In particular, the same argument shows that (42) holds when $F^\ell$ and $G^\ell$ are taken deterministic and equal to the expectations of the corresponding random variables (see also the discussion following (39)). This proves (45).
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