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Abstract

Subsampling is a computationally effective approach to extract information from massive data sets when computing resources are limited. After a subsample is taken from the full data, most available methods use an inverse probability weighted (IPW) objective function to estimate the model parameters. The IPW estimator does not fully utilize the information in the selected subsample. In this paper, we propose to use the maximum sampled conditional likelihood estimator (MSCLE) based on the sampled data. We established the asymptotic normality of the MSCLE and prove that its asymptotic variance covariance matrix is the smallest among a class of asymptotically unbiased estimators, including the IPW estimator. We further discuss the asymptotic results with the L-optimal subsampling probabilities and illustrate the estimation procedure with generalized linear models. Numerical experiments are provided to evaluate the practical performance of the proposed method.
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1. Introduction

In the era of big data, many data sets have huge volumes. If the data sets are too voluminous then traditional data processing software products are not capable of processing the data within a reasonable amount of time. In this case, a subsample or coreset of the full data is often used to alleviate the computational burden. Subsampling is an emerging area of research that balances the trade-off between computational efficiency and statistical efficiency by developing an efficient subsampling design and estimation strategy. For this purpose, existing research focuses more on designing the subsampling probabilities and less on improving the estimator based on the selected subsample, e.g., Drineas et al. (2006); Yang et al. (2015); Wang et al. (2018), among others.

In the linear regression model setup, optimal subsampling designs are well studied in the literature. Specifically, statistical leverage scores or their variants are often recommended to construct subsampling probabilities, see Drineas et al. (2006); Dhillon et al. (2013);
McWilliams et al. (2014); Ma et al. (2015); Yang et al. (2015); Nie et al. (2018), and the references therein. Instead of calculating exact leverage scores directly on the full data, Drineas et al. (2012) proposed fast algorithms to approximate them. The aforementioned sampling probabilities are not dependent on the response variable, and this type of sampling schemes is referred to as non-informative subsampling. For this scenario, Wang et al. (2019) proposed a deterministic selection algorithm that has high estimation efficiency.

Beyond linear regressions, Wang et al. (2018) proposed an optimal subsampling method under the A-optimality criterion for logistic regression, which defines subsampling probabilities that minimize the asymptotic mean squared error of the resulting subsample estimator. They further considered the L-optimality to further improve the computational efficiency. This method has been extended to include other models such as generalized linear models (Ai et al., 2021), quantile regressions (Wang and Ma, 2021), quasi-likelihood models (Yu et al., 2022), and etc. Ting and Brochu (2018) suggested using the influence function to define optimal probabilities. Shen et al. (2021) proposed the surprise sampling method that gives optimal forms to a variety of objectives. Wang et al. (2022) systematically compared with-replacement sampling with Poisson sampling and recommended Poisson sampling for its higher estimation efficiency and computational feasibility. Readers are referred to Yao and Wang (2021) for a systematic review on this topic.

Unlike non-informative subsampling, the optimal subsampling probabilities depend on the response variable as well as the covariates. If the sampling probabilities depend on the response variable in addition to the auxiliary (covariate) variable, the sampling mechanism is called informative (Pfeffermann et al., 1998). The selection probabilities in the informative sampling utilize information in both the covariates and the responses, so the resulting subsample often contain more relevant information compared with non-informative sampling. Under informative sampling, the selection probabilities are often inversely applied to obtain the IPW estimator (Chambers and Skinner, 2003). However, the inverse probability weighting scheme may not achieve efficient estimation.

Generally speaking, the informative subsampling can be viewed as a biased sampling problem in statistics, as discussed in Cox (1969) and Qin (2017). To understand the biased sampling problem, it is useful to consider selection bias in the context of two-phases of sampling. In the first phase, we have a random sample of size $N$. In the second phase, we select a subset of the original sample with known selection probability $\pi(x, y)$ which is a function of the observations in the first-phase sample. If the selection probability depends on the outcome variable $y$, it is also called outcome-dependent (two-phase) sampling. The two-phase sampling design is commonly used in many disciplines. Kim et al. (2006) and Saegusa and Wellner (2013) developed some theory for two-phase sampling. Some examples of two-phase sampling can be found in Hsieh et al. (1985), Kalbfleisch and Lawless (1988), Wild (1991), Scott and Wild (1991), Hu and Lawless (1996), Scott and Wild (1997), Hu and Lawless (1997), Breslow and Holubkov (1997), and Whittemore (1997). The case-control study is a popular example of the outcome-dependent two-phase sampling. If the outcome is binary and the case with $y = 1$ is rare, it is sensible to oversample the cases with $y = 1$ in the final sample. Such outcome-dependent two-phase sampling is used because it is either more efficient or cost effective. Removing or reducing the selection bias in such sampling is a crucial part of the estimation problem.
For logistic regressions with case-control sampling, Scott and Wild (1986) showed that the bias for the unweighted estimator only appears in the intercept estimator and they provided the expression of the bias term. For extremely imbalanced data, Wang (2020) proved that with a case-control subsample, the IPW estimator and the unweighted estimator with bias correction have the same convergence rate and asymptotic distribution as the full data estimator if sufficient number of controls are selected; otherwise the latter is more efficient than the former. The case-control sampling probabilities depend on the responses only and do not utilize the information in the covariates. For binary logistic regression, Fithian and Hastie (2014) proposed the local case-control subsampling probabilities which depend on both the responses and the covariates. They showed that the bias in the regression coefficient estimator is corrected by the pilot estimator used to calculated the sampling probabilities. Wang (2019) extended this bias correction idea to the optimal subsampling probabilities under the A- and L-optimality, and proved that an unweighted estimator with bias correction has a higher estimation efficiency. For multi-class logistic regression, Han et al. (2020) developed the local uncertainty sampling (LUS) that focuses on correcting the unweighted objective function instead of correcting the bias in the resulting estimator. This approach is using the sampled data conditional likelihood and is not restricted by a specific form of the subsampling probabilities. Wang et al. (2021) adopted the idea and investigated optimal negative subsampling for the case of extremely imbalanced binary data.

The aforementioned investigations exclusively focus on logistic regression. In this paper, we will show that there is a general approach to extract more information from an informative subsample without using inverse probability weighting. The basic strategy is to treat the subsample estimation as a missing data problem and obtain the conditional likelihood of the sampled data, which is based on the conditional density function of the study variable given the covariate variable for the sampled data. The sampled conditional likelihood has been used in the context of biased sampling problem, but to our best knowledge, it has not been addressed in the subsampling area. The sampled conditional likelihood approach is applicable for general parametric models and sampling probabilities. The investigations of Fithian and Hastie (2014); Wang (2019); Han et al. (2020) are all specific cases of this general approach. We first establish the consistency and the asymptotic normality of the maximum sampled conditional likelihood estimator under some regularity conditions. Thus, statistical inference such as normal-based confidence intervals can be developed. We also show that the resulting estimator has the highest estimation efficiency among a class of asymptotically unbiased estimators, and it is more efficient than the IPW estimator. The maximum sampled conditional likelihood estimator can be computed by applying the Fisher-scoring algorithm with the closed-form formula for the Hessian matrix. Thus, the computation is relatively simple and fast. As illustrated in the simulation study in Section 6, the efficiency gains of using the sampled conditional likelihood over the IPW estimator are substantial.

If the subsampling probabilities are unknown, we may use an independent pilot sample to estimate the parameters in the subsampling probabilities. Because the subsampling probabilities are under our control, unlike the missing data problem, we can always use the correct subsampling probabilities in constructing the sampled conditional likelihood. Thus, even if the pilot samples are systematically different from the original sample, the statistical properties of the maximum sampled conditional likelihood estimator remain valid.
The rest of the paper is organized as follows. We present the proposed idea in Section 2 and discuss its asymptotic properties in Section 3. Section 4 considers the practical situation that informative subsampling probabilities depend on unknowns. Section 5 illustrates structural results using a version of widely used informative subsampling probabilities and Section 6 demonstrates the proposed method in the context of generalized linear models. Section 8 provides numerical results based on simulated and real data sets. Some concluding remarks are made in Section 8. Proofs, technical details, and additional numerical results are given in the appendix.

2. Sampled data conditional likelihood estimator

Let \((x_i, y_i), i = 1, ..., N\), be an independent sample from the distribution of \((x, y)\), where \(x\) is the covariate variable and \(y\) is the main response variable. Denote the density function of \(y_i\) given \(x_i\) as \(f(y_i \mid x_i, \theta)\), where \(\theta\) is the parameter of interest, and it is often estimated by the maximum likelihood estimator (MLE),

\[
\hat{\theta}_{\text{MLE}} = \arg \max_{\theta} \sum_{i=1}^{N} \ell(\theta; x_i, y_i),
\]

where \(\ell(\theta; x_i, y_i) = \log f(y_i \mid x_i, \theta)\) is the log-likelihood function. For massive data, the computational cost in the maximization for \(\hat{\theta}_{\text{MLE}}\) can be high, especially when there is no closed-form solution and an iterative algorithm has to be used. To solve this computational issue, approximation using a small subsample or a coreset of the data is regarded as an effective solution.

To emphasize the fact that informative subsampling probabilities depend on the responses, we denote them as \(\pi(x_i, y_i) = \Pr(\delta_i = 1 \mid x_i, y_i) \in (0, 1], i = 1, ..., N\). Here, \(\delta_i\) is the indicator variable signifying if the \(i\)-th data point is selected, i.e., \(\delta_i = 1\) if \((x_i, y_i)\) is in the subsample and \(\delta_i = 0\) otherwise. We assume that the distribution of \(\delta_i\) is Bernoulli with parameter

\[
\Pr(\delta_i = 1 \mid x_i, y_i) = \pi(x_i, y_i), \quad \text{for} \quad i = 1, ..., N.
\]

A commonly used subsample estimator is based on a IPW objective function,

\[
\hat{\theta}_W = \arg \max_{\theta} \ell_W(\theta) = \arg \max_{\theta} \sum_{i=1}^{N} \frac{\delta_i \ell(\theta; x_i, y_i)}{\pi(x_i, y_i)}.
\]

Here, the inverse probability weighting is necessary for \(\hat{\theta}_W\) to be consistent. An unweighted estimator is biased and inconsistent to neither the full data MLE nor the true parameter. However, the weighting scheme in (3) does not fully extract the information in the subsample as it down-weights more informative data points. Intuitively, one wants to assign a larger \(\pi(x_i, y_i)\) to a data point if it contains more information about \(\theta\) so that we sample it with a higher probability. If \(\pi_i\)'s are non-informative such as in the leverage-based sampling, then an unweighted estimator can still be consistent to the true parameter (e.g., Ma et al., 2015). Actually, for non-informative sampling, an unweighted estimator is the best estimator with the smallest asymptotic variance. If the subsampling mechanism is non-informative in the
sense that the subsampling probability satisfies \( \pi(x, y) = \pi(x) \), according to Rubin (1976), the MLE of \( \theta \) is obtained by maximizing the complete-case (CC) log-likelihood

\[
\hat{\theta}_{CC} = \arg \max_{\theta} \sum_{i=1}^{N} \delta_i \ell(\theta; x_i, y_i).
\]

Thus, the IPW estimator in (3) is inefficient. However, non-informative subsampling probabilities may not be as effective as informative subsampling probabilities in identifying informative data points in the first place. Thus we focus on informative subsampling only.

To avoid the inverse probability weighting, we propose to use the sampled data conditional likelihood to obtain the subsample estimator. By Bayes' theorem the conditional density function of \( y_i \) given \( x_i \) for sampled data is

\[
f(y_i \mid x_i, \delta_i = 1; \theta) = \frac{f(y_i \mid x_i; \theta)\pi(x_i, y_i)}{\int f(y \mid x_i; \theta)\pi(x_i, y)dy},
\]

where \( dy \) is the Lebesgue measure for continuous responses and it is the counting measure for discrete responses.

The sampled data conditional log-likelihood function from (4) has a general form of

\[
\ell_S(\theta) = \sum_{i=1}^{N} \ell_S(\theta; x_i, y_i) = \sum_{i=1}^{N} \delta_i \left[ \log f(y_i \mid x_i; \theta) - \log \pi(x_i; \theta) \right] + C,
\]

where

\[
\bar{\pi}(x_i; \theta) = \mathbb{E}\{\pi(x_i, y_i) \mid x_i\} = \int f(y \mid x_i; \theta)\pi(x_i, y)dy,
\]

and \( C = \sum_{i=1}^{N} \delta_i \log \{\pi(x_i, y_i)\} \) does not contain \( \theta \). The proposed estimator \( \hat{\theta}_S \) is the maximizer of (5), namely,

\[
\hat{\theta}_S = \arg \max_{\theta} \ell_S(\theta).
\]

Note that the density in (4) is not the joint density of \( (x_i, y_i) \) for sampled data; it is the conditional density of \( y_i \) given \( x_i \) for sampled data. Therefore we call the corresponding likelihood function the conditional likelihood, and call our estimator the maximum sampled conditional likelihood estimator (MSCLE). If the subsampling probability \( \pi(x_i, y_i) \) depends on \( x_i \) only, then \( \bar{\pi}(x_i; \theta) = \pi(x_i) \) does not contain \( \theta \) and thus the MSCLE reduces to the MLE that maximizes the complete-case likelihood function.

Note that \( \hat{\theta}_W \) uses \( \pi^{-1}(x_i; y_i)'s \) as weights while \( \hat{\theta}_S \) uses \( \lambda \{\bar{\pi}(x_i; \theta)\} \) to correct the log-likelihood function. In computing \( \hat{\theta}_W \), if a data point with a very small value of \( \pi(x_i, y_i) \) is selected, then the objective function may be dominated by this data point. Although this scenario happens with a very small probability, the asymptotic variance of \( \hat{\theta}_W \) will be greatly inflated (Hesterberg, 1995; Owen and Zhou, 2000; Ma et al., 2015). However, if we use \( \hat{\theta}_S \), this problem will be ameliorated for the following two reasons. 1) Since \( \bar{\pi}(x_i; \theta) \) is an weighted average of \( \pi(x_i, y_i) \) across the conditional distribution of \( y_i \) given \( x_i \), we know that \( \bar{\pi}(x_i; \theta) \)'s are less variable than \( \pi(x_i, y_i)'s \). 2) Even when \( \pi(x_i, y_i) \) is very close to zero, \( \bar{\pi}(x_i; \theta) \) can be bounded away from zero. 2) Even if \( \bar{\pi}(x_i; \theta) \) and \( \pi(x_i, y_i) \) approach to zero at the same rate, \(-\log \{\bar{\pi}(x_i; \theta)\} \) approaches to infinity much slower than
\( \pi^{-1}(x_i, y_i) \) does. Compared with \( \hat{\theta}_W \), \( \hat{\theta}_S \) is based on the conditional likelihood of the sampled data, and thus it has a higher estimation efficiency. The price to pay for using \( \hat{\theta}_S \) is that the integration in \( \bar{\pi}(x_i; \theta) \) depends on the model structure, and \( \bar{\pi}(x_i; \theta) \) may have complicated or no explicit expressions for some models. On the other hand, \( \hat{\theta}_W \) directly uses \( \pi^{-1}(x_i, y_i) \) and does not require any extra model assumption and thus it is easier to implement. We will show in Section 6 that \( \bar{\pi}(x_i; \theta) \)'s have a closed-form solution for many popular generalized linear models, and Newton’s method is applicable with closed-form expressions for the score functions and Hessian matrices.

Assuming that derivatives can pass integration, the score function associated with \( \ell_S(\theta) \) is

\[
\dot{\ell}_S(\theta) = \frac{\partial}{\partial \theta} \ell_S(\theta) = \sum_{i=1}^{N} \delta_i \dot{\ell}(\theta; x_i, y_i) - \sum_{i=1}^{N} \delta_i \frac{\partial \bar{\pi}(x_i; \theta)}{\bar{\pi}(x_i; \theta)},
\]

where \( \dot{\ell}(\theta; x, y) = \partial \log f(y | x; \theta) / \partial \theta \) and

\[
\frac{\partial}{\partial \theta} \bar{\pi}(x_i; \theta) = \int \frac{\partial}{\partial \theta} f(y | x_i; \theta) \pi(x_i, y) dy = \mathbb{E}\{\dot{\ell}(\theta; x_i, y_i) \pi(x_i, y_i) | x_i\}.
\]

Thus, we can express

\[
\dot{\ell}_S(\theta) = \sum_{i=1}^{N} \delta_i \left[ \dot{\ell}(\theta; x_i, y_i) - \mathbb{E}\{\dot{\ell}(\theta; x_i, y_i) | x_i, \delta_i = 1\} \right],
\]

where

\[
\mathbb{E}\{\dot{\ell}(\theta; x_i, y_i) | x_i, \delta_i = 1\} = \frac{\mathbb{E}\{\dot{\ell}(\theta; x_i, y_i) \pi(x_i, y_i) | x_i\}}{\bar{\pi}(x_i; \theta)}.
\]

The second term in (8) can be called the bias-adjustment term for the score function.

3. Asymptotic Results

We now present some asymptotic results of the MSCE of \( \theta \) proposed in (6). To do this, we need the following regularity assumptions. As a convention in this paper, we use \( \dot{\ell} \) and \( \ddot{\ell} \) to denote gradient vector (of the first derivatives) and Hessian matrix (of the second derivatives) of a function \( \ell \) with respect to \( \theta \), respectively.

**Assumption 1** Assume that \( \| \dot{\ell}(\theta; x, y) \|^2 \) and \( \| \ddot{\ell}(\theta; x, y) \| \) are integrable, where \( \| A \| = \text{tr}^{1/2}(A^T A) \) is the norm for a vector or matrix \( A \). Here, \( \ell(\theta; x, y) = \log f(y | x, \theta) \) is the log-likelihood function of the original data distribution.

**Assumption 2** The parameter space \( \Theta \) is compact and the third order partial derivative of \( \ell(\theta; x, y) \) and \( \log \{ \pi(x; \theta) \} \) with respect to any components of \( \theta \) is bounded in absolute value by an integrable function \( B(x, y) \) that does not depend on \( \theta \).

**Assumption 3** The matrix

\[
\Sigma_\theta = \mathbb{E}\left[ \dot{\ell}^2(\theta; x, y) \pi(x, y) - \frac{\mathbb{E}^2\{\dot{\ell}(\theta; x, y) \pi(x, y) | x\}}{\bar{\pi}(x; \theta)} \right]
\]

is finite and positive definite, where \( A^{\otimes 2} = AA^T \) for a vector or matrix \( A \).
Compared with commonly used assumptions in maximum likelihood theory, the above Assumptions 2 and 3 impose additional constraints on the subsampling probability \( \pi(x, y) \). Assumption 2 imposes an integrable bound on \( \log(\bar{\pi}(x; \theta)) \) and its derivatives. This is to prevent the distribution of \( \pi(x, y) \) from having a large probability around zero. Since \( \bar{\pi}(x; \theta) \) is an weighted average of \( \pi(x, y) \) across the conditional distribution of \( y \), it put less probability around the boundary zero, so the required condition here is less restrictive compared with those required by the IPW estimators for which \( \pi(x, y) \) is in the denominator.

For the IPW estimator, it is often assumed that \( \pi(x, y) \) is bounded away from zero (e.g. Ai et al., 2021; Wang and Ma, 2021; Yu et al., 2022), which is a much stronger condition. If the subsampling probability is non-informative, i.e. \( \pi(x, y) = \pi(x) \), then \( \bar{\pi}(x; \theta) \) does not dependent on \( \theta \), and thus Assumption 2 reduces to the common condition that the third derivative of the log-likelihood is bounded in absolute value by an integrable random variable. Assumption 3 ensures that the variance covariance matrix for the sampled data conditional score function is positive definite. The key restriction here is the integrability of \( \bar{\pi}^{-1}(x; \theta)E_{\odot^2}\{\ell(\theta; x, y)\pi(x, y) \mid x\} \). Again, this is less restrictive compared with the conditions required by the IPW estimator, and a specific example will be provided in Section 5. For non-informative subsampling, a sufficient condition for Assumption 3 is that \( E_{\odot^2}(\theta; x, y)\pi(x) \) is finite and positive definite.

We can also see that our conditions on the sampling probability in Assumptions 2 and 3 are less restrictive from another angle. These conditions imposes restrictions on the distribution of \( x \) only, while for IPW estimator with informative sampling probability the required conditions impose restrictions on the distribution of \( y \) as well (e.g. Wang et al., 2018; Wang and Ma, 2021; Wang et al., 2022; Yu et al., 2022, etc).

**Theorem 1** Let \( \{(x_i, y_i), i = 1, \cdots, N\} \) be \( N \) independent realizations of \( (X, Y) \) with joint density \( f(y \mid x; \theta)f_X(x) \) for some \( \theta \in \Theta \) and \( f_X(x) \) is completely unspecified. Let \( \theta_S \) be the MSCLE of \( \theta \) defined in (6). Under Assumptions 1-3, as \( N \) goes to infinity,

\[
\sqrt{N}(\hat{\theta}_S - \theta) \xrightarrow{D} N(0, \Sigma_{\theta}^{-1}), \tag{11}
\]

where \( \Sigma_{\theta} \) is defined in (10), and \( \xrightarrow{D} \) means convergence in distribution.

In Theorem 1, the subsample size \( n^* = \sum_{i=1}^{N} \delta_i \) is random, and the average subsample size \( n = E(n^*) = N\bar{\Sigma}\{\pi(x, y)\} \) goes to infinity as \( N \to \infty \).

The estimator \( \theta_S \) is based on the conditional likelihood of the sampled data, so it is expected to be more efficient than the IPW estimator. Actually, it is the most efficient estimator in a class of asymptotically unbiased estimators. To see this, consider the following class of estimating equations

\[
\sum_{i=1}^{N} \delta_i U(\theta; x_i, y_i) = 0, \tag{12}
\]

where \( U(\theta; x, y) \) satisfies \( E\{\delta U(\theta; x, y) \mid x\} = 0 \). Let \( \hat{\theta}_u \) be the class of estimators obtained through solving the class of estimating equations in (12). The class of estimators defined via solving (12) includes the IPW estimator and the MSCLE as special cases. If \( U(\theta; x, y) = \pi^{-1}(x, y)\ell(\theta; x, y) \), then \( \hat{\theta}_u \) becomes the IPW estimator defined in (3); if \( U(\theta; x, y) = \)
\[ i_S(\theta; x, y) = \ell(\theta; x, y) - E\{\ell(\theta; x, y) \mid x, \delta = 1 \}, \]
then \( \hat{\theta}_u \) becomes the MSCLE defined in (6).

The following theorem shows that the MSCLE is the most efficient among the class of estimators defined through solving (12).

**Theorem 2** Assume that the partial derivatives of \( E\{\delta U(\theta; x, y) \mid x \} \) with respect to \( \theta \) can be passed under the integration sign, and that the regularity conditions for the following standard asymptotic expansion holds.

\[
\hat{\theta}_u = \theta - M_{\theta}^{-1} N^{-1} \sum_{i=1}^{N} \delta_i U(\theta; x_i, y_i) + o_P(N^{-1/2}),
\]
where \( M_{\theta} = E\{\delta U(\theta; x, y)\} \) is full rank and \( U(\theta; x, y) = \partial U(\theta; x, y)/\partial \theta^T \). Assume that \( E\{\delta U^\otimes 2(\theta; x, y)\} \) exists. The asymptotic variance covariance matrix of \( \hat{\theta}_u \) scaled by \( N \) is \( M_{\theta}^{-1} E\{\delta U^\otimes 2(\theta; x, y)\}(M_{\theta}^{-1})^T \), and it satisfies that

\[
M_{\theta}^{-1} E\{\delta U^\otimes 2(\theta; x, y)\}(M_{\theta}^{-1})^T \geq \Sigma_{\theta}^{-1},
\]
in the Loewner ordering for any \( \theta \), where the equality holds if \( U(\theta; x, y) \) is a linear function of the subsampled data conditional score function, namely \( U(\theta; x, y) = -M_{\theta} \Sigma_{\theta}^{-1} i_S(\theta; x, y) \).

**Remark 3** For the IPW estimator \( \hat{\theta}_W \) in (3), let \( V_W \) denote the asymptotic variance scaled by \( N \), which typically has a form of (see Yu et al., 2022)

\[
V_W = F^{-1} E\left\{ \frac{i^{\otimes 2}(\theta; x, y)}{\pi(x, y)} \right\} F^{-1},
\]
where \( F = E\{i^{\otimes 2}(\theta; x, y)\} \) is the Fisher information matrix of the original data distribution. From Theorem 2, \( V_W \geq \Sigma_{\theta}^{-1} \). Additionally, for \( V_W \) in (15), it requires \( \pi^{-1}(x, y) i^{\otimes 2}(\theta; x, y) \) to be integrable, which may be violated if \( \pi(x, y) \) has a high density in the neighborhood of zero. On the other hand, for \( \Sigma_{\theta}^{-1} \) in (10), it requires that \( \pi^{-1}(x; \theta) E^{\otimes 2}\{\hat{i}(\theta; x, y) \pi(x, y) \mid x\} \) is integrable. It is the average probability \( \pi(x; \theta) = E\{\pi(x, y) \mid x\} \) that is in the denominator. The MSCLE is less restrictive compared with the IPW estimator because even if \( \pi(x, y) \) has a high density in the neighborhood of zero, \( \pi(x; \theta) \) may not be small.

4. Estimated subsampling probabilities

In practice, informative subsampling probabilities may depend on unknown parameters, say \( \vartheta \), and a pilot subsample is often used to estimate it. Here \( \vartheta \) may be the same as \( \theta \) or contain \( \theta \) as its components. We denote the pilot estimator of \( \vartheta \) as \( \vartheta_{\text{pl}} \), and assume that \( \vartheta_{\text{pl}} \) is independent of the data to sample and converges to a limit, i.e., \( \vartheta_{\text{pl}} \Rightarrow \vartheta_p \). Here \( \Rightarrow \) means convergence in probability.

The assumption that a pilot estimator is independent of the data is commonly used in the literature (e.g., Fithian and Hastie, 2014 Han et al., 2020), and it is reasonable in the
context of subsampling. If one uses simple random sampling to obtain a pilot subsample or simply use the first certain number of observations as a pilot sample, then the pilot subsample is independent of the rest of the data. Thus, taking the rest of the data as the full data and performing informative subsampling, the pilot estimator is independent of the full data. Since one is likely to assign a larger pilot subsample size for a larger original data sample size, it is reasonable to assume that the pilot estimator converges to some limit. Here we do not have to assume that the pilot estimator converges to the true parameter, namely, the pilot estimator can be misspecified. As discussed in Section 1, because the subsampling probabilities are under our control, we can always use the realized subsampling probabilities in constructing the sampled likelihood. Thus, even if the pilot samples are systematically different from the original sample, we can still use the realized subsampling probabilities and the statistical properties of the maximum sampled conditional likelihood estimator remain valid. If the pilot sample is systematically different from the original sample, the pilot estimator may not be consistent to the true parameter and the resulting subsampling probabilities may not be optimal anymore. We will show numerically in Section 8 that the proposed MSCLE is more robust to pilot misspecification compared with the IPW estimator.

Another practical consideration is the subsample size. In Section 2, the average subsample size is \( n = N \mathbb{E}\{\pi(x, y)\} \) which is the same order of \( N \). Since the intended average subsample size may be much smaller than the full data sample size in practice, in this section we use \( n \) to denote the average subsample size, namely \( \mathbb{E}\{\pi_N(x_i, y_i; \theta)\} = n/N \), and allow \( n = o(N) \). This means the subsampling probabilities are dependent on \( N \) and may go to zero.

Given an estimated pilot \( \tilde{\theta}_{\text{plt}} \), the sampled data conditional log-likelihood function is written as

\[
\ell_S(\theta \mid \tilde{\theta}_{\text{plt}}) = \sum_{i=1}^{N} \delta_i \left[ \log f(y_i \mid x_i; \theta) - \log \{\pi_N(x_i; \theta)\} \right] + C, \tag{16}
\]

where

\[
\pi_N(x_i; \theta) = \int f(y \mid x_i; \theta) \pi_N(x_i, y; \theta) dy, \tag{17}
\]

and \( C = \sum_{i=1}^{N} \delta_i \log \{\pi_N(x_i, y_i; \tilde{\theta}_{\text{plt}})\} \) does not contain \( \theta \). Here, we use notation conditional on \( \tilde{\theta}_{\text{plt}} \) to emphasize its dependence on \( \tilde{\theta}_{\text{plt}} \).

Denote the sampled data estimator through maximizing \( \ell_S(\theta \mid \tilde{\theta}_{\text{plt}}) \) as \( \hat{\theta}_s, \tilde{\theta}_{\text{plt}} \). We need the following regularity assumptions to investigate the asymptotic distribution of \( \hat{\theta}_s, \tilde{\theta}_{\text{plt}} \).

**Assumption 1’** For \( \theta \) in an neighborhood of \( \theta_p \)

\[
\limsup_{n, N \to \infty} \frac{N}{n} \mathbb{E}\{\pi_N(x, y; \theta)\|\hat{\ell}(\theta; x, y)\|^4\} < \infty \quad \text{and} \tag{18}
\]

\[
\limsup_{n, N \to \infty} \frac{N}{n} \mathbb{E}\{\pi_N(x, y; \theta)\|\hat{\ell}(\theta; x, y)\|^2\} < \infty. \tag{19}
\]
Assumption 2' The parameter space \( \Theta \) is compact and there exist a function \( B_\theta(x, y) \) such that for any component of \( \theta \), say \( \theta_1, \theta_2, \) and \( \theta_3 \),

\[
\sup_{\theta \in \Theta} \left| \frac{\partial^3 \ell(\theta; x, y)}{\partial \theta_1 \partial \theta_2 \partial \theta_3} \right| \leq B_\theta(x, y),
\]

\[
\sup_{\theta \in \Theta} \left| \frac{\partial^3 \log \{ \pi_N(x; \theta| \vartheta) \}}{\partial \theta_1 \partial \theta_2 \partial \theta_3} \right| \leq B_\theta(x, y),
\]

where \( \pi_N(x; \theta| \vartheta) \) is defined in (17) and \( B_\theta(x, y) \) satisfies that for \( \vartheta \) in a neighborhood of \( \vartheta_p \)

\[
\limsup_{n, N \to \infty} \frac{N}{n} E \{ \pi_N(x, y; \vartheta) B_\theta(x, y) \} < \infty.
\]

Assumption 3' As \( n \) and \( N \) goes to infinity, for \( \vartheta \) in an neighborhood of \( \vartheta_p \), the matrix

\[
\Sigma_{N, \theta, \vartheta} = \frac{N}{n} E \left[ \hat{\pi}_N^2(\theta; x, y) \pi_N(x, y; \vartheta) - \frac{E \{ \hat{\ell}(\theta; x, y) \pi_N(x, y; \vartheta) \}}{E \{ \pi_N(x, y; \vartheta) \}} \right] \to \Sigma_{\theta, \vartheta},
\]

where \( \Sigma_{N, \theta, \vartheta} \) and \( \Sigma_{\theta, \vartheta} \) are finite, positive definite, and continuous with respective to \( \vartheta \).

Remark 4 Assumption 1' is essentially moment conditions on the first and second derivatives of the log-likelihood. If \( n^{-1}N \pi_N(x, y; \vartheta) \) are bounded, then the integrability of \( \| \hat{\ell}(\theta; x, y) \|^2 \) and \( \| \hat{\ell}(\theta; x, y) \|^4 \) is sufficient for Assumption 1'. We impose stronger moment conditions here compared with the independent and identically distributed (i.i.d.) case in Section 2, because we allow \( \pi_N(x, y; \vartheta) \) to depend on \( N \) and \( \vartheta \) has to be estimated. Assumptions 2'-3' are the counterparts corresponding to the Assumptions 2-3 in Section 2. Note that \( \Sigma_{N, \theta, \vartheta} \) is always semi-positive definite because it can be written as

\[
\Sigma_{N, \theta, \vartheta} = \frac{N}{n} E \left[ \pi_N(x, y; \vartheta) \left[ \hat{\ell}(\theta; x, y) - \frac{E \{ \hat{\ell}(\theta; x, y) \pi_N(x, y; \vartheta) \}}{E \{ \pi_N(x, y; \vartheta) \}} \right]^2 \right].
\]

If \( n^{-1}N \pi_N(x, y; \vartheta) \) are bounded away from zero, then with Assumption 1', a sufficient condition for Assumption 3' is that the sequence of random variables

\[
\hat{\ell}(\theta; x, y) - \frac{E \{ \hat{\ell}(\theta; x, y) \pi_N(x, y; \vartheta) \}}{E \{ \pi_N(x, y; \vartheta) \}} \]

is full rank, for which a sufficient condition is that \( \pi_N(x, y; \vartheta) \) and \( c^T \hat{\ell}(\theta; x, y) \) has nonzero correlation for any nonzero and nonrandom vector \( c \). If \( \pi_N(x, y; \vartheta) \) is obtained by rescaling a function of \( (x, y) \) i.e., \( \pi_N(x, y; \vartheta) = n/N \pi(x, y; \vartheta) \) (e.g., the case in Section 5), where \( \pi(x, y; \vartheta) \) does not depend on \( N \), then Assumption 3' reduces to the same requirement as in Assumption 3 except that \( \pi(x, y) \) is replaced by \( \pi(x, y; \vartheta) \). If \( \pi(x, y; \vartheta) \) is bounded away from zero, then a sufficient condition is the integrability of

\[
E^{-1} \{ \pi(x, y; \vartheta) \} E \{ \| \hat{\ell}(\theta; x, y) \| \pi(x, y; \vartheta) \}
\]

together with a nonzero correlation between \( \pi(x, y; \vartheta) \) and \( c^T \hat{\ell}(\theta; x, y) \) for any nonzero constant vector \( c \).
Theorem 5  Under Assumptions 1–3′, as \( n \) and \( N \) goes to infinity, 
\[
\sqrt{n}(\hat{\theta}_{s,\hat{\varphi}_{\text{plt}}} - \theta) \xrightarrow{D} N(0, \Sigma^{-1})
\] 
where \( \Sigma_{\theta, \varphi_p} \) is the limit of \( \Sigma_{N, \theta, \varphi_p} \).

Let \( \hat{\theta}_{u,\hat{\varphi}_{\text{plt}}} \) be the estimator obtained through solving the following class of estimating equations
\[
\sum_{i=1}^{N} \delta_i U_{\hat{\varphi}_{\text{plt}}} (\theta; x_i, y_i) = 0,
\]
where \( U_{\hat{\varphi}_{\text{plt}}} (\theta; x, y) \) satisfies that \( E\{\delta U_{\hat{\varphi}_{\text{plt}}} (\theta; x, y) \mid x, \hat{\varphi}_{\text{plt}}\} = 0 \). The class of estimators defined in (26) includes the IPW estimator with \( U_{\hat{\varphi}_{\text{plt}}} (\theta; x, y) = \pi^{-1}_N (x, y; \hat{\varphi}_{\text{plt}}) \hat{\ell}(\theta; x, y) \) and the MSCLE with \( U_{\hat{\varphi}_{\text{plt}}} (\theta; x, y) = \hat{\ell}_S(\theta; x, y \mid \hat{\varphi}_{\text{plt}}) \).

Similar to Theorem 2, the following result shows that with estimated parameters in subsampling probabilities, the proposed estimator is the most efficient among the class of estimators defined through solving (26).

Theorem 6  Assume that the partial derivatives of \( E\{\delta U_{\hat{\varphi}_{\text{plt}}} (\theta; x, y) \mid x, \hat{\varphi}_{\text{plt}}\} \) with respect to \( \theta \) can be passed under the integration sign, and the regularity conditions for the following standard asymptotic expansion holds.
\[
\hat{\theta}_{u,\hat{\varphi}_{\text{plt}}} = \theta - n^{-1} M_{\theta, \varphi_p}^{-1} \sum_{i=1}^{N} \delta_i U_{\hat{\varphi}_{\text{plt}}} (\theta; x_i, y_i) + o_P(n^{-1/2}),
\]
where \( M_{N, \theta, \varphi} = n^{-1} N E\{\delta \hat{U}_\varphi (\theta; x, y)\} \) and \( \hat{U}_\varphi (\theta; x, y) = \partial U(\theta; x, y) / \partial \theta^\top \). Assume that \( M_{N, \theta, \varphi} \) and \( V_{N, \theta, \varphi} = n^{-1} N E\{\delta \hat{U}_\varphi \delta \hat{U}_\varphi^\top (\theta; x, y)\} \) are continuous in \( \varphi \) and they converge to finite and full rank matrices \( M_{\theta, \varphi} \) and \( V_{\theta, \varphi} \), respectively. The asymptotic covariance matrix of \( \hat{\theta}_u \) (multiplied by \( n \)) is \( M_{\theta, \varphi_p}^{-1} V_{\theta, \varphi} M_{\theta, \varphi_p}^{-1} \), and it satisfies that
\[
M_{\theta, \varphi_p}^{-1} V_{\theta, \varphi} M_{\theta, \varphi_p}^{-1} \geq \sigma_{\theta, \varphi_p}^{-1},
\]
where the equality holds if \( U_{\hat{\varphi}_{\text{plt}}} (\theta; x, y) \) is asymptotically a linear function of \( \hat{\ell}_S(\theta; x, y \mid \hat{\varphi}_{\text{plt}}) \) in the sense that \( n^{-1} N E(\delta \| T_N \hat{\varphi}_{\text{plt}} \|^2 \mid \hat{\varphi}_{\text{plt}}) = o_P(1) \), where \( T_N \hat{\varphi}_{\text{plt}} = U_{\hat{\varphi}_{\text{plt}}} (\theta; x, y) + M_{\theta, \varphi_p} \Sigma_{\theta, \varphi_p}^{-1} \hat{\ell}_S(\theta; x, y \mid \hat{\varphi}_{\text{plt}}) \).

5. Subsampling probabilities based on gradient norms (GN)

We use a specific form of subsampling probabilities to illustrate our results. One way to specify subsampling probabilities is to use the norm of the per-observation score function, the gradient of the log-likelihood, by letting
\[
\pi(x_i, y_i) \propto \|\hat{\ell}(\theta; x_i, y_i)\|, \quad \text{for} \quad i = 1, \ldots, N,
\]
where $\propto$ means “proportional to”. This option leads to the L-optimal subsampling probabilities that minimize the trace of the asymptotic variance covariance matrix for a linearly transformed IPW estimator (Wang et al., 2018; Ai et al., 2021; Yu et al., 2022). While the optimal probabilities in (29) are for the IPW estimator in (3), it can be used to obtain more efficient subsample for our MSCLE.

Since (29) implies that the subsampling probabilities are dependent on the unknown $\theta$, a pilot estimate is required. In addition, to control the average subsample size, the subsampling probabilities need to be re-scaled and the scaling value may also be unknown. Let $\vartheta$ be the vector consisting of parameters that are required to calculate the subsampling probabilities. The subsampling probabilities are presented as

$$
\pi_N(x_i, y_i; \vartheta) = \frac{n \| \hat{\ell}(\theta; x_i, y_i) \|}{N \Psi}, \quad i = 1, \ldots, N,
$$

(30)

where $\vartheta = (\theta^T, \Psi)^T$ and $\Psi = \mathbb{E}\{\|\hat{\ell}(\theta; x, y)\|\}$. In practice, the unknown $\vartheta$ is replaced by a pilot estimate $\hat{\vartheta}_{pl}$.

If the subsampling ratio $n/N$ is large (far from zero), then it is possible that some $\pi_N(x_i, y_i; \theta_p) > 1$ in (30), and therefore the resulting average subsample size may be smaller than $n$. However, in subsampling, the subsample size is typically much smaller than the full data sample size, so it is reasonable to assume that $n = o(N)$. In this case, the truncation can be ignored, and the average subsample size is $n$ asymptotically, namely,

$$
\frac{N}{n} \mathbb{E} \left\{ \frac{n \| \hat{\ell}(\theta; x_i, y_i) \|}{N \Psi} \wedge 1 \right\} \to 1,
$$

where $a \wedge b$ means the smaller value of $a$ and $b$. For the rest of the paper, we assume that $n = o(N)$, and we call $\pi_N(x_i, y_i; \theta)$ in (30) subsampling probabilities since the number of cases that $\pi_N(x_i, y_i; \theta) > 1$ is negligible in this scenario.

With the specific form of $\pi_N(x_i, y_i; \theta)$ in (30), the sampled data conditional log-likelihood function given pilot estimate $\hat{\theta}_{pl} = (\theta^T_{pl}, \Psi_{pl})^T$ can be written specifically as

$$
\ell_S(\theta \mid \hat{\theta}_{pl}) = \sum_{i=1}^N \delta_i \left[ \log f(y_i \mid x_i; \theta) - \log \mathbb{E}\{\|\hat{\ell}(\theta_{pl}; x_i, y_i)\| \mid x_i, \hat{\theta}_{pl}\} \right] + C,
$$

(31)

where $C$ does not contain $\theta$. Note that the second term contains $\theta$ through the expectation. Accordingly, a sufficient condition for Assumption 1’ is that $\|\hat{\ell}(\theta; x, y)\| \|\hat{\ell}(\theta; x, y)\|^2$ and $\|\hat{\ell}(\theta; x, y)\| \|\hat{\ell}(\theta; x, y)\|^4$ are integrable for $\theta$ in the neighborhood of $\theta_p$, and a sufficient condition for (22) in Assumption 2’ is that $\|\hat{\ell}(\theta; x, y)\| B_\theta(x, y)$ is integrable for $\hat{\theta}$ in the neighborhood of $\theta_p$. These sufficient conditions for Assumptions 1’ and 2’ with the specific subsampling probabilities $\pi_N(x_i, y_i; \theta)$ are essentially moments conditions on the log-likelihood of the original data distribution and its derivatives. Assumption 3’ requires that

$$
\Sigma_{\theta, \theta_p} = \frac{1}{\Psi_p} \mathbb{E}\left[ \hat{\ell}^2(\theta; x, y) \|\hat{\ell}(\theta_p; x, y)\|^2 \right] - \frac{\mathbb{E}\{\|\hat{\ell}(\theta; x, y)\| \|\hat{\ell}(\theta_p; x, y)\| \mid x\}}{\mathbb{E}\{\|\hat{\ell}(\theta_p; x, y)\| \mid x\}} \quad (32)
$$

is finite and positive definite, and a sufficient condition for $\Sigma_{\theta, \theta_p} \in (32)$ to be positive definite is that the quantity $U^T \hat{\ell}(\theta; x, y)$ is dependent on $y$ for any constant vector $l \neq 0$. 
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For the IPW estimator, under some regularity conditions, the asymptotic variance-covariance matrix (multiplied by $n$) is

$$V_{W,\theta_p} = \Psi_p F^{-1} \mathbb{E}\left\{ \frac{\hat{\ell}^2(\theta; x, y)}{\|\hat{\ell}(\theta_p; x, y)\|} \right\} F^{-1}. \tag{33}$$

Comparing the expressions of $\Sigma_{\theta,\theta_p}^{-1}$ in (32) and $V_{W,\theta_p}$ in (33), we see that the MSCLE requires weaker assumptions than the IPW estimator. For example, for a normal linear regression model with a known error variance, say $\sigma^2 = 1$, $\hat{\ell}(\theta; x, y) = -0.5(y - x^T \theta)x$. If $\theta_p \neq \theta$, i.e., the pilot estimate is not consistent, then given $x$,

$$\frac{\hat{\ell}^2(\theta; x, y)}{\|\hat{\ell}(\theta_p; x, y)\|} = \frac{(y - x^T \theta)^2 x^2}{2|y - x^T \theta_p||x|} \tag{34}$$

is not integrable; its expectation exists and equals $+\infty$. Thus, any element of $V_{W,\theta_p}$ (if the integral exists) will be $\pm \infty$. This means that for a subsample taken according to (30), the IPW estimator is not applicable for linear regression. On the other hand for the term in the denominator of (32), by direct calculation we know that

$$\mathbb{E}\{\|\hat{\ell}(\theta_p; x, y)\| | x\} = \mathbb{E}(\|y - x^T \theta_p\| | x\) = \{2(\mu_d)\Phi(\mu_d) + 2\phi(\mu_d) - \mu_d\||x||, \tag{35}$$

where $\mu_d = x^T (\theta_p - \theta)$, and $\Phi$ and $\phi$ are the cumulative distribution function and the probability density function, respectively, of the standard normal distribution. Thus under some integrability requirement on the covariate $x$, the MSCLE is applicable.

From Theorem 6, we know that $\Sigma_{\theta,\theta_p}^{-1} \leq V_{W,\theta_p}$. Actually, for the IPW estimator, we have

$$V_{W,\theta_p} - \Sigma_{\theta,\theta_p}^{-1} = \Psi_p \mathbb{E}\{\|\hat{\ell}(\theta_p; x, y)\| \xi^2\}, \tag{36}$$

where

$$\xi = \Sigma_{\theta,\theta_p}^{-1} \left[ \hat{\ell}(\theta; x, y) - \frac{\mathbb{E}\{\hat{\ell}(\theta; x, y)\hat{\ell}(\theta_p; x, y)\| | x\}}{\mathbb{E}\{\|\hat{\ell}(\theta_p; x, y)\| | x\}} \right] F^{-1} \frac{\hat{\ell}(\theta; x, y)}{\|\hat{\ell}(\theta_p; x, y)\|}. \tag{37}$$

This implies that $\Sigma_{\theta,\theta_p}^{-1} = V_{W,\theta_p}$ if and only if $\xi = 0$ almost surely, which occurs if and only if $\hat{\ell}(\theta_p; x, y) = 0$ almost surely and this is not possible. Thus with the subsampling probabilities $\pi_N(x_i, y_i; \theta)$'s in (30) $\Sigma_{\theta,\theta_p}^{-1} < V_{W,\theta_p}$.

The $\pi_N(x_i, y_i; \theta)$'s in (30) are a version of the L-optimal subsampling probabilities. If the pilot $\hat{\theta}_{pl}$ is consistent, then $\pi_N(x_i, y_i; \hat{\theta}_{pl})$'s minimize the trace of the asymptotic variance-covariance matrix of the IPW estimator of $F\theta$ among all subsampling probabilities with the same average subsample size. If the dimension of $\theta$ is one, then $\pi_N(x_i, y_i; \theta)$'s minimize the asymptotic variance of the IPW estimator of $\theta$. Our results show that the estimation efficiency can be further improved by using the proposed MSCLE.
6. Generalized linear models

We provide more detailed discussions to illustrate the proposed estimator in the context of generalized linear models (GLMs). As before, we use \( \ell \) and \( \ell' \), respectively, to denote gradient vector and Hessian matrix of \( \ell \) with respect to a vector variable; and we use \( b' \) and \( b'' \), respectively, to denote the first derivative and the second derivative of a function \( b \) with respect to a scalar variable.

Let \( y_i \) be the response and \( x_i \) be the corresponding covariate. A GLM assumes that the conditional mean of the response \( y_i \) given the covariate \( x_i \), \( \mu_i = \mathbb{E}(y_i \mid x_i) \), satisfies

\[
g(\mu_i) = g(\mathbb{E}(y_i \mid x_i)) = x_i^T \theta,
\]

where \( g \) is the link function, \( x_i^T \theta \) is the linear predictor, and \( \theta \) is the regression coefficient. For commonly used GLMs, it is assumed that the distribution of the response \( y_i \) given the covariate \( x_i \) belongs to the exponential family, namely,

\[
f(y_i \mid x_i; \theta, \phi) = a(y_i, \phi) \exp \left\{ \frac{y_i b(x_i^T \theta) - c(x_i^T \theta)}{\phi} \right\},
\]

where \( a, b \) and \( c \) are known scalar functions, and \( \phi \) is the dispersion parameter. In the framework of GLMs, if the link function \( g \) is selected such that \( b \) is the identity function, i.e., \( b(x_i^T \theta) = x_i^T \theta \), then the link function is called the canonical link. With a canonical link function, \( g(\mathbb{E}(y_i \mid x_i)) = c'(x_i^T \theta) \) where \( c' \) is the derivative function of \( c \). For example, binary logistic regression is a special case of GLMs with the canonical link and the response variable follows the Bernoulli distribution. Specifically, in logistic regression, \( a(y_i, \phi) = 1 \), \( b(x_i^T \theta) = x_i^T \theta \), \( c(x_i^T \theta) = \log(1 + \exp(x_i^T \theta)) \), and \( \phi = 1 \). Multi-class logistic regression can also be formulated into the family of GLMs with multivariate responses. We will provide more details in Section 6.2.2.

For a GLM from the exponential family, the MLE of \( \theta \) is the maximizer of

\[
\ell(\theta) = \sum_{i=1}^{N} \ell(\theta; x_i, y_i) = \frac{1}{\phi} \sum_{i=1}^{N} \{y_i b(x_i^T \theta) - c(x_i^T \theta)\} + C,
\]

where \( C \) does not contain \( \theta \), and the maximizer is the solution to the score equation

\[
\hat{\ell}(\theta) = \sum_{i=1}^{N} \hat{\ell}(\theta; x_i, y_i) = \frac{1}{\phi} \sum_{i=1}^{N} (y_i - \mu_i) b'(x_i^T \theta)x_i = 0,
\]

\( \mu_i = c'(x_i^T \theta)/b'(x_i^T \theta) \), and \( b' \) and \( c' \) are the first derivative functions of \( b \) and \( c \), respectively.

### 6.1 Informative subsampling estimation

Multiple informative subsampling designs are available such as the local case-control (Fithian and Hastie, 2014), the A- and L-optimal subsampling (Ai et al., 2021; Wang, 2019), and the local uncertainty subsampling (Han et al., 2020). In GLMs with univariate responses, these probabilities have a unified expression and they satisfy that

\[
\pi_N(x_i, y_i; \theta) \propto |y_i - \mu_i| b'(x_i^T \theta) h(x_i), \quad i = 1, \ldots, N,
\]
where $h(x_i) > 0$ is a criterion function that may or may not depend on $\theta$. For example, in logistic regression, if $h(x_i) = 1$, then $\pi_N(x_i, y_i; \hat{\theta})$ corresponds to the local case-control subsampling; if $h(x_i) = \|x_i\|$, then $\pi_N(x_i, y_i; \hat{\theta})$ corresponds to the L-optimal subsampling discussed in Section 5; if $h(x_i) = \|\hat{\ell}^{-1}(\theta)x_i\|$ with $\hat{\ell}(\theta)$ being the Hessian matrix of $\ell(\theta)$, then $\pi_N(x_i, y_i; \hat{\theta})$ corresponds to the A-optimal subsampling and $h(x_i)$ depends on $\theta$ in general for this case.

In practical implementation, a pilot estimate of $\theta$ is used, and to control the average subsample size as $n$ the subsampling probabilities are often taken as

$$\pi_N(x_i, y_i; \tilde{\theta}_{\text{plt}}) = \frac{n}{N\Psi_{\text{plt}}} |y_i - \tilde{\mu}_i||b'(x_i^T \tilde{\theta}_{\text{plt}})| h(x_i), \quad i = 1, ..., N,$$

(41)

where $\tilde{\mu}_i = c'(x_i^T \tilde{\theta}_{\text{plt}})/b'(x_i^T \tilde{\theta}_{\text{plt}})$, and $\tilde{\theta}_{\text{plt}}$ and $\tilde{\Psi}_{\text{plt}}$ are pilot estimates of parameters $\theta$ and $E\{|y_i - \mu_i| \mid x_i; \tilde{\theta}_{\text{plt}}\}$, respectively.

For a subsample taken according to $\pi_N(x_i, y_i; \tilde{\theta}_{\text{plt}})$’s, by direct calculation, the sampled data log-likelihood function for $\theta$ simplifies to

$$\ell_S(\theta \mid \tilde{\theta}_{\text{plt}}) = \frac{1}{\phi} \sum_{i=1}^N \delta_i \{y_i b(x_i^T \theta) - c(x_i^T \theta) - \phi \log E(|y_i - \tilde{\mu}_i| \mid x_i; \tilde{\theta}_{\text{plt}})\} + C,$$

(42)

where $C$ do not contain $\theta$. By direct calculation, we know that the MSCLE can be obtained by solving the score equation,

$$\hat{\ell}_S(\theta \mid \tilde{\theta}_{\text{plt}}) = \frac{1}{\phi} \sum_{i=1}^N \delta_i \left(y_i - \frac{\tilde{\kappa}_{1,i}}{\tilde{\kappa}_{0,i}}\right) b'(x_i^T \theta) x_i = 0,$$

(43)

where $\tilde{\kappa}_{0,i} = E(|y_i - \tilde{\mu}_i| \mid x_i; \tilde{\theta}_{\text{plt}})$ and $\tilde{\kappa}_{1,i} = E(y_i | y_i - \tilde{\mu}_i | x_i; \tilde{\theta}_{\text{plt}})$. The Hessian matrix is

$$\hat{\ell}_S^2(\theta \mid \tilde{\theta}_{\text{plt}}) = \frac{1}{\phi^2} \sum_{i=1}^N \delta_i \left(y_i - \frac{\tilde{\kappa}_{1,i}}{\tilde{\kappa}_{0,i}}\right) b''(x_i^T \theta) x_i x_i^T$$

$$+ \left(\frac{\tilde{\kappa}_{0,i}}{\tilde{\kappa}_{0,i}} - \frac{\tilde{\kappa}_{2,i}^2}{\tilde{\kappa}_{0,i}^2}\right) \{b'(x_i^T \theta)\}^2 x_i x_i^T.$$

(44)

where $\tilde{\kappa}_{2,i} = E(y_i^2 | y_i - \tilde{\mu}_i | x_i; \tilde{\theta}_{\text{plt}})$. Note that on the right-hand-side of (44), the second term is the dominating term, and the first term is often ignored in numerical optimization, namely, using $\hat{\ell}_S^F(\theta \mid \tilde{\theta}_{\text{plt}})$ instead of $\hat{\ell}_S(\theta \mid \tilde{\theta}_{\text{plt}})$, where

$$\hat{\ell}_S^F(\theta \mid \tilde{\theta}_{\text{plt}}) = -\frac{1}{\phi^2} \sum_{i=1}^N \delta_i \left(\frac{\tilde{\kappa}_{2,i}}{\tilde{\kappa}_{0,i}} - \frac{\tilde{\kappa}_{1,i}^2}{\tilde{\kappa}_{0,i}^2}\right) \{b'(x_i^T \theta)\}^2 x_i x_i^T.$$

(45)

Here we use the superscript $^F$ because the resulting form of Newton’s method is often called the Fisher scoring algorithm. If the canonical link is used as mostly implemented in practice, then $b'(\cdot) = 1$ and $b''(\cdot) = 0$, and thus $\hat{\ell}_S^F(\theta \mid \tilde{\theta}_{\text{plt}}) = \hat{\ell}_S(\theta \mid \tilde{\theta}_{\text{plt}})$. The MSCLE can be calculated from the Fisher scoring algorithm by iteratively applying

$$\theta^{(t+1)} = \theta^{(t)} - \{\hat{\ell}_S^F(\theta^{(t)} \mid \tilde{\theta}_{\text{plt}})\}^{-1}\hat{\ell}_S(\theta^{(t)} \mid \tilde{\theta}_{\text{plt}}).$$

(46)
We will show the explicit expressions of \( \tilde{k}_{0,i} \), \( \tilde{k}_{1,i} \), and \( \tilde{k}_{2,i} \) for the examples in the following subsections.

For GLMs with the subsampling probabilities defined in (41), the \( \Sigma_{\theta, \varphi_p} \) has the following specific form.

\[
\Sigma_{\theta, \varphi_p} = \frac{1}{\phi^2 \Psi_p} E \left( b'(x^T \theta_p) \{b'(x^T \theta)\}^2 h(x) \left| y - \mu_p \right| \right),
\]

where \( \mu = c'(x^T \theta)/b'(x^T \theta) \) and \( \mu_p = c'(x^T \theta_p)/b'(x^T \theta_p) \). With a canonical link and a consistent pilot estimate, \( \Sigma_{\theta, \varphi_p} \) simplifies to

\[
\Sigma_{\theta, \varphi_p} = \frac{1}{\phi^2 E \{ |y - \mu| h(x) \}} E \left( \left| y - \mu \right|^3 \frac{E^2 \{ (y - \mu) |y - \mu| \ | x \}}{E \{ |y - \mu| \ | x \}} \right) h(x) x^2.
\]

6.2 Examples

6.2.1 Example: binary response models

Binary data are ubiquitous in case-control studies and classifications. Let \( y \in \{0,1\} \) be the binary response variable and \( x \) be the covariate vector. Assume that the probability for \( y = 1 \) given \( x \) is

\[
P(y = 1 \mid x; \theta) = p(x^T \theta),
\]

where \( p(\cdot) \) is a smooth and monotonic function. The model in (47) is a GLM with \( a(y, \phi) = 1, b(x^T \theta) = \log \{ p(x^T \theta) \} - \log \{ 1 - p(x^T \theta) \}, c(x^T \theta) = -\log \{ 1 - p(x^T \theta) \} \), and \( \phi = 1 \). It is easy to obtain that \( \mu = c'(x^T \theta)/b'(x^T \theta) = p(x^T \theta) \).

For independent full data from the model in (47), \( (x_i, y_i), i = 1, ..., N \), the subsampling probabilities in (41) reduce to

\[
\pi_N(x_i, y_i; \tilde{\theta}_{\text{pli}}) = \frac{n \{ y_i - p(x_i^T \tilde{\theta}) \} b'(x_i^T \tilde{\theta}) | h(x_i) |}{N \Psi_{\text{pli}}}, \quad i = 1, ..., N.
\]

For a subsample taken according to \( \pi_N(x_i, y_i; \tilde{\theta}_{\text{pli}}) \) in (48), \( \tilde{k}_{0,i}, \tilde{k}_{1,i}, \) and \( \tilde{k}_{2,i} \) have the following specific expressions

\[
\tilde{k}_{0,i} = p(x_i^T \theta) + p(x_i^T \tilde{\theta}_{\text{pli}}) - 2p(x_i^T \theta)p(x_i^T \tilde{\theta}_{\text{pli}}),
\]

\[
\tilde{k}_{1,i} = \tilde{k}_{2,i} = p(x_i^T \theta) - p(x_i^T \theta)p(x_i^T \tilde{\theta}_{\text{pli}}).
\]

We can use these expressions in (43) and (45), and use the Fisher scoring algorithm to find the MSCLE \( \hat{\theta}_{s, \tilde{\theta}_{\text{pli}}} \), which is the solution to

\[
\hat{\ell}_S(\theta \mid \tilde{\theta}_{\text{pli}}) = \sum_{i=1}^n \delta_i \left[ y_i - p(x_i^T \theta) - \frac{(1 - 2p(x_i^T \tilde{\theta}_{\text{pli}}))p(x_i^T \theta) \{1 - p(x_i^T \theta)\}}{p(x_i^T \theta) + p(x_i^T \tilde{\theta}_{\text{pli}}) - 2p(x_i^T \theta)p(x_i^T \tilde{\theta}_{\text{pli}})} \right] b'(x_i^T \theta) x_i = 0.
\]
According to Theorem 5, the asymptotic variance-covariance matrix of $\hat{\theta}_s, \hat{\theta}_{\text{pit}}$ (multiplied by $n$) has an expression of

$$
\Sigma_{\theta, \theta_p} = \frac{1}{\Psi_p} \mathbb{E} \left( \frac{p'(x^T \theta_p)p'(x^T \theta)b'(x^T \theta)h(x)x^\otimes 2}{p(x^T \theta_p)\{1-p(x^T \theta)\} + p(x^T \theta)\{1-p(x^T \theta_p)\}} \right),
$$

(52)

where

$$
\Psi_p = \mathbb{E} \left\{ \{y-p(x^T \theta_p)\}b'(x^T \theta_p)h(x) \right\}.
$$

(53)

If the pilot estimates are consistent, then the expression in (52) simplifies to

$$
\Sigma_{\theta, \theta_p} = \frac{\mathbb{E}\left[ p'(x^T \theta)\{b'(x^T \theta)\}^2h(x)x^\otimes 2 \right]}{4\mathbb{E}\{p'(x^T \theta)h(x)\}}.
$$

(54)

A special case of the model in (47) is the widely used binary logistic regression model,

$$
P(y=1 \mid x; \theta) = p(x^T \theta) = \frac{\exp(x^T \theta)}{1 + \exp(x^T \theta)},
$$

(55)

for which $b(x^T \theta) = x^T \theta$, $c(x^T \theta) = \log\{1 + \exp(x^T \theta)\}$, and $b'(x^T \theta) = 1$. For this model, if $h(x_i) = 1$ and $\Psi_{\text{pit}} = n^{-1}N$, then $\pi_N(x_i, y_i; \hat{\theta}_{\text{pit}})$ in (48) become the local case-control subsampling probabilities (Fithian and Hastie, 2014); letting $\hat{\Phi}$ be a pilot estimate of the Fisher information matrix $\mathbb{E}\{p(x, \theta)\{1-p(x, \theta)\}xx^T\}$, if $h(x_i) = \|x_i\|$ or $\|\hat{\Phi}^{-1}x_i\|$, then $\pi_N(x_i, y_i; \hat{\theta}_{\text{pit}})$ in (48) become the L-optimal or A-optimal subsampling probabilities for the IPW estimator (Wang et al., 2018; Wang, 2019).

By direct calculation, the sampled data conditional log-likelihood score equation in (51) for logistic regression is simplified to

$$
\hat{s}(\theta \mid \hat{\theta}_{\text{pit}}) = \sum_{i=1}^N \delta_i \left\{ y_i - p(x_i^T (\theta - \hat{\theta}_{\text{pit}})) \right\} x_i = 0.
$$

(56)

Fithian and Hastie (2014) and Wang (2019) proposed to solve

$$
\sum_{i=1}^N \delta_i \left\{ y_i - p(x_i^T \theta) \right\} x_i = 0,
$$

(57)

and then add $\hat{\theta}_{\text{pit}}$ to the resulting estimator to correct the bias, which is identical to the solution to (56). This indicates that the method in Fithian and Hastie (2014) and Wang (2019) is actually the MSCLE, and the score equation in (56) explains where the magic bias correction term in their method comes from.

Specific for logistic regression, the $\Sigma_{\theta, \theta_p}$ in (52) simplifies to

$$
\Sigma_{\theta, \theta_p} = \frac{\mathbb{E}\left[ p(x^T \theta_p)\{1-p(x^T \theta)\}p(x^T(\theta - \theta_p))h(x)x^\otimes 2 \right]}{\mathbb{E}\left\{ \{y-p(x^T \theta_p)\}h(x) \right\}},
$$

(58)

which is the same as the result in Theorem 21 of Wang (2019). If the pilot estimate is consistent so that $\theta_p = \theta$, then the above expression simplifies to

$$
\Sigma_{\theta, \theta_p} = \frac{\mathbb{E}\left[ p(x^T \theta)\{1-p(x^T \theta)\}h(x)x^\otimes 2 \right]}{4\mathbb{E}\left\{ p(x^T \theta)\{1-p(x^T \theta)\}h(x) \right\}}.
$$

(59)
When $h(x) = 1$, we see that
\[
\Sigma_{\theta,\theta_p} = \frac{F}{4 \mathbb{E}[p(x^T \theta)\{1 - p(x^T \theta)\}]} > F, \tag{60}
\]
if $\theta \neq 0$, indicating that the per-observation information matrix of a local case-control subsample is larger than that of a uniform subsample.

There is no general relationship between the efficiency of the MSCLE and that of the full data MLE, except that the full data MLE has a higher estimation efficiency than a subsample estimator. The interesting result that the asymptotic variance of the local case-control subsampling estimator is twice of that of the full data MLE (Fithian and Hastie, 2014) lies in the very unique structure of the logistic regression model and the special form of the local case-control inclusion probability. The MSCLE includes the local case-control subsampling as a special case, so we can obtain some insights on this interesting result. Since a larger sample size results in a smaller variance in general, it is important to pay attention to the average sample size for a subsampling method. For the local case-control subsampling probability with a consistent pilot under correctly specified logistic regression model, the average sample size is asymptotically $n = N \mathbb{E}\{|y - p(x^T \theta)|\} = 2N \mathbb{E}[p(x^T \theta)(1 - p(x^T \theta))]$ and the per-observation information matrix is presented as $\Sigma_{\theta,\theta_p}$ in (60). Thus the asymptotic variance of the local case-control subsampling is $n^{-1} \Sigma_{\theta,\theta}^{-1} = 2N^{-1}F$, while the asymptotic variance of the full data MLE is $N^{-1}F$.

By separating the average sample size and the per-observation information matrix, we see that the local case-control subsampling is more appealing for more imbalanced data. For the extreme case that $p(x^T \theta) = 0.5$ almost surely, the local case-control subsampling estimator uses half of the full data on average to achieve the twice variance and it is just the uniform subsampling. However for highly imbalanced data, $n$ can be much smaller than $0.5N$ and the per-observation matrix is much larger than $F$.

One key for the interesting result in logistic regression with local case-control subsampling is that elements of $\Sigma_{\theta,\theta}$ and $F$ are proportional to each other. Unfortunately, if the model is not the logistic regression, if the sampling probability is not the local case-control subsampling probability, or if the pilot is not consistent, then this proportional relationship does not hold in general, as seen in (52), (54), (58), and (59) for different cases with binary response models.

The local case-control subsampling sampling is also a quite unique example that the IPW estimator is asymptotically as efficient as the MSCLE as noticed in Shen et al. (2021) and Wang (2019), but again if the model or the sampling probability is changed, then the result does not hold anymore.

### 6.2.2 Example: multi-class logistic regressions

Now we discuss the multi-class logistic regression, which assume that an experiment has $K$ possible outcomes. This is a GLM with a multinomial distribution, a distribution in the multivariate exponential family. For $k = 1, ..., K$, let $y_{i,k} = 1$ if the $k$-th outcomes occurs in the $i$-th experiment and $y_{i,k} = 0$ otherwise. Thus $\sum_{k=1}^{K} y_{i,k} = 1$. The multinomial logistic
regression assumes that
\[
\mathbb{P}(y_{i,k} = 1 \mid x_i; \theta) = p_k(x_i, \theta) = \frac{\exp(x_i^T \theta_k)}{\sum_{l=1}^K \exp(x_i^T \theta_l)}, \quad k = 1, 2, \ldots, K, \tag{61}
\]
where \( \theta = (\theta_1^T, \ldots, \theta_K^T)^T \) is the regression coefficient vector. Let \( y_i = (y_{i,1}, \ldots, y_{i,K})^T \). For an observation \((x_i, y_i)\), the density of the multivariate response \( y_i \) at \( x_i \) is
\[
f(y_i \mid x_i; \theta) = \frac{\exp(\sum_{k=1}^K y_{i,k} x_i^T \theta_k)}{\sum_{l=1}^K \exp(x_i^T \theta_l)}, \quad y_{i,k} = 0, 1, \tag{62}
\]
where \( \otimes \) is the kronecker product. The full data log-likelihood is
\[
\ell(\theta) = \sum_{i=1}^N \left[ (y_i \otimes x_i)^T \theta - \log \left\{ \sum_{l=1}^K \exp(x_i^T \theta_l) \right\} \right], \tag{63}
\]
with the corresponding score function as
\[
\hat{\ell}(\theta) = \sum_{i=1}^N \{y_i - p(x_i, \theta)\} \otimes x_i, \tag{64}
\]
where \( p(x_i, \theta) = \{p_1(x_i, \theta), \ldots, p_K(x_i, \theta)\}^T \). Note that for this model \( \sum_{k=1}^K p_k(x_i, \theta) = 1 \), so not all \( \theta_k \)'s are estimable and a common constrain is to assume that the regression coefficient corresponding to a baseline class is 0, e.g., \( \theta_K = 0 \). Thus the full vector of unknown regression parameter is \( \theta_{-K} = (\theta_1^T, \theta_2^T, \ldots, \theta_{K-1}^T)^T \), whose dimension is \((K - 1)d\).

The approximate L-optimal subsampling probabilities for the IPW estimator (Yao and Wang, 2019) are
\[
\pi_N(x_i, y_i; \tilde{\psi}_{\text{plt}}) = \frac{n \|y_i - p(x_i, \tilde{\psi}_{\text{plt}})\| \|x_i\|}{n \|y_i - p(x_i, \tilde{\psi}_{\text{plt}})\| \|x_i\|}, \quad i = 1, \ldots, N, \tag{65}
\]
where \( \tilde{\psi}_{\text{plt}} \) is a pilot estimate of \( \mathbb{E}\{\|y - p(x, \theta)\| \|x\|\} \). For the sampled data, the conditional log-likelihood score equation is (detailed derivations in Section A.5.1).
\[
\hat{\ell}_S(\theta \mid \tilde{\psi}_{\text{plt}}) = \sum_{i=1}^N \delta_i \{y_i - p_i^0(\theta, \tilde{\psi}_{\text{plt}})\} \otimes x_i = 0, \tag{66}
\]
where
\[
p_i^0(\theta, \tilde{\psi}_{\text{plt}}) = \left( \begin{array}{c} \tilde{p}_{i,1}^0 \\ \vdots \\ \tilde{p}_{i,K}^0 \end{array} \right), \quad \tilde{p}_{i,k}^0 = \frac{\exp(x_i^T \theta_k + \tilde{g}_{i,k})}{\sum_{l=1}^K \exp(x_i^T \theta_l + \tilde{g}_{i,l})}, \quad \tilde{g}_{i,k} = \log\{\pi_N(x_i, 1_k; \tilde{\psi}_{\text{plt}})\}, \tag{67}
\]
and \( 1_k \) is the \( K \)-dimensional unit vector with the \( k \)-th element being one and other elements being zero. Here, the expression of \( \hat{\ell}_S(\theta \mid \tilde{\psi}_{\text{plt}}) \) in \( 66 \) holds in general and it is not restricted to the sampling probability in \( 65 \). For the sampling probability in \( 65 \), the \( \tilde{g}_{i,k} \) in \( 66 \) has a specific form of \( \tilde{g}_{i,k} = 0.5 \log \{\sum_{l=1}^K p_l^2(x_i, \tilde{\psi}_{\text{plt}}) + 1 - 2p_k(x_i, \tilde{\psi}_{\text{plt}})\}. \)
Note that \( \tilde{g}_{i,k} \)'s do not contain \( \theta \); they depend only on the sample data and the pilot \( \hat{\theta}_{\text{plt}} \). Thus, solving (66) is as easy as solving the score function without correction. When we use the constrain that \( \theta_K = 0 \), we only need to solve the first \((K - 1)d\) components of (66) and the last \( d \) equations are automatically satisfied. For the case of \( K = 2 \), the first \( d \) equations are the same as the last \( d \) equations. In this special case, \( \tilde{g}_{i,k} = -x_i^T \hat{\theta}_{\text{plt}} \), and the score equation in (66) reduce to that in (56).

The asymptotic variance-covariance matrix (multiplied by \( n \)) for the MSCLE of \( \theta_{-K} \) with data taken according to (65) is

\[
\Sigma_{\theta, \theta_p} = \frac{\mathbb{E} \left[ \| y - p(x, \theta_p)\|^2 \right]}{\mathbb{E} \left[ \| y - p(x, \theta_p)\|^2 \right]} \left[ \begin{array}{cc} y_{-K} - p_{-K}(\theta, \theta_p) \end{array} \right] \sum_{i=1}^{K} p_i(x_i, \theta_p), \tag{68} \]

where \( (x, y) \) is an observation from the data distribution, \( y_{-K} = y \) with the \( K \)-th element removed, \( p_{-K}(\theta, \theta_p) \) is \( p(\theta, \theta_p) \) with the \( K \)-th element removed, and \( p(\theta, \theta_p) \) has the same expression as \( p(\theta, \hat{\theta}_{\text{plt}}) \) except that \( \hat{\theta}_{\text{plt}} \) is replaced by \( \theta_p \).

Since the expression of \( \ell_s(\theta | \hat{\theta}_{\text{plt}}) \) in (66) holds in general, it holds for the LUS probability as well, so the LUS estimator is a specific case of the MSCLE. The LUS probability is designed for imbalanced multi-class response models, and it has an expression of

\[
\pi_{\text{LUS}}(x, y; \hat{\theta}_{\text{plt}}) = 2I\{\gamma \geq 2q(\hat{\theta}_{\text{plt}})\} \frac{q(\hat{\theta}_{\text{plt}}) + \{1 - 2q(\hat{\theta}_{\text{plt}})\} \eta(\hat{\theta}_{\text{plt}})}{\gamma} \tag{69} \]

where \( q(\hat{\theta}_{\text{plt}}) = \max\{0.5, p_1(x, \theta_{\text{plt}}), ..., p_K(x, \theta_{\text{plt}})\} \), \( \eta(\hat{\theta}_{\text{plt}}) = I\{y^T p(x, \hat{\theta}_{\text{plt}}) = q(\theta_{\text{plt}})\} \) with \( I() \) being the indicator function, and \( \gamma \) is a tuning parameter that corresponds to an upper bound of the average subsample size, namely, \( n \geq N/\gamma \).

Our Theorem 5 indicates that the inverse of the asymptotic variance of the LUS estimator is proportional to

\[
\sum_{k=1}^{K} \mathbb{E} \left[ p_k(x, \theta) \pi_{\text{LUS}}(x, 1_k; \theta_p) (1_k - p_{-K}(\theta, \theta_p)) \right] \sum_{i=1}^{K} p_i(x_i, \theta_p), \tag{69} \]

where \( p(\theta, \theta_p) \) has the same expression as \( p_{-K}(\theta, \hat{\theta}_{\text{plt}}) \) in (66) except that \( \hat{\theta}_{\text{plt}} \) and \( x_i \) are replaced by \( \theta_p \) and \( x \), respectively. Our results allow \( n = o(N) \) which corresponds to the scenario that \( \gamma \rightarrow \infty \). In this case, the LUS probability reduces to satisfy that \( \pi_{\text{LUS}}(x, y; \hat{\theta}_{\text{plt}}) \propto q(\theta_{\text{plt}}) + \{1 - 2q(\theta_{\text{plt}})\} \eta(\hat{\theta}_{\text{plt}}) \), and (69) still holds with \( \pi_{\text{LUS}}(x, 1_k; \theta_p) \) replaced by \( q(\theta_{\text{plt}}) + \{1 - 2q(\theta_{\text{plt}})\} I\{1_k^T p(x, \theta_p) = q(\theta_{\text{plt}})\} \). If the pilot is consistent, i.e., \( \theta_p = \theta \), and \( \gamma \) is fixed and finite, then the expression in (69) reduces to be proportional to the inverse of \( \mathcal{V}_{\text{LUS}} \) in Corollary 4.1 of Han et al. (2020).

Note that the parameter \( \gamma \) only controls an upper bound of the average subsample size, so the expressions in (68) and (69) are not comparable because they are scaled by different average subsample sizes. We will provide numerical comparisons by using the save average subsample sizes in Section 8.1. We will also implement the IPW estimator to show that the MSCLE has a higher estimation efficiency than the IPW estimator for the LUS probability as well.
6.2.3 Example: Poisson regression

Poisson regression models are commonly used for modeling count data. It assumes that given the covariate $x_i$, the response $y_i$ follows a Poisson distribution with density

$$f(y_i | x_i; \theta) = \frac{e^{-\mu_i} \mu_i^{y_i}}{y_i!} = \frac{1}{y_i!} \exp(y_i x_i^T \theta - e^{x_i^T \theta}), \quad y_i = 0, 1, \ldots$$

(70)

where $\mu_i = \exp(x_i^T \theta)$. This is a specific case of (38) with $\phi = 1$, $a(y, \phi) = (y!)^{-1}$, $b(x_i^T \theta) = x_i^T \theta$ and $c(x_i^T \theta) = \exp(x_i^T \theta)$. The link function in Poisson regression is $g(\mu_i) = \log(\mu_i)$ and it is the canonical link.

For this model, the subsampling probabilities in (41) reduce to

$$\pi_N(x_i, y_i; \tilde{\theta}_{plt}) = \frac{n_i | y_i - \bar{\mu}_i | h(x_i)}{N \tilde{\Psi}_{plt}}, \quad i = 1, \ldots, N,$$

(71)

where $\bar{\mu}_i = \exp(x_i^T \tilde{\theta}_{plt})$. For a subsample taken according to $\pi_N(x_i, y_i; \tilde{\theta}_{plt})$, the sampled data conditional log-likelihood has the score equation and the Hessian matrix as

$$\dot{\ell}_S(\theta | \tilde{\theta}_{plt}) = \sum_{i=1}^N \delta_i (y_i - \tilde{\kappa}_{1,i}) x_i,$$

(72)

and

$$\ddot{\ell}_S(\theta | \tilde{\theta}_{plt}) = -\sum_{i=1}^N \delta_i \left( \frac{\tilde{\kappa}_{2,i}}{\tilde{\kappa}_{0,i}^2} - \frac{\tilde{\kappa}_{0,i}^2}{\tilde{\kappa}_{2,i}} \right) x_i x_i^T,$$

(73)

respectively.

Now we show the closed-form expressions of $\tilde{\kappa}_{0,i}$, $\tilde{\kappa}_{1,i}$, and $\tilde{\kappa}_{2,i}$. Let $m_i = [\bar{\mu}_i]$ be the largest integer that is smaller than or equal to $\bar{\mu}_i$, and let $F(\cdot; \mu_i)$ be the cumulative distribution function for a Poisson distribution with mean $\mu_i$. Here we show the results and give the detailed derivations in Section A.5.2. We have that

$$\tilde{\kappa}_{0,i} = 2\bar{\mu}_i F(m_i; \mu_i) - 2\mu_i F(m_i - 1; \mu_i) + \mu_i - \bar{\mu}_i,$$

(74)

$$\tilde{\kappa}_{1,i} = 2\mu_i (\bar{\mu}_i - 1) F(m_i - 1; \mu_i) - 2\mu_i^2 F(m_i - 2; \mu_i) + \mu_i + \mu_i^2 - \mu_i \bar{\mu}_i,$$

(75)

$$\tilde{\kappa}_{2,i} = \tilde{\kappa}_{1,i} + \mu_i^2 (\bar{\mu}_i - 2) \{2 F(m_i - 2; \mu_i) - 1\} - 2\mu_i^3 F(m_i - 3; \mu_i) + \mu_i^3.$$

(76)

With the above expressions, we can find the MSCLE by applying the Newton’s algorithm. We will demonstrate the performance of the resulting estimator in Section 8.

7. Model misspecification

When the assumed working model is misspecified, the meaning of consistency of an estimator needs to be carefully defined. One definition of the consistency of a subsample estimator is that it has the same probability limit as the full data estimator (Fithian and Hastie, 2014; Han et al., 2020; Shen et al., 2021). In this definition, the IPW estimator $\theta_W$ defined in (3) is consistent, because the conditional expectation of the selection indicator $\delta$ give the data equals the inclusion probability and therefore the expectation of the objective function for
the IPW estimator is the same as that of the full data MLE. Specifically, the full data MLE under a misspecified model estimates the $\theta_l$ that solves the following population estimation equation

$$E_l^t\{\ell(\theta_l; x, y)\} = 0, \quad (77)$$

where we use $E_l^t$ to emphasize that the expectation is taken with respect to the true data distribution. Since $E\{p^{-1}(x, y)|\ell(\theta_l; x, y)\} = E_l^t\{\ell(\theta_l; x, y)\}$, the IPW estimator $\theta_W$ defined in (3) always estimates the same $\theta_l$ as the full data MLE. Actually, the subsample IPW estimator $\theta_W$ is often investigated as an estimator of the full data estimator in the literature (e.g. Wang et al., 2018; Yu et al., 2022).

For the MSCLE, we use the assumed model structure to derive the subsampled conditional likelihood, so if the subsampling probabilities also depend on the data then the MSCLE is not consistent to the same limit as the full data MLE when the assumed model structure is misspecified. The MSCLE is consistent to the $\theta_{ls}$ that solves the following population estimation equation if the assumed model is misspecified,

$$E_l^t\left[E^w\left\{\ell(\theta_{ls}; x, y)\pi(x, y; \vartheta) | x\right\} - E^w\left\{\pi(x, y; \vartheta) | x\right\}\right] = 0,$$

where $E^w$ is the expectation under the assumed working model and $\vartheta$ the fixed parameter in calculating the sampling probabilities. Clearly, $\theta_l$ and $\theta_{ls}$ are different in general, although they can be the same under the special case of the local case-control subsampling.

For an illustration, consider the problem under the more specific class of binary response models discussed in Section 6.2.1. For this class of models, (77) and (78) are simplified as

$$E_x\left[p_l(x) - p(x^T \theta_l)\right]b'(x^T \theta_l)x = 0, \quad (79)$$

and

$$E_x\left[p_l(x) - p(x^T \theta_{ls})\right]\frac{\pi(x, 0; \vartheta)\pi(x, 1; \vartheta)}{p(x^T \theta_{ls})\pi(x, 1; \vartheta) + \{1 - p(x^T \theta_{ls})\}\pi(x, 0; \vartheta)}b'(x^T \theta_{ls})x = 0, \quad (80)$$

respectively, where $E_x$ is the expectation respect to the distribution of $x$ and $p_l(x)$ is the true probability of $y = 1$ given $x$. If the subsampling probabilities do not depend on the data, i.e., $\pi(x, y; \vartheta)$ is a consistent across the data distribution, then (79) and (80) are identical, meaning that the MSCLE is consistent to the full data MLE. In general for a correctly specified model, $p_l(x) = p(x^T \theta_l)$ at the true parameter $\theta_l$ and thus (79) and (80) are both true when $\theta_l = \theta_{ls} = \theta_l$. For a misspecified model, heuristically, the $\theta_l$ in (79) tries to make $p(x^T \theta_l)$ to be close to $p_l(x)$ and thus it is a reasonable value to consider. On the other hand, the $\theta_{ls}$ in (80) also tries to make $p(x^T \theta_{ls})$ to be close to $p_l(x)$, and thus it is also a reasonable value for the parameter when the model is misspecified. It is difficult to argue which of $\theta_l$ and $\theta_{ls}$ is better, because the true $p_l(x)$ is unknown and the definition of the closeness of $p(x^T \theta)$ to $p_l(x)$ varies. For example, the $\theta_l$s that minimize $E_x[(p_l(x) - p(x^T \theta))^2]$ and $E_x[|p_l(x) - p(x^T \theta)|]$ are typically different although they are both reasonable objectives, and there is no easy way to tell whether $\theta_l$ or $\theta_{ls}$ is closer to any of them.
Specifically, if the sampling probabilities in (48) are used for logistic regression \((b'(\cdot) = 1)\) and assume that the pilot \(\vartheta = \theta_{ts}\), then (80) simplifies to
\[
E_x \left[ \{p_t(x) - p(x^T\theta_{ts})\}h(x)x \right] = 0. \tag{81}
\]
We see that \(\theta_{ts}\) in (81) is in general different from \(\theta_t\) unless \(h(x) = 1\). Again, the \(\theta_{ts}\) in the above population estimation equation also seems to be a reasonable target if the model is misspecified. Existing investigations on optimal subsampling focus on defining the \(h\) to improve the subsample performance under model misspecifications is also interesting and it requires future investigations.

8. Numerical experiments

8.1 Multi-class logistic regression

We demonstrate the performance of the proposed MSCLE estimator using the multi-class logistic regression model discussed in Section 6.2.2. We set the full data sample size \(N = 10^6\), and let the subsample sizes be \(n = 500; 1000; 1500;\) and \(2000\). We assume that the responses have three possible categories \((K = 3)\), and let the dimension of the covariates \(x_i = (1, x_{1,i}^T)\)'s be \(d = 4\) where the first element of one is for the intercept parameters. For this setup, the dimension of the unknown regression coefficient vector is eight, and we set the true parameter to be \(\theta_{-K} = (0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4)^T\) when generating the data. To generate the covariates corresponding to the slope parameters, \(x_{-1,i}\)'s, we consider the following distributions.

(a) Multivariate normal distribution \(x_{-1,i} \sim \mathcal{N}(0, \Omega)\), where the \((i, j)\)-th element of \(\Omega\) is \(\Sigma_{i,j} = 0.5^{i-j}\) and \(I()\) is the indicator function. This distribution is symmetric with light tails. The resulting probabilities of the responses for the three possible categories are 0.3, 0.39, and 0.31, respectively.

(b) Multivariate log-normal distribution \(x_{-1,i} \sim \mathcal{LN}(0, \Omega)\), where \(x_{-1,i} = \exp(z_i), z_i \sim \mathcal{N}(0, \Omega)\), and \(\Omega\) is the same as defined in the above case a). This distribution is asymmetric and positively skewed. The resulting probabilities of the responses for the three possible categories are 0.22, 0.65, and 0.13, respectively.

(c) Multivariate \(t\) distribution, \(x_{-1,i} \sim \mathcal{T}_3(0, \Omega)\), where \(\Omega\) is defined in case a). This distribution is symmetric, and response composition is similar to case a). However, this distribution have heavier tails.

(d) Independent exponential distribution, \(x_{-1,i} \sim \mathcal{EXP}(1)\), where components of \(x_{-1,i}\) independently follow the standard exponential distribution. This distribution is asymmetric and positively skewed. The response composition is similar to case b).

We repeat the simulation for \(R = 1000\) times and calculate the empirical mean squared error (MSE) as \(R^{-1}\sum_{r=1}^R \| \hat{\theta}_{-K}^{(r)} - \theta_{-K} \|^2\), empirical variance as \(R^{-1}\sum_{r=1}^R \| \hat{\theta}_{-K}^{(r)} - \bar{\theta}_{-K} \|^2\) and empirical squared bias as \(\| \bar{\theta}_{-K} - \hat{\theta}_{-K} \|^2\), where \(\hat{\theta}_{-K}^{(r)}\) is the estimate at the \(r\)-th repetition and \(\bar{\theta}_{-K}\) is the average of \(\hat{\theta}_{-K}^{(r)}\)'s. In each repetition, we generate the full data set and
use a uniform sample of size 400 to calculate the pilot estimates. Results are presented in Figure 1. Since the empirical MSE is the sum of the asymptotic variance and empirical squared bias, we only plot the empirical variances and squared biases. For comparison, we also implement the commonly used IPW estimator (IPW) and a naive estimator (naive) that is obtained by maximizing $\sum_{i=1}^{N} \delta_i \ell(\theta; x_i, y_i)$. We implement both the gradient normal (GN) based sampling probability and the LUS probability. For the LUS probability, with $\gamma = N/n$, the average subsample size would be smaller than $n$ so the comparison would not be fair. Thus we have to set $\gamma$ to be smaller than $N/n$ for different distributions of $x$ in order to have a fair comparison. Since the sampling ratios $n/N$ considered here are small, this is equivalent to scale the LUS probability by numbers that are larger than one.

The simulation results in Figure 1 can be summarized as follows: 1) The variance is the dominating term in the MSE and the squared bias is a small term for the MSCLE and the IPW estimators. 2) The bias of the Naive estimator does not decrease to zero with the increase of the subsample size, which suggests that the naive estimator is subject to non-negligible biases. 3) Both the IPW estimator and our proposed MSCLE show that the variance decreases as the sample size increases. 3) In all scenarios for both the GN probability and the LUS probability, our proposed MSCLE has smaller MSEs than the IPW estimator, which confirms our theory in Theorem 6. We see that the GN probability outperforms the LUS probability especially if the responses are balanced or if the covariate distributions have heavy tails. This is because the LUS probability is designed specifically to address imbalanced data and it does not take into account the structure information in the variance matrix represented by $x$.

To examine the impact of misspecification in the pilot estimator, we run the aforementioned simulation with the same setting except that we use a wrong pilot estimator. Specifically, for each component of the pilot estimator obtained from the pilot sample, we add to it a random number generated from a uniform distribution between 1 and 2, and then we use this misspecified pilot estimator to implement the all the estimators in comparison. Results are presented in Figure 2.

From Figure 2, we see that the MSE gets larger for all the methods, especially for the naive estimator and the IPW estimator. This is because with this misspecified pilot estimator the resulting informative subamples are more different from the original data distribution. The inflation on the MSE due to the misspecified pilot estimator is much smaller for the MSCLE than that for the IPW estimator. The advantage of the MSCLE over the IPW estimator become more significant with the misspecified pilot estimator. One reason for this behavior is that adding a random bias to the pilot estimator $\tilde{\theta}_{\text{plt}}$ brings in additional variation to the estimated probabilities $\pi_N(x_i, y_i; \tilde{\theta}_{\text{plt}})$'s. These probabilities are in the denominators for the IPW estimator while they are in the expectation and then log-transformed for the MSCLE, so the additional variation expresses more significantly for the IPW estimator, resulting in a larger variance of the estimator. Another reason is that the GN sampling probability is a version of the L-optimal probabilities for the IPW estimator with consistent pilot (Wang et al., 2018; Ai et al., 2021; Yu et al., 2022), while it is not optimal for the MSCLE, so a systematic bias on the pilot has a larger negative impact on the IPW estimator. We have additional numerical experiments to investigate the effect of different levels of pilot misspecification on the final estimator. Please see the details in Section B.1 of the Appendix.
Figure 1: Log of empirical variances and squared biases (the smaller the better) of subsample estimators for different sample sizes in multi-class logistic regression.
Figure 2: Log of empirical variances and squared biases (the smaller the better) of subsample estimators for different sample sizes in multi-class logistic regression when the pilot estimator is misspecified.
To evaluate the performance of the asymptotic variance in Theorem 5, we also calculated the estimated variance by plug-in estimation. The results are reported in Figure 3. The empirical variances and the estimated variances are quite close, and this is the case for both the GN sampling probability and the LUS probability, conforming our theoretical result in Theorem 5.

The MSCLE needs to calculate $\pi_N(x_i; \theta | \hat{\theta}_{\text{plt}})$’s and may require more computational resources. However, this is done only on the selected subsample, so the actual difference for computational cost will not be large. To check this, we also recorded the computational costs in terms of CPU times and memory allocations for the MSCLE and the IPW estimator. As expected, the time differences would not be noticeable if we present the total time of calculating a subsample estimator and calculating $\pi_N(x_i, y_i; \hat{\theta}_{\text{plt}})$’s. To see the differences more clearly, we separated the times for calculating subsample estimators from those of calculating $\pi_N(x_i, y_i; \hat{\theta}_{\text{plt}})$’s. We implemented all the algorithm in Julia (Bezanson et al., 2017) on a Desktop running Ubuntu 20.04. We restricted all the calculations to use one thread of the CPU with a base frequency of 2,200 megahertz and a maximum boosted frequency of 4,549 megahertz. We repeated the simulation for 100 times, and calculated

Figure 3: Log of empirical variances and average estimated variances of subsample MSCLE for different sample sizes in multi-class logistic regression. Logarithm is taken for better presentation.

The MSCLE needs to calculate $\pi_N(x_i; \theta | \hat{\theta}_{\text{plt}})$’s and may require more computational resources. However, this is done only on the selected subsample, so the actual difference for computational cost will not be large. To check this, we also recorded the computational costs in terms of CPU times and memory allocations for the MSCLE and the IPW estimator. As expected, the time differences would not be noticeable if we present the total time of calculating a subsample estimator and calculating $\pi_N(x_i, y_i; \hat{\theta}_{\text{plt}})$’s. To see the differences more clearly, we separated the times for calculating subsample estimators from those of calculating $\pi_N(x_i, y_i; \hat{\theta}_{\text{plt}})$’s. We implemented all the algorithm in Julia (Bezanson et al., 2017) on a Desktop running Ubuntu 20.04. We restricted all the calculations to use one thread of the CPU with a base frequency of 2,200 megahertz and a maximum boosted frequency of 4,549 megahertz. We repeated the simulation for 100 times, and calculated
the average CPU times and memory allocations. We used a smaller number of iterations here because the variations of the computational costs across different repetitions are much smaller than that of the estimators.

Results for case (a) with multivariate normal covariates are reported in Table 1. Indeed, the MSCLE takes more time than the IPW, but the difference is very small and is negligible compared with the major time of calculating \( \pi_N(x_i, y_i; \hat{\vartheta}_{pit}) \)'s that both methods require. In terms of the memory allocations, the major cost is also on calculating \( \pi_N(x_i, y_i; \hat{\vartheta}_{pit}) \)'s. Here IPW uses a little more memory because we created an additional weighted covariate matrix in the implementation to save some CPU time. The difference on memory allocations is not significant either. Results for other covariate distributions are similar and thus we omit them.

Table 1: Average CPU times and Memory allocations for the multi-class logistic regression example. Here “calPI” is for the step of calculating sampling probabilities \( \pi_N(x_i, y_i; \hat{\vartheta}_{pit}) \)'s and taking subsamples.

<table>
<thead>
<tr>
<th></th>
<th>CPU time (millisecond)</th>
<th>Memory allocation (megabyte)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=500  1000  1500  2000</td>
<td>n=500  1000  1500  2000</td>
</tr>
<tr>
<td>MSCLE</td>
<td>0.28  0.45  0.62  0.77</td>
<td>0.88  1.72  2.56  3.40</td>
</tr>
<tr>
<td>IPW</td>
<td>0.27  0.41  0.54  0.71</td>
<td>0.89  1.78  2.64  3.53</td>
</tr>
<tr>
<td>calPI</td>
<td>41.17 39.18 38.99 38.19</td>
<td>160.38 160.41 160.44 160.47</td>
</tr>
<tr>
<td>Full</td>
<td>660.40</td>
<td>1,777.66</td>
</tr>
</tbody>
</table>

To exam the performance of the proposed method with a higher dimension, we also performed experiments using a setting considered in Han et al. (2020). Specifically, the conditional distribution of \( x_{-1,i} \) given \( y_i = 1_k \) is \( N(\mu_k, \Omega_k) \), for \( k = 1, 2, \) and 3. Here, \( \mu_1 \) is a 20 dimensional vector with the first ten elements being one and the last ten elements being zero; \( \mu_2 \) is a 20 dimensional vector with the first ten elements being zero and the last ten elements being one; \( \mu_2 \) is a 20 dimensional vector of zeros, and \( \Omega_k \)'s are all equal to the identity matrix. The marginal distribution of \( y_i \) is \( \mathbb{P}(y_i = 1_1) = \mathbb{P}(y_i = 1_3) = 0.1 \) and \( \mathbb{P}(y_i = 1_2) = 0.8 \). We consider two settings of sampling rates. The first setting is with \( N = 10^6 \) and \( n = 2000, 4000, 6000 \) and \( 10000 \), so the sampling rate \( n/N \) is low. For this low sampling rate, we can control the average sample size by scaling the LUS probability without affecting its form. The second setting is the same as that in Han et al. (2020) with \( N = 50000 \) and \( \gamma = 3, 2, \) and 1.1. For this setting the sampling rate is high and we cannot control the average sample size for the LUS probability without changing its form. We implemented the LUS probability with the given values of \( \gamma \), and then implemented the GN sampling probability with the actual average sample size acquired by the LUS probability. Figure 4 presents the empirical variances and squared biases for the two settings. The overall pattern here is similar to that with the low dimensional covariates. We omit the results for the naive estimator here because it is biased as seen in previous examples.
Figure 4: Log of empirical variances and squared biases (the smaller the better) of subsample estimators for different sample sizes in multi-class logistic regression with the setting of the LUS paper (Han et al., 2020).
8.2 Poisson regression

In this section, we consider the Poisson regression model discussed in Section 6.2.3. As in the previous example, we set the full data sample size $N = 10^6$, and let the subsample sizes be $n = 500; 1000; 1500; \text{and} 2000$. We let the dimension of the covariates $x_i = (1, x_{-1,i}^T)'$'s be $d = 7$ with the first element of one for the slope parameters. We set the true value of $\theta$ as a vector of 0.25’s to generate the data, and consider the following distributions for the covariates corresponding to the slope parameters, $x_{-1,i}$’s.

(a) Independent uniform distribution $x_{-1,i} \sim U(0, 1)$, where components of $x_{-1,i}$ independently follow the standard uniform distribution. This distribution has a bounded support and it is symmetric.

(b) Independent Beta distribution $x_{-1,i} \sim B(2, 5)$, where components of $x_{-1,i}$ independently follow the Beta distribution with parameters 2 and 5. This distribution has a bounded support and it is skewed to the right.

(c) Multivariate normal distribution $x_{-1,i} \sim N(0, \Omega)$, where $\Omega$ is defined similarly to that defined in Section 8.1. This distribution has an unbounded support and it is symmetric.

(d) Independent exponential distribution, $x_{-1,i} \sim \text{EXP}(2)$, where components of $x_{-1,i}$ independently follow the exponential distribution with rate parameter 2. This distribution has an unbounded support, and it is asymmetric and positively skewed.

Here, the distribution in case (a) is the Case 1 used in Yu et al. (2022). We also considered other cases of distributions used in their paper based on uniform distributions. The results are omitted because the relative performance of the three estimators are similar to that of case (a).

Again, we repeat the simulation for $R = 1000$ to calculate the empirical MSEs, variances, and squared biases, for the three estimators: the proposed MSCLE estimator, the IPW estimator, and the naive estimator (naive). Results on the empirical variances and squared biases are presented in Figure 5.

The simulation results in Figure 5 shows similar patterns of the simulation study in Section 8.1. The variance is the dominating term in the MSE for both the IPW estimator and the MSCLE. The bias of the naive estimator does not decrease with the subsample size. Both the IPW estimator and the MSCLE have smaller variances for larger sample sizes. The MSCLE is uniformly more efficient than the other estimators in terms of the variances.

For the computational costs, the relative pattern is very similar to that for the multiclass logistic regression and thus we omit the results.

We also have additional numerical results on the effect of pilot misspecification for Poisson regression. Please see them in Section B.2 of the Appendix.
Maximum sampled conditional likelihood for informative subsampling.

Figure 5: Log of empirical variances and squared biases (the smaller the better) of subsample estimators for different sample sizes in Poisson regression.

(a) $x_{-1,i}$’s are uniform

(b) $x_{-1,i}$’s are Beta

(c) $x_{-1,i}$’s are normal

(d) $x_{-1,i}$’s are exponential
Figure 6 plots the empirical variances and estimated variances to evaluate the performance of the asymptotic variance in Theorem 5 for Poisson regression. We see that the empirical variances and the estimated variances are very close, showing that the approximation based on the asymptotic distribution in Theorem 5 is accurate.

Figure 6: Log of empirical variances and estimated variance of subsample estimators for different sample sizes in Poisson regression. Logarithm is taken for better presentation.

8.3 Real data example: cover type data

To demonstrate the performance of the MSCLE, we applied it to the cover type data (Blackard and Dean, 1999). This dataset contains $N = 581,012$ observations on ten quantitative variables that measure geographical features and lighting conditions. The interest is to use these variables to build a model to predict the forest type. There are $K = 7$ forest types: Spruce/Fir (36.46%), Lodgepole Pine (48.76%), Ponderosa Pine (6.15%), Aspen (1.63%), Douglas-fir (2.99%), Krummholz (3.53%) and Cottonwood/Willow (0.427%), where the number in the parentheses is the percentage of the forest type in the full data set. We include an intercept in the model so $d = 11$ and the dimension of unknown parameter is $(K - 1)d = 66$. To fit a multi-class logistic regression model as in (61), we use the probabilities defined in (65) to take subsamples of sizes $n$ from the full data, and use the subsamples to train the model. Pilot estimates are obtained from subsamples of average
size 2000 taken according to proportional subsampling probabilities. Note that for real data the true data generating model is unknown and any parametric model may be subject to a certain level of model misspecification. We use the full data estimator as the “true parameter” and repeat the subsampling estimator for 1000 times to calculated empirical biases, variances, and MSEs.

Results are presented in Table 2. We present the squared biases so that they are directly comparable to the variances. For comparison, we obtained the IPW estimator (IPW) and the naive estimator (Naive), and also implement the uniform subsampling method (Uniform). In terms of MSE, MSCLE outperforms the IPW estimator, which outperforms the Uniform method. The Naive method has small variances, but its biases are large and do not seem to converge to zero.

Table 2: Empirical bias (squared), Variance (Var.) and the mean squared error (MSE) of the four subsample estimators for cover type data

<table>
<thead>
<tr>
<th></th>
<th>n = 4000</th>
<th></th>
<th>n = 6000</th>
<th></th>
<th>n = 8000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bias²</td>
<td>Var.</td>
<td>MSE</td>
<td>Bias²</td>
<td>Var.</td>
</tr>
<tr>
<td>MSCLE</td>
<td>25.73</td>
<td>248.27</td>
<td>273.74</td>
<td>14.53</td>
<td>120.17</td>
</tr>
<tr>
<td>IPW</td>
<td>22.97</td>
<td>325.70</td>
<td>348.35</td>
<td>6.76</td>
<td>163.67</td>
</tr>
<tr>
<td>Naive</td>
<td>146.04</td>
<td>231.76</td>
<td>377.57</td>
<td>146.73</td>
<td>118.05</td>
</tr>
</tbody>
</table>

8.4 Real data example: the MNIST data

In this section, we illustrate the advantage of the MSCLE over the IPW estimator using the famous MNIST data that is available at [http://yann.lecun.com/exdb/mnist/](http://yann.lecun.com/exdb/mnist/). The data has a training set with 60,000 instances and a testing set with 10,000 instances. Each instance is an image of a handwritten digit with 28 by 28 greyscale pixels. The goal is to train a model using the training set to predict the handwritten digits of \{0, 1, 2, ..., 9\} in the testing set. We implement the convolutional neural network LeNet-5 (LeCun et al., 1998) with Flux.jl (Innes, 2018), and use a subsample of average size \(n = 5,000\) out of \(N = 60,000\) (about 8.3% of the training data) to train the model.

To apply the sampling probabilities presented in (65), we use the norms of the of the 28 by 28 greyscale pixels to replace \(|x_i|'s\). Note that this does not give the GN sampling probability for this model. We adopt this simplified version of the sampling probability because the complicated model structure and high dimension (with 44,426 parameters) makes it difficult to calculate the real gradient norms. The pilot probabilities \(p(x_i, \theta_{plt})'s\) are obtained from a pilot model trained with 2,000 uniformly selected instances from the training set.

Due to the complexity of the model the parameters do not have explicit interpretations, so we report the test accuracy which is the percentage of correct classification in the testing set. Figure 7 plots the test accuracy against the epoch for the MSCLE and the IPW estimator. The epoch value is the number of passes throughout the entire training set that the mini batch gradient descent algorithm has completed. It is seen that the MSCLE outperforms the IPW estimator uniformly across epochs.

Again, no model can be the exact data generating model for real data, so although being a very rich model, the LeNet-5 model here may be subject to a certain level of
misspecification as well. As a matter of fact, since the number of parameters is much larger than the subsample size, some of the regularity assumptions in Section 4 may not hold. The promising performance in Figure 7 indicates that the proposed MSCLE may be applicable in more general scenarios than that restricted by the regularity assumptions in Section 4.

Figure 7: Classification accuracy (in percentage) on the test data against epoch in the training using subsamples of size $n = 5,000$ from the MNIST data.

9. Discussion

Subsampling is a useful technique for handling big data. To estimate the parameters with the subsample data, the inverse probability IPW estimator have been used as a gold standard method. In this paper, we consider an alternative method of parameter estimation using the sampled conditional likelihood function. The resulting MSCLE is consistent and is more efficient than the IPW estimator. The computation for obtaining MSCLE requires computing the bias-adjustment term in the naive (complete-case) method. Explicit closed-form formula for the bias-adjustment terms are given in Section 6.

To obtain efficient subsampling probabilities, we need consistent estimates of the model parameters. In this paper, we assume that an independent pilot subsample is available outside of the current sample. In this case, the theory can be developed as presented in Section 4. Otherwise, one can consider an adaptive estimation method which simultaneously updates the parameter estimates and the corresponding selection probabilities. Such adaptive methods introduce additional computational burden and also theoretical challenges. In addition, the subsampling idea is closely related with reservoir sampling (Efraimidis and Spirakis, 2006) which is a useful tool for handling streaming data. Thus, the proposed MSCLE can be used to handle the reservoir sample with unequal selection probabilities. Such extensions will be the topics for future research.
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Appendix A. Proofs and technical details

A.1 Proof of Theorem 1

For any functions \( h_1(x, y) \) and \( h_2(x) \), assuming integrability in the following, we have

\[
\mathbb{E}\{\delta h_1(x, y)h_2(x)\} = \mathbb{E}[\delta h_2(x)\mathbb{E}\{h_1(x, y) \mid \delta, x\}]
\]
\[
= \mathbb{E}[\pi(x, y)h_2(x)\mathbb{E}\{h_1(x, y) \mid x, \delta = 1\} \mid x, y]
\]
\[
= \mathbb{E}[\mathbb{E}\{h_2(x)\mathbb{E}\{h_1(x, y) \mid x, \delta = 1\} \mid x, y\}]
\]
\[
= \mathbb{E}[\delta h_2(x)\mathbb{E}\{h_1(x, y) \mid x, \delta = 1\}].
\] (A.1)

The estimator \( \hat{\theta}_S \) is the maximizer of \( \ell_S(\theta) \) in (5), so \( \sqrt{N}(\hat{\theta}_S - \theta) \) is the maximizer of \( \gamma(\eta) = \ell_S(\theta + \eta/\sqrt{N}) - \ell_S(\theta) \). By Taylor’s expansion,

\[
\gamma(\eta) = \frac{1}{\sqrt{N}} \eta^T \hat{\ell}_S(\theta) + \frac{1}{2N} \eta^T \hat{\ell}_S(\theta)\eta + R,
\] (A.2)

where \( R = o_p(1) \) because Assumption 2 indicates that

\[
|R| \leq \frac{d^2\|\eta\|^3}{3N^{1/2}} \times \frac{1}{N} \sum_{i=1}^{N} B(x_i, y_i) = o_p(1).
\] (A.3)

For \( \hat{\ell}_S(\theta) = \sum_{i=1}^{N} \hat{\ell}_S(\theta; x_i, y_i) \), \( \hat{\ell}_S(\theta; x_i, y_i) \) are i.i.d. random vectors. Let \( h_1(x_i, y_i) = \hat{\ell}(\theta; x_i, y_i) \) and \( h_2(x_i) = 1 \) in (A.1), we know that \( \mathbb{E}\{\hat{\ell}_S(\theta; x_i, y_i)\} = 0 \), and using (8) we have

\[
\nabla\{\hat{\ell}_S(\theta; x_i, y_i)\} = \mathbb{E}\left(\delta[\hat{\ell}(\theta; x, y) - \mathbb{E}\{\hat{\ell}(\theta; x, y) \mid x, \delta = 1\}]^{\otimes 2}\right)
\] (A.4)
\[
= \mathbb{E}\left(\delta[\hat{\ell}^{\otimes 2}(\theta; x, y) - \mathbb{E}^{\otimes 2}\{\hat{\ell}(\theta; x, y) \mid x, \delta = 1\}]\right)
\] (A.5)
\[
= \mathbb{E}\left(\delta[\hat{\ell}^{\otimes 2}(\theta; x, y) - \mathbb{E}^{\otimes 2}\{\hat{\ell}(\theta; x, y)\pi(x, y) \mid x\}]\frac{1}{\pi^2(x; \theta)}\right) = \Sigma_\theta.
\] (A.6)

Thus, from the central limit theorem,

\[
\frac{1}{\sqrt{N}} \hat{\ell}_S(\theta) \overset{D}{\rightarrow} \mathbb{N}(0, \Sigma_\theta).
\] (A.7)

Now we investigate the Hessian matrix

\[
\frac{1}{N} \hat{\ell}_S(\theta) = \frac{1}{N} \sum_{i=1}^{N} \delta_i[\hat{\ell}(\theta; x_i, y_i) - \mathbb{E}\{\hat{\ell}(\theta; x_i, y_i) \mid x_i, \delta_i = 1\}]
\]
Note that $\Delta_1$ is an average of i.i.d terms, and from Assumption 1 and (A.1), we know that $\mathbb{E}(\Delta_1) = 0$. Thus, from the strong law of large numbers, $\Delta_1 = o(1)$ almost surely.

Under Assumptions 1 and 2, and the fact that $\pi(x, y)$ is bounded above by one, derivatives can pass the integration sign in $\int f(y \mid x; \theta)\pi(x, y)dy$ by the dominated convergence theorem. Thus, using (7) we have

$$
- \frac{1}{N} \sum_{i=1}^{N} \delta_i \left[ \int \hat{\ell}(\theta; x_i, y_i) f^T(y_i \mid x_i, \delta_i = 1; \theta)dy \right]
\equiv \Delta_1 - H_N.
$$

(A.8)

Thus, using (7) we have

$$
\dot{f}(y_i \mid x_i, \delta_i = 1; \theta) = \frac{f(y_i \mid x_i, \theta)\pi(x_i, y_i)}{\pi(x_i; \theta)} - \frac{f(y_i \mid x_i; \theta)\pi(x_i, y_i)\mathbb{E}\{\hat{\ell}(\theta; x_i, y_i)\pi(x_i, y) \mid x_i\}}{\pi^2(x_i; \theta)}
\equiv \frac{\dot{\ell}(\theta; x_i, y_i)\pi(x_i, y_i)f(y_i \mid x_i; \theta)\pi(x_i, y_i)\mathbb{E}\{\hat{\ell}(\theta; x_i, y_i)\pi(x_i, y) \mid x_i\}}{\pi^2(x_i; \theta)} - \frac{f(y_i \mid x_i; \theta)\pi(x_i, y_i)\mathbb{E}\{\hat{\ell}(\theta; x_i, y_i)\pi(x_i, y) \mid x_i\}}{\pi^2(x_i; \theta)}.
$$

(A.9)

Thus, we have that

$$
H_N = \frac{1}{N} \sum_{i=1}^{N} \delta_i \left[ \int \hat{\ell}(\theta; x_i, y_i) f^T(y \mid x_i, \delta_i = 1; \theta)dy \right]
= \frac{1}{N} \sum_{i=1}^{N} \delta_i \left[ \mathbb{E}\{\hat{\ell}^2(\theta; x_i, y_i)\pi(x_i, y_i) \mid x_i\} - \frac{\mathbb{E}\{\hat{\ell}(\theta; x_i, y_i)\pi(x_i, y) \mid x_i\}}{\pi^2(x_i; \theta)} \right].
$$

(A.10)

Since $H_N$ is an average of i.i.d terms, and (8) and (A.1) tells us that its expectation is $\mathbb{E}(H_N) = \Sigma_\theta$, from the strong law of large numbers, $H_N \rightarrow \Sigma_\theta$ almost surely. Therefore,

$$
- \frac{1}{N} \hat{\ell}(\theta) = \Sigma_\theta + o_P(1).
$$

(A.11)

From (A.2), (A.7) and (A.12), applying the Basic Corollary in page 2 of Hjort and Pollard (2011) finishes the proof.

A.2 Proofs of Theorem 2

Let $\ell_S(\theta; x, y) = \log\{f(y \mid x, \delta = 1; \theta)\}$. Note that $\mathbb{E}\{\delta U(\theta; x, y) \mid x\} = 0$. Using

$$
\frac{\partial}{\partial \theta} \mathbb{E}\{\delta U(\theta; x, y) \mid x\} = \mathbb{E}\{\delta \dot{U}(\theta; x, y) \mid x\} + \mathbb{E}\{\delta U(\theta; x, y)\hat{\ell}_S^T(\theta; x, y) \mid x\},
$$

we have

$$
\mathbb{E}\{\delta U(\theta; x, y)\hat{\ell}_S^T(\theta; x, y)\} = -\mathbb{E}\{\delta \hat{U}(\theta; x, y)\} = -M_\theta.
$$

Hence, by calculating the variance covariance matrix

$$
\nabla\{\delta M_\theta^{-1}U(\theta; x, y) + \delta \Sigma_\theta^{-1}\hat{\ell}_S(\theta; x, y)\}
= \nabla\{\delta M_\theta^{-1}U(\theta; x, y)\} + M_\theta^{-1}\mathbb{E}\{\delta U(\theta; x, y)\hat{\ell}_S^T(\theta; x, y)\}\Sigma_\theta^{-1}
$$
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we have proved (14). Now, we know that the equality holds if $T(\theta) := \delta \Sigma^{-1}_\theta U(\theta; x, y) + \delta \Sigma^{-1}_\theta \ell_S(\theta; x, y)$ is a constant vector. Since $E\{T(\theta)\} = 0$, we have $T(\theta) = 0$, or $U(\theta; x, y) = -M_\theta \Sigma^{-1}_\theta \ell_S(\theta; x, y)$. This completes the proof.

A.3 Proof of Theorem 5

Under Assumptions 1’ and 2’, and the fact that $\pi_N(x, y; \theta)$ is bounded above by one, we know that derivatives can pass the integration sign in \( \int f(y \mid x; \theta) \pi_N(x, y; \hat{\theta}_{\text{plt}}) \) dy by the dominated convergence theorem. The score function for $\ell_S(\theta \mid \hat{\theta}_{\text{plt}})$ can be written as

\[
\dot{\ell}_S(\theta \mid \hat{\theta}_{\text{plt}}) = \sum_{i=1}^N \delta_i [\dot{\ell}(\theta; x_i, y_i) - \int \dot{\ell}(\theta; x_i, y) f(y \mid x_i, \delta = 1; \hat{\theta}_{\text{plt}}) dy], \tag{A.13}
\]

\[
= \sum_{i=1}^N \delta_i [\dot{\ell}(\theta; x_i, y_i) - E\{\dot{\ell}(\theta; x_i, y_i) \mid x_i, \delta = 1; \hat{\theta}_{\text{plt}}\}], \tag{A.14}
\]

where

\[
f(y_i \mid x_i, \delta = 1, \hat{\theta}_{\text{plt}}) = \frac{f(y_i \mid x_i, \hat{\theta}_{\text{plt}}) \pi(x_i, y_i)}{\int f(y \mid x_i, \hat{\theta}_{\text{plt}}) \pi(x_i, y) dy}. \tag{A.15}
\]

Similarly to (A.1), for any functions $h_1(x, y)$ and $h_2(x)$, we have

\[
E\{\delta h_1(x, y) h_2(x) \mid \hat{\theta}_{\text{plt}}\} = E\left[\delta h_2(x) E\{h_1(x, y) \mid \delta, x\} \mid \hat{\theta}_{\text{plt}}\right]
= E\left[\pi_N(x, y; \hat{\theta}_{\text{plt}}) h_2(x) E\{h_1(x, y) \mid x, \delta = 1\} \mid x, y; \hat{\theta}_{\text{plt}}\right]
= E\left[\delta h_2(x) E\{h_1(x, y) \mid x, \delta = 1\} \mid x, y; \hat{\theta}_{\text{plt}}\right]
= E\left[\delta h_2(x) E\{h_1(x, y) \mid x, \delta = 1\} \right] \hat{\theta}_{\text{plt}}\right] \tag{A.16}
\]

Now we prove Theorem 5. Since $\hat{\theta}_{s, \hat{\theta}_{\text{plt}}}$ is the maximizer of $\ell_S(\theta \mid \hat{\theta}_{\text{plt}})$, $\sqrt{n}(\hat{\theta}_{s, \hat{\theta}_{\text{plt}}} - \theta)$ is the maximizer of $\gamma(\eta \mid \hat{\theta}_{\text{plt}}) = \ell_S(\theta, \eta) / \sqrt{n} - \ell_S(\theta \mid \hat{\theta}_{\text{plt}})$. By Taylor’s expansion,

\[
\gamma(\eta \mid \hat{\theta}_{\text{plt}}) = \frac{1}{\sqrt{n}} \eta^T \ell_S(\theta \mid \hat{\theta}_{\text{plt}}) + \frac{1}{2n} \eta^T \ell_S(\theta \mid \hat{\theta}_{\text{plt}}) \eta + R, \tag{A.17}
\]

where $R = o_P(1)$. We show why $R$ is a small term in probability in the following. By (20) and (21) of Assumption 2’, $R$ satisfies that

\[
|R| \leq \frac{d^3 \|\eta\|^3}{3} \times \frac{1}{n^{3/2}} \sum_{i=1}^N \delta_i B_{\hat{\theta}_{\text{plt}}} (x_i, y) \equiv \frac{d^3 \|\eta\|^3}{3} \times \Delta. \tag{A.18}
\]

For any constant $\epsilon > 0$, from Markov’s inequality,

\[
P(\Delta > \epsilon \mid \hat{\theta}_{\text{plt}}) \leq \frac{N \int \pi_N(x, y; \hat{\theta}_{\text{plt}}) B(x, y) f(y \mid x; \theta) dy}{n^{3/2} \epsilon} = o_P(1), \tag{A.19}
\]

\]

Maximum sampled conditional likelihood for informative subsampling
where the last step above is because (22) and the fact that \( \hat{\theta}_{\text{plt}} \) is independent of the data imply that \( N^{-1}E\{\tau_N(x, y) \mid \hat{\theta}_{\text{plt}}\}B_{\hat{\theta}_{\text{plt}}}(x, y) \mid \hat{\theta}_{\text{plt}}\} = O_P(1) \). Because a conditional probability is a bounded random variable, \( \mathbb{P}(\Delta > \epsilon) = \mathbb{E}\{\mathbb{P}(\Delta > \epsilon \mid \hat{\theta}_{\text{plt}})\} \rightarrow 0 \), indicating that \( \Delta = o_P(1) \), and therefore \( R = o_P(1) \).

For \( \hat{\ell}_S(\theta \mid \widehat{\theta}_{\text{plt}}) \), it is a sum of i.i.d terms conditionally on \( \widehat{\theta}_{\text{plt}} \). Let \( h_1(x, y) = \hat{\ell}(\theta; x, y) \) and \( h_2(x) = 1 \) in (A.16), we know that \( \mathbb{E}\{\hat{\ell}_S(\theta \mid \widehat{\theta}_{\text{plt}}) \mid \widehat{\theta}_{\text{plt}}\} = 0; \) and using a similar procedure to obtain (A.6), we have

\[
\frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\{\|\hat{\ell}_S(\theta; x_i, y_i) \mid \widehat{\theta}_{\text{plt}}\|^2 I(\|\hat{\ell}_S(\theta; x_i, y_i) \mid \widehat{\theta}_{\text{plt}}\|^2 > n\epsilon) \mid \widehat{\theta}_{\text{plt}}\} \\
= \frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\{\|\hat{\ell}_S(\theta; x_i, y_i) \mid \widehat{\theta}_{\text{plt}}\|^4 \mid \widehat{\theta}_{\text{plt}}\} \\
\leq \frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\{\|\hat{\ell}(\theta; x, y) \mid \widehat{\theta}_{\text{plt}}\|^4 \mid \widehat{\theta}_{\text{plt}}\} \\
= \frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\{\|\hat{\ell}(\theta; x, y) \mid \widehat{\theta}_{\text{plt}}\|^4 \mid \widehat{\theta}_{\text{plt}}\} \\
= \frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\{\tau_N(x, y) \mid \hat{\theta}_{\text{plt}}\|^4 \mid \hat{\theta}_{\text{plt}}\} \\
= O_P(1),
\]

where the convergence in probability in the last step is due to Assumption 3. Note that \( \hat{\ell}_S(\theta; x_i, y_i \mid \hat{\theta}_{\text{plt}}) = \delta_i[\hat{\ell}(\theta; x_i, y_i) - \mathbb{E}\{\hat{\ell}(\theta; x_i, y_i) \mid x_i, \delta_i = 1; \hat{\theta}_{\text{plt}}\}] \). We check the Lindeberg-Feller condition given \( \hat{\theta}_{\text{plt}} \). For any \( \epsilon > 0 \),

\[
\frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\{\|\hat{\ell}_S(\theta; x_i, y_i) \mid \widehat{\theta}_{\text{plt}}\|^2 I(\|\hat{\ell}_S(\theta; x_i, y_i) \mid \widehat{\theta}_{\text{plt}}\|^2 > n\epsilon) \mid \widehat{\theta}_{\text{plt}}\} \\
= \frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\{\|\hat{\ell}_S(\theta; x_i, y_i) \mid \widehat{\theta}_{\text{plt}}\|^4 \mid \widehat{\theta}_{\text{plt}}\} \\
\leq \frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\{\|\hat{\ell}(\theta; x, y) \mid \widehat{\theta}_{\text{plt}}\|^4 \mid \widehat{\theta}_{\text{plt}}\} \\
= \frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\{\|\hat{\ell}(\theta; x, y) \mid \widehat{\theta}_{\text{plt}}\|^4 \mid \hat{\theta}_{\text{plt}}\} \\
= \frac{16N}{\epsilon} \mathbb{E}\{\tau_N(x, y) \mid \hat{\theta}_{\text{plt}}\|^4 \mid \hat{\theta}_{\text{plt}}\} \\
= o_P(1),
\]

where the last step is because (18) in Assumption 1 and the fact that \( \hat{\theta}_{\text{plt}} \) is independent of the data imply that

\[
\frac{N}{n} \mathbb{E}\{\tau_N(x, y) \mid \hat{\theta}_{\text{plt}}\|^4 \mid \hat{\theta}_{\text{plt}}\} = O_P(1). \tag{A.21}
\]

Thus, from the Lindeberg-Feller central limit theorem, conditionally on \( \hat{\theta}_{\text{plt}} \),

\[
\frac{1}{\sqrt{n}} \hat{\ell}_S(\theta \mid \hat{\theta}_{\text{plt}}) \overset{D}{\rightarrow} \mathbb{N}(0, \Sigma_{\theta, \theta_{\text{plt}}}). \tag{A.22}
\]

Now we investigate the Hessian matrix. Note that

\[
\mathbb{E}\{\hat{\ell}(\theta; x, y) \mid x, \delta = 1; \hat{\theta}_{\text{plt}}\} = \int \hat{\ell}(\theta; x, y)f(y \mid x, \delta = 1; \hat{\theta}_{\text{plt}})dy, \tag{A.23}
\]
where \( f(y \mid x, \delta = 1, \tilde{\theta}_{\text{pit}}) \) is the density of \( y \) conditional on \( x, \delta = 1 \), and \( \tilde{\theta}_{\text{pit}} \). We have

\[
\frac{1}{n} \tilde{S}(\theta \mid \tilde{\theta}_{\text{pit}}) = \frac{1}{n} \sum_{i=1}^{N} \delta_i \left[ \tilde{\ell}(\theta; x_i, y_i) - \mathbb{E}\{\tilde{\ell}(\theta; x_i, y_i) \mid x_i, \delta_i = 1; \tilde{\theta}_{\text{pit}}\} \right]
- \frac{1}{n} \sum_{i=1}^{N} \delta_i \left[ \int \tilde{\ell}(\theta; x_i, y_i) f^T(y_i \mid x_i, \delta_i = 1, \tilde{\theta}_{\text{pit}}) dy \right]
\equiv \Delta_2 - \mathbf{H}_{N}^{\tilde{\theta}_{\text{pit}}}.
\]
(A.24)

From (A.16), we know that \( \mathbb{E}(\Delta_2) = 0 \). For the \( j_1, j_2 \)-th element of \( \Delta_2, \Delta_{2,j_1,j_2} \),

\[
\mathbb{E}\left( \Delta_{2,j_1,j_2} \mid \tilde{\theta}_{\text{pit}} \right)
= \frac{1}{n} \sum_{i=1}^{N} \mathbb{E}\left( \delta_i \left[ \tilde{\ell}_{j_1,j_2}(\theta; x_i, y_i) - \mathbb{E}\{\tilde{\ell}_{j_1,j_2}(\theta; x_i, y_i) \mid x_i, \delta_i = 1; \tilde{\theta}_{\text{pit}}\}\right]^{2} \mid \tilde{\theta}_{\text{pit}} \right)
\leq \frac{2}{n^2} \sum_{i=1}^{N} \mathbb{E}\left( \delta_i \left[ \|\tilde{\ell}(\theta; x_i, y_i)\|^2 + \|\mathbb{E}\{\tilde{\ell}(\theta; x_i, y_i) \mid x_i, \delta_i = 1; \tilde{\theta}_{\text{pit}}\}\|^2 \right] \mid \tilde{\theta}_{\text{pit}} \right)
\leq \frac{2}{n^2} \sum_{i=1}^{N} \mathbb{E}\left( \delta_i \left[ \|\tilde{\ell}(\theta; x_i, y_i)\|^2 + \|\mathbb{E}\{\tilde{\ell}(\theta; x_i, y_i) \mid x_i, \delta_i = 1; \tilde{\theta}_{\text{pit}}\}\|^2 \right] \mid \tilde{\theta}_{\text{pit}} \right)
= \frac{4N}{n^2} \mathbb{E}\left( \pi_N(x, y; \tilde{\theta}_{\text{pit}}) \|\tilde{\ell}(\theta; x, y)\|^2 \mid \tilde{\theta}_{\text{pit}} \right) = O_P(1),
\]

where the last step is because (19) of Assumption 1′ and the fact that the \( \tilde{\theta}_{\text{pit}} \) is independent of the data imply that \( Nn^{-1} \mathbb{E}\{\pi_N(x, y; \tilde{\theta}_{\text{pit}}) \|\tilde{\ell}(\theta; x, y)\|^2 \mid \tilde{\theta}_{\text{pit}}\} = O_P(1) \). Thus, \( \Delta_2 \overset{P}{\to} 0 \).

The partial derivative of \( f(y_i \mid x_i, \delta_i = 1, \tilde{\theta}_{\text{pit}}) \) with respect to \( \theta \) is

\[
\tilde{f}(y_i \mid x_i, \delta_i = 1, \tilde{\theta}_{\text{pit}}) = \frac{\tilde{f}(y_i \mid x_i; \theta) \pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}})}{\mathbb{E}\{\pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}}) \mid x_i, \tilde{\theta}_{\text{pit}}\}}
- \frac{f(y_i \mid x_i; \theta) \pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}}) \mathbb{E}\{\tilde{\ell}(\theta; x_i, y_i) \pi(x_i, y; \tilde{\theta}_{\text{pit}}) \mid x_i, \tilde{\theta}_{\text{pit}}\}}{\mathbb{E}^2\{\pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}}) \mid x_i, \tilde{\theta}_{\text{pit}}\}}
= \frac{\ell(\theta; x_i, y_i) \pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}}) f(y_i \mid x_i; \theta)}{\mathbb{E}\{\pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}}) \mid x_i, \tilde{\theta}_{\text{pit}}\}}
- \frac{f(y_i \mid x_i; \theta) \pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}}) \mathbb{E}\{\tilde{\ell}(\theta; x_i, y_i) \pi(x_i, y; \tilde{\theta}_{\text{pit}}) \mid x_i, \tilde{\theta}_{\text{pit}}\}}{\mathbb{E}^2\{\pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}}) \mid x_i, \tilde{\theta}_{\text{pit}}\}}.
\]

Thus, we have that

\[
\mathbf{H}_{N}^{\tilde{\theta}_{\text{pit}}} = \frac{1}{n} \sum_{i=1}^{N} \delta_i \left[ \int \tilde{\ell}(\theta; x_i, y_i) f^T(y \mid x_i, \delta_i = 1, \tilde{\theta}_{\text{pit}}) dy \right]
\]

\[
= \frac{1}{n} \sum_{i=1}^{N} \delta_i \left[ \frac{\mathbb{E}\{\tilde{\ell}\otimes2(\theta; x_i, y_i) \pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}}) \mid x_i, \tilde{\theta}_{\text{pit}}\}}{\mathbb{E}\{\pi_N(x_i, y_i; \tilde{\theta}_{\text{pit}}) \mid x_i, \tilde{\theta}_{\text{pit}}\}} \right].
\]
- $\frac{\mathbb{E}^2\{\hat{\ell}(\theta; x_i, y_i)\pi(x_i, y; \tilde{\theta}_{\text{plt}}) \mid x_i, \tilde{\theta}_{\text{plt}}\}}{\mathbb{E}^2\{\pi_N(x_i, y_i; \tilde{\theta}_{\text{plt}}) \mid x_i, \tilde{\theta}_{\text{plt}}\}}$. 

Now we exam the limit of $H_{N_{\text{plt}}}^{\tilde{\theta}}$. First, the expectation satisfies that

$$
\mathbb{E}(H_{N_{\text{plt}}}^{\tilde{\theta}} \mid \tilde{\theta}_{\text{plt}}) = \frac{N}{n} \mathbb{E}\left[\hat{\ell}^2(\theta; x, y)\pi_N(x, y; \tilde{\theta}_{\text{plt}}) - \frac{\mathbb{E}^2\{\hat{\ell}(\theta; x, y)\pi_N(x, y; \tilde{\theta}_{\text{plt}}) \mid x, \tilde{\theta}_{\text{plt}}\}}{\mathbb{E}\{\pi_N(x, y; \tilde{\theta}_{\text{plt}}) \mid x, \tilde{\theta}_{\text{plt}}\}} \mid \tilde{\theta}_{\text{plt}}\right] = \Sigma_N \tilde{\theta}_{\text{plt}}.
$$

By the continuous mapping theorem, Assumption 3’, and the fact that $\tilde{\theta}_{\text{plt}}$ is independent of the data, we know that $\mathbb{E}(H_{N_{\text{plt}}}^{\tilde{\theta}} \mid \tilde{\theta}_{\text{plt}}) = \Sigma_N \tilde{\theta}_{\text{plt}} \xrightarrow{P} \Sigma_{\theta, \varphi}$.

For the $j$-th diagonal element of $H_{N_{j,j}}$, using (A.16), we have

$$
\mathbb{V}(H_{N_{j,j}}^{\tilde{\theta}} \mid \tilde{\theta}_{\text{plt}}) = \frac{N}{n^2} \mathbb{V}\left[\frac{\mathbb{E}\{\hat{\ell}_j^2(\theta; x, y) \mid x, \delta = 1, \tilde{\theta}_{\text{plt}}\} - \mathbb{E}^2\{\hat{\ell}_j(\theta; x, y) \mid x, \delta = 1, \tilde{\theta}_{\text{plt}}\}}{\mathbb{E}\{\pi_N(x, y; \tilde{\theta}_{\text{plt}}) \mid x, \tilde{\theta}_{\text{plt}}\}} \mid \tilde{\theta}_{\text{plt}}\right]
$$

$$
\leq \frac{4N}{n^2} \mathbb{E}\left[\frac{\mathbb{E}\{\hat{\ell}_j(\theta; x, y) \mid x, \delta = 1, \tilde{\theta}_{\text{plt}}\}}{\mathbb{E}\{\pi_N(x, y; \tilde{\theta}_{\text{plt}}) \mid x, \tilde{\theta}_{\text{plt}}\}} \mid \tilde{\theta}_{\text{plt}}\right]
$$

$$
= \frac{4N}{n^2} \mathbb{E}\{\mathbb{E}\{\hat{\ell}(\theta; x, y) \mid x, \delta = 1, \tilde{\theta}_{\text{plt}}\} \mid \tilde{\theta}_{\text{plt}}\}
$$

$$
= \frac{4N}{n^2} \mathbb{E}\{\mathbb{E}\{\hat{\ell}(\theta; x, y) \mid x, \delta = 1, \tilde{\theta}_{\text{plt}}\} \mid \tilde{\theta}_{\text{plt}}\}
$$

where the last step is from (A.21). Thus, noting that $H_{N_{\text{plt}}}^{\tilde{\theta}} \geq 0$ and $\Sigma_N \tilde{\theta}_{\text{plt}} = \Sigma_{\theta, \varphi} + o_P(1)$, we know $H_{N_{\text{plt}}}^{\tilde{\theta}} = \Sigma_{\theta, \varphi} + o_P(1)$. Therefore,

$$
- \frac{1}{n}\hat{S}(\theta) \mid \tilde{\theta}_{\text{plt}} = \Sigma_{\theta, \varphi} + o_P(1) \quad (A.25)
$$

From (A.17), (A.22) and (A.25), applying the Basic Corollary in page 2 of Hjort and Pollard (2011) gives that for any constant vector $c$,

$$
\mathbb{P}\left\{\sqrt{n}(\hat{\theta}_{\text{plt}} - \theta) \leq c \mid \tilde{\theta}_{\text{plt}}\right\} \xrightarrow{P} \Phi(c),
$$

where $\Phi$ is the multivariate standard normal distribution function. Since a probability is bounded, this implies that

$$
\mathbb{P}\left\{\sqrt{n}(\hat{\theta}_{\text{plt}} - \theta) \leq c \mid \tilde{\theta}_{\text{plt}}\right\} \xrightarrow{P} \Phi(c),
$$

and this finishes the proof.
A.4 Proof of Theorem 6

Note that $\ell_S(\theta; x, y | \tilde{\theta}_{\text{plt}}) = \log \{ f(y | x, \delta = 1, \tilde{\theta}_{\text{plt}}; \theta) \}$. Taking partial derivatives of $\mathbb{E}\{\delta U_{\tilde{\theta}_{\text{plt}}} (\theta; x, y) | x, \tilde{\theta}_{\text{plt}} \} = 0$, we have

$$0 = \mathbb{E}\{\delta \tilde{U}_{\tilde{\theta}_{\text{plt}}} (\theta; x, y) \} + \mathbb{E}\{\delta U_{\tilde{\theta}_{\text{plt}}} (\theta; x, y) \ell_S^\xi (\theta; x, y | \tilde{\theta}_{\text{plt}}) | x, \tilde{\theta}_{\text{plt}} \},$$

which implies

$$\mathbb{E}\{\delta U_{\tilde{\theta}_{\text{plt}}} (\theta; x, y) \ell_S^\xi (\theta; x, y | \tilde{\theta}_{\text{plt}}) | \tilde{\theta}_{\text{plt}} \} = -\mathbb{E}\{\delta \tilde{U}_{\tilde{\theta}_{\text{plt}}} (\theta; x, y) | \tilde{\theta}_{\text{plt}} \}.$$

Hence, by calculating the variance covariance matrix conditional on $\tilde{\theta}_{\text{plt}}$,

$$\mathbb{V}\{\delta M_{\theta, \varphi}^{-1} U_{\tilde{\theta}_{\text{plt}}} (\theta; x, y) + \delta \Sigma_{\theta, \varphi}^{-1} \hat{\ell}_S (\theta; x, y | \tilde{\theta}_{\text{plt}}) | \tilde{\theta}_{\text{plt}} \} = \mathbb{V}\{\delta M_{\theta, \varphi}^{-1} U_{\tilde{\theta}_{\text{plt}}} (\theta; x, y) | \tilde{\theta}_{\text{plt}} \} + M_{\theta, \varphi}^{-1} \mathbb{E}\{\delta U_{\tilde{\theta}_{\text{plt}}} (\theta; x, y) \ell_S^\xi (\theta; x, y | \tilde{\theta}_{\text{plt}}) \Sigma_{\theta, \varphi}^{-1}
\leq \Sigma_{\theta, \varphi}^{-1} \mathbb{V}\{\delta \hat{\ell}_S (\theta; x, y | \tilde{\theta}_{\text{plt}}) U_{\tilde{\theta}_{\text{plt}}}^T (\theta; x, y) | \tilde{\theta}_{\text{plt}} \} (M_{\theta, \varphi}^{-1})^T
\leq \Sigma_{\theta, \varphi}^{-1} \mathbb{V}\{\delta \hat{\ell}_S (\theta; x, y | \tilde{\theta}_{\text{plt}}) \} \Sigma_{\theta, \varphi}^{-1},$$

$$= nN^{-1}\left\{ M_{\theta, \varphi}^{-1} V_{N, \varphi, \theta} (M_{\theta, \varphi}^{-1})^T - M_{\theta, \varphi}^{-1} M_{N, \tilde{\theta}_{\text{plt}}} \Sigma_{\theta, \varphi}^{-1}
\leq \Sigma_{\theta, \varphi}^{-1} (M_{\theta, \varphi}^{-1})^T + \Sigma_{\theta, \varphi}^{-1} (\Sigma_{N, \tilde{\theta}_{\text{plt}}} \Sigma_{\theta, \varphi}^{-1}) \right\} \{1 + o_P(1)\}$$

$$= nN^{-1}\left\{ M_{\theta, \varphi}^{-1} V_{\varphi, \theta} (M_{\theta, \varphi}^{-1})^T - \Sigma_{\theta, \varphi}^{-1} \right\} \{1 + o_P(1)\},$$

where the last step is from the continuous mapping theorem. Thus,

$$M_{\theta, \varphi}^{-1} V_{\varphi, \theta} (M_{\theta, \varphi}^{-1})^T - \Sigma_{\theta, \varphi}^{-1} = n^{-1} N \mathbb{V}\{(\delta M_{\theta, \varphi}^{-1} T_{N, \tilde{\theta}_{\text{plt}}} | \tilde{\theta}_{\text{plt}}) \} \{1 + o_P(1)\},$$

where

$$T_{N, \tilde{\theta}_{\text{plt}}} = U_{\tilde{\theta}_{\text{plt}}} (\theta; x, y) + M_{\theta, \varphi}^{-1} \Sigma_{\theta, \varphi}^{-1} \hat{\ell}_S (\theta; x, y | \tilde{\theta}_{\text{plt}}).$$

Letting $N \to \infty$, we know that $M_{\theta, \varphi}^{-1} V_{\varphi, \theta} (M_{\theta, \varphi}^{-1})^T \geq \Sigma_{\theta, \varphi}^{-1}$ in the Loewner ordering, and the equality holds if $n^{-1} N \mathbb{E}\{\delta \mathbb{V}T_{N, \tilde{\theta}_{\text{plt}}} | \tilde{\theta}_{\text{plt}}\} = o_P(1)$ because $\| \mathbb{V}(\delta M_{\theta, \varphi}^{-1} T_{N, \tilde{\theta}_{\text{plt}}} | \tilde{\theta}_{\text{plt}}) \| \leq \| M_{\theta, \varphi}^{-1} \| \mathbb{V}(\delta T_{N, \tilde{\theta}_{\text{plt}}} | \tilde{\theta}_{\text{plt}}) \| \| \leq \| M_{\theta, \varphi}^{-1} \|^2 \mathbb{E}\{\delta \mathbb{V}T_{N, \tilde{\theta}_{\text{plt}}} | \tilde{\theta}_{\text{plt}}\}|^2 \| \tilde{\theta}_{\text{plt}}\|$. 

A.5 Technical details for examples

A.5.1 Derivation of equation (66) for multi-class logistic regression

Derivation for the specific $\pi_N(x_i; y_i; \tilde{\theta}_{\text{plt}})$ in (66):

The sampled data log-likelihood function for $\theta$ (up to an additive constant) is

$$\ell_S(\theta | \tilde{\theta}_{\text{plt}}) = \sum_{i=1}^{N} \delta_i \left[ (y_i \otimes x_i)^T \theta - \log \left\{ \sum_{i=1}^{K} \exp(x_i^T \theta_i) \right\} - \log \mathbb{E}\{\| y_i - p(x_i, \tilde{\theta}_{\text{plt}}) \| | x_i, \tilde{\theta}_{\text{plt}} \} \right].$$

By direct calculation, we know that the score function is

$$\hat{\ell}_S(\theta | \tilde{\theta}_{\text{plt}}) = \sum_{i=1}^{N} \delta_i \left[ y_i - \frac{\mathbb{E}\{\| y_i - p(x_i, \tilde{\theta}_{\text{plt}}) \| | x_i, \tilde{\theta}_{\text{plt}} \}}{\mathbb{E}\{\| y_i - p(x_i, \tilde{\theta}_{\text{plt}}) \| | x_i, \tilde{\theta}_{\text{plt}} \}} \otimes x_i \right].$$
For $k = 1, \ldots, K$, when $y_{i,k} = 1$,

$$
\|y_i - p(x_i, \tilde{\theta}_{\text{plt}})\|^2 = \left\{1 - p_k(x_i, \tilde{\theta}_{\text{plt}})\right\}^2 + \sum_{l \neq k} p_l^2(x_i, \tilde{\theta}_{\text{plt}})
$$

$$
= 1 - 2p_k(x_i, \tilde{\theta}_{\text{plt}}) + \sum_{l=1}^K p_l^2(x_i, \tilde{\theta}_{\text{plt}}) = \exp(2\tilde{g}_{i,k}) \left\{ \sum_{l=1}^K p_l^2(x_i, \tilde{\theta}_{\text{plt}}) \right\}.
$$

Using the above expression, we obtain the following expectations.

$$
\mathbb{E}\{y_{i,k} \| y_i - p(x_i, \tilde{\theta}_{\text{plt}}) \| \mid x_i, \tilde{\theta}_{\text{plt}}\} = p_k(x_i, \theta) \exp(\tilde{g}_{i,k}) \left\{ \sum_{l=1}^K p_l^2(x_i, \tilde{\theta}_{\text{plt}}) \right\}^{1/2}, \quad \text{and}
$$

$$
\mathbb{E}\{\|y_i - p(x_i, \tilde{\theta}_{\text{plt}})\| \mid x_i, \tilde{\theta}_{\text{plt}}\} = \left\{ \sum_{k=1}^K p_k(x_i, \theta) \exp(\tilde{g}_{i,k}) \right\} \left\{ \sum_{l=1}^K p_l^2(x_i, \tilde{\theta}_{\text{plt}}) \right\}^{1/2}.
$$

Thus, the ratio is

$$
\frac{\mathbb{E}\{y_{i,k} \| y_i - p(x_i, \tilde{\theta}_{\text{plt}}) \| \mid x_i\}}{\mathbb{E}\{\|y_i - p(x_i, \tilde{\theta}_{\text{plt}})\| \mid x_i\}} = \frac{p_k(x_i, \theta) \exp(\tilde{g}_{i,k})}{\sum_{k=1}^K p_k(x_i, \theta) \exp(\tilde{g}_{i,k})} = \frac{\exp(x_i^T \theta_k + \tilde{g}_{i,k})}{\sum_{l=1}^K \exp(x_i^T \theta_l + \tilde{g}_{i,l})} = \hat{\rho}_{i,k}.
$$

**Derivation for general $\pi_N(x_i, y_i; \tilde{\theta}_{\text{plt}})$:**

From the facts of $\tilde{\pi}_N(x_i; \theta \mid \tilde{\theta}_{\text{plt}}) = \sum_{l=1}^K \pi_N(x_i, 1_l; \tilde{\theta}_{\text{plt}}) p_l(x_i, \theta)$ and $\partial p_l(x_i, \theta) / \partial \theta = p_l(x_i, \theta) (1 - p(x_i, \theta)) \odot x_i$, we know that

$$
\frac{\partial \log \tilde{\pi}_N(x_i; \theta \mid \tilde{\theta}_{\text{plt}})}{\partial \theta} = \sum_{l=1}^K \pi_N(x_i, 1_l; \tilde{\theta}_{\text{plt}}) \frac{\partial p_l(x_i, \theta)}{\partial \theta} = \frac{\sum_{l=1}^K \pi_N(x_i, 1_l; \tilde{\theta}_{\text{plt}}) \partial p_l(x_i, \theta)}{\sum_{l=1}^K \pi_N(x_i, 1_l; \tilde{\theta}_{\text{plt}}) p_l(x_i, \theta)} \odot x_i - p(x_i, \theta) \odot x_i.
$$

Note that with $\tilde{g}_{i,k} = \log \{\pi_N(x_i, 1_k; \tilde{\theta}_{\text{plt}})\}$, the $k$-th element of

$$
\frac{\sum_{l=1}^K \pi_N(x_i, 1_l; \tilde{\theta}_{\text{plt}}) p_l(x_i, \theta) 1_l}{\sum_{l=1}^K \pi_N(x_i, 1_l; \tilde{\theta}_{\text{plt}}) p_l(x_i, \theta)}
$$

is

$$
\pi_N(x_i, 1_k; \tilde{\theta}_{\text{plt}}) p_k(x_i, \theta) = \frac{\pi_N(x_i, 1_k; \tilde{\theta}_{\text{plt}}) e^{x_i^T \theta_k}}{\sum_{l=1}^K \pi_N(x_i, 1_l; \tilde{\theta}_{\text{plt}}) e^{x_i^T \theta_l}} = \frac{e^{x_i^T \theta_k + \tilde{g}_{i,k}}}{\sum_{l=1}^K e^{x_i^T \theta_l + \tilde{g}_{i,l}}} = \hat{\rho}_{i,k}.
$$

Thus the specific expression of (62) gives

$$
\hat{\ell}(\theta; x_i, y_i) - \frac{\partial \log \tilde{\pi}_N(x_i; \theta \mid \tilde{\theta}_{\text{plt}})}{\partial \theta} = \{y_i - p_{i}^{\theta}(\theta, \tilde{\theta}_{\text{plt}})\} \odot x_i,
$$

which finishes the proof.
A.5.2 Derivations of Equations (74), (75), and (76) for Poisson Regression

For non-negative integers \( m \) and \( k \), denote

\[
q(m, k) = \sum_{y=0}^{m} \frac{y^k e^{-\mu} \mu^y}{y!}.
\]

We have

\[
q(m, k) := \mu \sum_{y=1}^{m} \frac{e^{-\mu} \mu^{y-1}}{(y-1)!} y^{k-1} = \mu \sum_{y=0}^{m} \frac{e^{-\mu} \mu^{y}}{y!} (y+1)^{k-1} = \mu \sum_{l=0}^{k} \binom{k-1}{l} \mu \sum_{y=0}^{m} \frac{e^{-\mu} \mu^{y}}{y!} y^l
\]

Thus, we know that

\[
q(m, 0) = F(m; \mu), \\
q(m, 1) = \mu F(m-1; \mu), \\
q(m, 2) = \mu F(m-1; \mu) + \mu^2 F(m-2; \mu), \\
q(m, 3) = \mu F(m-1; \mu) + 3\mu^2 F(m-2; \mu) + \mu^3 F(m-3; \mu).
\]

Now, we derive the expectations. First,

\[
\mathbb{E}(y_i \mid y_i - \mu_i \mid x_i; \hat{\theta}_{plt}) = \sum_{y_i=0}^{\infty} e^{-\mu_i} \mu_i^{y_i} | y_i - \mu_i | = 2 \sum_{y_i=0}^{m_i} \frac{e^{-\mu_i} \mu_i^{y_i}}{y_i!} (\hat{\mu}_i - y_i) + \mu_i - \hat{\mu}_i
\]

\[
= 2\hat{\mu}_i q(m_i; 0) - 2q(m_i; 1) + \mu_i - \hat{\mu}_i
\]

\[
= 2\hat{\mu}_i F(m_i; \mu_i) - 2\mu_i F(m_i - 1; \mu_i) + \mu_i - \hat{\mu}_i
\]

\[
= 2(\hat{\mu}_i - \mu_i) F(m_i - 1; \mu_i) + 2\mu_i f(m_i; \mu_i) + \mu_i - \hat{\mu}_i.
\]

Second,

\[
\mathbb{E}(y_i \mid y_i - \mu_i \mid x_i; \hat{\theta}_{plt}) = \sum_{y_i=0}^{\infty} e^{-\mu_i} \mu_i^{y_i} | y_i \mid y_i - \hat{\mu}_i |
\]

\[
= 2 \sum_{y_i=0}^{m_i} \frac{e^{-\mu_i} \mu_i^{y_i}}{y_i!} (\mu_i y_i - y_i^2) + \mathbb{E}(y_i^2 \mid y_i \hat{\mu}_i \mid x_i)
\]

\[
= 2\hat{\mu}_i q(m_i; 1) - 2q(m_i; 2) + \mu_i + \mu_i^2 - \mu_i \hat{\mu}_i
\]

\[
= 2\mu_i \mu_i F(m_i - 1; \mu_i) - 2\{\mu_i F(m_i - 1; \mu_i) + \mu_i^2 F(m_i - 2; \mu_i)\} + \mu_i + \mu_i^2 - \mu_i \hat{\mu}_i
\]

\[
= 2\mu_i (\hat{\mu}_i - 1) F(m_i - 1; \mu_i) - 2\mu_i^2 F(m_i - 2; \mu_i) + \mu_i + \mu_i^2 - \mu_i \hat{\mu}_i.
\]
Third,
\[
E(y_i^2 \mid y_i - \hat{\mu}_i \mid x_i; \hat{\theta}_{\text{plt}}) = \sum_{y_i = 0}^{\infty} \frac{e^{-\mu_i} \mu_i^{y_i}}{y_i!} (y_i^2 \mid y_i = \hat{\mu}_i)
\]
\[
= 2 \sum_{y_i = 0}^{\infty} \frac{e^{-\mu_i} \mu_i^{y_i}}{y_i!} (\hat{\mu}_i y_i^2 - y_i^3) + E(y_i^3 - y_i^2 \hat{\mu}_i \mid x_i)
\]
\[
= 2\hat{\mu}_i q(m_i, 2) - 2q(m_i, 3) + \mu_i + 3\mu_i^2 + \mu_i^3 - \tilde{\mu}_i (\mu_i + \mu_i^2)
\]
\[
= 2\tilde{\mu}_i \{\mu_i F(m_i - 1; \mu_i) + \mu_i^2 F(m_i - 2; \mu_i)\}
\]
\[
- 2\{\mu_i F(m_i - 1; \mu_i) + 3\mu_i^2 F(m_i - 2; \mu_i) + \mu_i^3 F(m_i - 3; \mu_i)\}
\]
\[
+ \mu_i + 3\mu_i^2 + \mu_i^3 - \tilde{\mu}_i (\mu_i + \mu_i^2)
\]
\[
= 2\tilde{\mu}_i (\tilde{\mu}_i - 1) F(m_i - 1; \mu_i) + 2\mu_i^2 (\tilde{\mu}_i - 3) F(m_i - 2; \mu_i) - 2\mu_i^3 F(m_i - 3; \mu_i)
\]
\[
+ \mu_i + 3\mu_i^2 + \mu_i^3 - \tilde{\mu}_i (\mu_i + \mu_i^2).
\]

Appendix B. Additional numerical experiments on pilot misspecifications

We carried out additional numerical experiments to investigate the effect of the magnitude of pilot misspecification on different subsample estimators.

B.1 multi-class logistic regression

We used exactly the same setup as in Section 8.1 with \(n_0 = 400\) and \(n = 2,000\) in this experiment. The only difference is that the pilot is set to be the true parameter plus \(\lambda\) times a vector of ones. With this setting, \(\lambda\) controls the level of pilot misspecification with \(\lambda = 0\) corresponding to the consistent pilot. We used the same approach used in Section 8.1 to calculate the empirical MSEs, variances, and squared biases. The relative pattern between the variances and the squared biases are the same as in Section 8.1, so we report the empirical MSEs here only. We omit the results for the native estimator due to its high bias.

Figure A.1 reports the results. The MSCLE dominates the corresponding IPW estimator for both GN and LUS probabilities uniformly in \(\lambda\). For MSCLE, it has good performance with a consistent pilot (\(\lambda = 0\)), but its best performance may not always be achieved in this case. The reason is that \(\Sigma^{-1}_{\theta, \vartheta_p}\) in Theorem 5 may not necessarily be minimized at the true parameter. Actually, for the MSCLE, there is no general solution to \(\vartheta_p\) so that \(\Sigma^{-1}_{\theta, \vartheta_p}\) is minimized.

Note that \(\Sigma^{-1}_{\theta, \vartheta_p}\) depends on \(\vartheta_p\) through \(\pi_N(x, y; \vartheta_p)\) so the problem of find the optimal \(\vartheta_p\) is essentially finding the optimal sampling probability \(\pi_N(x, y; \vartheta_p)\) for the MSCLE. The problem is complicated even with a much simplified scenario of noninformative subsampling so that \(\pi_N(x, y; \vartheta_p)\) does not dependent on \(y\), i.e., \(\pi_N(x, y; \vartheta_p) = \pi_N(x; \vartheta_p)\). In this scenario, the problem of determining the optimal \(\pi_N(x; \vartheta_p)\) is called optimal design of experiments (see, e.g., Kiefer, 1959. Pukelsheim, 2006), and the optimal \(\pi_N(x; \vartheta_p)\) is binary with possible values of zero and one (Pronzato and Wang, 2021). This topic is beyond the scope of our investigation because the primary focus of this study is to propose an improved estimator for informative subsamples.
For the IPW estimator, we see that the optimal performance is not achieved with $\lambda = 0$ for cases (b) and (d). This is because the GM sampling probabilities in (65) minimize the variance of a certain linear function of the IPW estimator which is different from the MSE. Nevertheless, for the IPW estimator, the optimal sampling probabilities exist under some optimality criteria such as the A- and L- optimality, and it requires the pilot to be consistent to achieve the optimal variance. The proposed MSCLE has a smaller variance matrix than the weighted estimator. Thus, we can only conclude that the asymptotic variance of the MSCLE has a smaller upper bound with a consistent pilot than with a misspecified pilot.

![Graphs showing log of empirical MSEs for different distributions](image)

Figure A.1: Log of empirical MSEs of subsample estimators with $n_0 = 400$ and $n = 2,000$ in multi-class logistic regression when the misspecified pilot estimator is set to be the true parameter plus a vector of $\lambda$’s.

**B.2 Poisson regression**

We used exactly the same setup and procedure as in Section 8.2 to generate data and calculate the empirical MSEs, variances, and squared biases for $n_0 = 400$ and $n = 2,000$. The only difference is that the pilot is set to be the true parameter plus $\lambda$ times a vector of ones, so that $\lambda$ controls the level of pilot misspecification with $\lambda = 0$ corresponding to the consistent pilot. Again, we report the empirical MSEs here only and omit the results for the native estimator.
Figure A.2 reports the results. The MSCLE dominates the corresponding IPW estimator uniformly, and both methods achieve the best performance for all the four cases with a consistent pilot ($\lambda = 0$) in this example.

We also consider the case of misspecified pilot estimator using the same procedure considered in Section 8.1. The resulting impacts are similar to those observed in Section 8.1 so we omit the results.

Figure A.2: Log of empirical MSEs of subsample estimators with $n_0 = 400$ and $n = 2,000$ in Poisson regression when the misspecified pilot estimator is set to be the true parameter plus a vector of $\lambda$’s.
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