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Abstract

Selecting a minimal feature set that is maximally informative about a target variable is
a central task in machine learning and statistics. Information theory provides a power-
ful framework for formulating feature selection algorithms—yet, a rigorous, information-
theoretic definition of feature relevancy, which accounts for feature interactions such as
redundant and synergistic contributions, is still missing. We argue that this lack is in-
herent to classical information theory which does not provide measures to decompose the
information a set of variables provides about a target into unique, redundant, and synergis-
tic contributions. Such a decomposition has been introduced only recently by the partial
information decomposition (PID) framework. Using PID, we clarify why feature selection
is a conceptually difficult problem when approached using information theory and provide
a novel definition of feature relevancy and redundancy in PID terms. From this definition,
we show that the conditional mutual information (CMI) maximizes relevancy while min-
imizing redundancy and propose an iterative, CMI-based algorithm for practical feature
selection. We demonstrate the power of our CMI-based algorithm in comparison to the
unconditional mutual information on benchmark examples and provide corresponding PID
estimates to highlight how PID allows to quantify information contribution of features and
their interactions in feature-selection problems.

Keywords: information theory, feature selection, relevancy, synergy, partial information
decomposition

1. Introduction

Which of the many regressor variables in today’s large data sets can be used to model or
predict an outcome variable, and which variables can be neglected? Answering this question
in a process termed feature selection has become a central task in machine learning and
statistical modeling, in particular with the increasing availability of large-scale, multivariate
data sets. The objective of feature selection is to select a minimal subset of the input
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variables that provides maximum information about a target variable, often with the goal
of minimizing the generalization error in a subsequent learning task, such as classification
or regression (Guyon and Elisseeff, 2003; Vergara and Estévez, 2014). A further goal is to
reduce training time and improve model performance by increasing interpretability and by
reducing effects of the curse of dimensionality (Lensen et al., 2018; Guyon and Elisseeff,
2003; Li et al., 2018).

From the requirement that selected feature sets should be minimal, yet maximally in-
formative, it is immediately clear that one does not want to include regressor variables
into the feature set if they have information that is already carried redundantly by other
variables. Instead, one wants to include variables that have information about the target
which they carry uniquely. Additionally, one likes to include synergistic variables, that is
multiple variables which only jointly provide the information needed to properly model the
outcome. Such interactions between regressors is well known from classical statistics.

Curiously, even today’s most advanced feature selection algorithms that are rooted in
information theory lack a way of describing these three possible ways—uniquely, redun-
dantly, synergistically—in which regressor variables carry information about the outcome.
This blocks the way to translate the simple intuitions above into working algorithms, and
also leads to a lack of conceptual clarity. In fact, even in information theory, the decompo-
sition of the information that a set of variables has about another (outcome) variable into
contributions carried uniquely by individual variables, redundantly by multiple variables or
that is available only when considering variables jointly has been an open problem until
very recently, as laid out in Williams and Beer (2010). However, this problem, termed par-
tial information decomposition (PID), is now well understood and solutions are available,
which finally allows formulating the above intuitions about which variables would be use-
ful features, and which should be discarded, as a rigorously defined information-theoretic
problem.

In the present work, we use this novel framework of PID to first clarify why feature
selection has been a difficult problem in the past—also from a conceptual point of view. We
reanalyze existing feature selection frameworks in the light of their PID and show that ap-
proaches based on conditional mutual information (CMI) criteria are strictly preferable over
approaches based on the unconditional mutual information and propose a practical itera-
tive CMI-based forward feature selection algorithm based on the improved understanding
provided by PID. We demonstrate the power of this algorithm on well-known benchmark
examples, and also provide the corresponding PID measures, thereby highlighting how PID
leads to a better understanding of the role different variables play as features. We also
compare the information-theoretic approach to two established models of feature selection
based on sparse linear models, i.e., least angle regression (LARS) (Efron et al., 2004), and
random forests (RF) (Breiman, 2001).

2. Background

In feature selection, a general approach is variable filtering, which ranks variables by their
relevancy with respect to the target, as measured by a pre-defined criterion. Further ap-
proaches include wrapper methods or embedded methods, which optimize the feature set
based on the performance of a subsequent or embedded learning algorithm (e.g., Hastie et al.
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2009). In general, filtering is computationally cheaper, less prone to overfitting and provides
a “generic” feature selection approach that is independent of specific, subsequently applied
inference models (e.g., Guyon and Elisseeff 2003; Duch 2008; Hastie et al. 2009). A popular
choice for filtering criteria are information-theoretic quantities (Shannon, 1948; MacKay,
2005), such as the mutual information (MI) and the conditional mutual information (CMI,
e.g., Battiti 1994; Duch 2008; Brown et al. 2012), as well as heuristics derived from both
measures (Vergara and Estévez, 2014; Guyon and Elisseeff, 2003; Chandrashekar and Sahin,
2014; Brown et al., 2012). These quantities are popular because they are inherently model
free such that variable dependencies of arbitrary order can be captured, while only minimal
assumptions about the data are required for estimation.

Even though, information theory is a popular tool for constructing feature selection
criteria, existing definitions of feature relevancy and redundancy (e.g., John et al. 1994;
Bell and Wang 2000, see Vergara and Estévez 2014 for a review), fail to rigorously capture
the notions of feature relevancy and redundancy, in particular for sets of interacting features.
As a result, practical feature selection approaches struggle with a clear definition of how
interactions between variables contribute to relevancy and redundancy in the data and how
interactions influence the selection procedure (e.g., Brown et al. 2012). We argue that this
lack results from the strict definition of MI as the information shared between two variables
or two sets of variables (Shannon, 1948; MacKay, 2005), such that interactions between
two or more variables can not be described in detail. The decomposition of the joint MI
between three or more variables has only recently become possible through the theoretical
extensions of classical information theory by the PID framework (Williams and Beer, 2010),
which provides definitions and measures that allow for an unambiguous description of how
multiple variables contribute information about a target.

In the following, we will first introduce necessary information-theoretic preliminaries
(Section 2.1). We will then highlight where classical information theory lacks in methods to
describe multivariate information contribution in feature selection and introduce the PID
framework (Williams and Beer, 2010) to close this conceptual gap (Section 2.2). Using PID,
we will go on to define feature relevancy and redundancy in information-theoretic terms in
Section 3.

2.1 Information-Theoretic Preliminaries

In classical information theory1 as conceived by Shannon (1948), the mutual information
(MI) quantifies the information that is shared between two random variables, X and Y , as
the expected information one variable provides about the other,

I(X;Y ) =
∑

x∈AX ,y∈AY

p(x, y) log
p(x, y)

p(x)p(y)
,

where p(x) denotes the probability of observing outcome x for variable X and is a shorthand
for p(X = x), and AX is the support of random variable X. Furthermore, p(x, y) denotes
the joint probability for simultaneously observing the outcomes x for variable X and y
for variable Y . The MI is symmetric in X and Y and describes the information which X
provides on Y and vice versa. It is always non-negative, it is zero only for independent

1. For a detailed introduction see Cover and Thomas (2005) or MacKay (2005).
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variables, i.e., p(x, y) = p(x)p(y), non-zero for any dependence between X and Y , and is
upper bounded by the entropies, H(X) = −

∑
x∈AX p(x) log p(x) and H(Y ). The MI may

be interpreted as the Kullback-Leibler divergence between the variables’ joint distribution,
p(x, y), and the assumption of statistical independence, p(x)p(y). Note that in its original
form, the MI is strictly defined for two variables or two sets of variables, X and Y.

To measure the influence a third variable, Z, has on the relationship between two vari-
ables, X and Y , we may calculate the conditional mutual information (CMI), which quan-
tifies the information shared between X and Y , given the outcome of Z is known,

I(X;Y |Z) =
∑

x∈AX ,y∈AY ,z∈AZ

p(x, y, z) log
p(x, y|z)

p(x|z)p(y|z)
, (1)

where again lower-case letters indicate realizations of random variables and p(x|z) is a
shorthand for the conditional probability p(X = x|Z = z). Please note that p(x|y)p(y) =
p(x, y) holds for conditional probabilities p(x|y).

However, as we will further illustrate below the CMI does not provide us with a detailed
account of how X provides information about Y (or vice versa) in the the context of Z,
but rather quantifies the summarized contribution of X with respect to Y in the context
of Z. In particular, conditioning on Z may have one of three effects on the MI between X
and Y : first, the MI remains the same, I(X;Y |Z) = I(X;Y ), second, the information X
provides about Y decreases in the context of Z, I(X;Y |Z) < I(X;Y ), third, the information
X provides about Y increases in the context of Z, I(X;Y |Z) > I(X;Y ). The second and
third case are commonly interpreted as X and Z providing primarily redundant information
about Y , and X and Z providing primarily synergistic or complementary information about
Y . Note however, that these two contributions may occur simultaneously (Williams and
Beer, 2010), such that the CMI does not allow for an exact quantification of the magnitude
of both contributions. Furthermore, the first case, I(X;Y |Z) = I(X;Y ), may not be
indicative of an independence of Z, but may also occur whenever redundant and synergistic
contributions cancel each other.

Note that especially the occurrence of synergistic information is often neglected in fil-
tering approaches, which often assume independence between features to allow for easier
modeling (e.g., Dash and Liu 1997; Hall 2000, see also the review by Brown et al. 2012). Yet,
synergistic contributions may occur already in simple settings. As an example, consider a
system where an input X has a relationship with a target variable Y , but this relationship
is corrupted by noise, Z (MacKay, 2005). The noise is independent of the input and the
target, such that I(X;Z) = I(Y ;Z) = 0. However, the information X provides about Y
increases if the noise Z is known, i.e., I(X;Y |Z) > I(X;Y ). So adding the noise Z as a
feature may add to the explanatory power of X with respect to Y , where the contribution
of Z may be interpreted as decoding the information in X about Y (see Griffith and Koch
2014 for further examples of synergistic and redundant information in Boolean operations).

Previous approaches have tried to handle the conceptual gap in describing the structure
of information contribution of two or more variables about a third by combining MI and
CMI terms (e.g., Watanabe 1960; Garner 1962; Tononi et al. 1994; McGill 1954; Bell 2003).
For example, approaches in the context of feature selection use various combinations of
classical information-theoretic quantities to decompose (joint) variable contributions into
relevant and redundant ones (reviewed in Brown et al. 2012). However, these approaches
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are inherently limited in their ability to provide such a decomposition as we will review in
the next section.

2.2 The Partial Information Decomposition Framework

The PID framework by Williams and Beer (2010) extends classical information theory by
proposing a decomposition of the information two or more variables provide about a third.
Formally, we consider the joint MI between a set of assumed inputs, {X1, X2}, and an
output, Y ,

I(Y ;X1, X2) =
∑

y∈AY ,x1∈AX1
,x2∈AX2

p(y, x1, x2) log2

p(y|x1, x2)

p(y)
,

which denotes the total amount of information {X1, X2} contains about Y . Note that again
each of the inputs may be a multivariate variable, Xi.

Here, the PID framework by Williams and Beer (2010) proposes to decompose the joint
MI into four non-negative contributions, termed atoms,

I(Y ;X1, X2) = Iunq(Y ;X1 \X2) + Iunq(Y ;X2 \X1)

+ Ishd(Y ;X1, X2) + Isyn(Y ;X1, X2),
(2)

where

1. Iunq denotes unique information provided exclusively by either X1 or X2 about Y ;

2. Ishd denotes shared information provided redundantly by both X1 and X2 about Y ;

3. Isyn denotes synergistic information provided jointly by X1 and X2 about Y .

The synergistic information, also termed complementary information, is information that
can only be obtained by considering variables together and can not be gained from one of
the variables alone. The atoms and their relation are shown graphically in Figure 1A.

The PID atoms relate to the MI and CMI between inputs, X1 and X2, and target Y as,

I(Y ;X1) = Iunq(Y ;X1 \X2) + Ishd(Y ;X1, X2),

I(Y ;X2) = Iunq(Y ;X2 \X1) + Ishd(Y ;X1, X2).
(3)

and,
I(Y ;X1|X2) = Iunq(Y ;X1 \X2) + Isyn(Y ;X1, X2)

I(Y ;X2|X1) = Iunq(Y ;X2 \X1) + Isyn(Y ;X1, X2).
(4)

Note that the five equations 2 to 4 are partially redundant and relate three classical
information-theoretic terms to four PID atoms. Hence, the system is under-determined
and we have to provide an additional definition for at least one of the atoms, such that then
all other atoms can be derived via these equations. This also means that neither of the
proposed atoms can be derived from measures defined in classic information-theoretic mea-
sures, e.g., by subtracting individual terms (Figure 1B–E). Based on this result by Williams
and Beer (2010) it can immediately be seen that classical information theory does not allow
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Figure 1: Partial information decomposition (PID) framework. A PID diagram of
the joint mutual information (MI), I(Y ;X1, X2), see main text (modified from
Williams and Beer 2010). Relation between classical information-theoretic terms
and PID: B Joint MI between X1, X2, and Y ; C MI between X1 and Y ; D MI
between X2 and Y ; E conditional mutual information (CMI) between X2 and
Y given X1, which corresponds to the unique, Iunq(Y ;X2 \ X1) and synergistic
information, Isyn(Y ;X2, X1).

for the quantification of the individual contributions as would be desirable in applications
such as feature selection.

Williams and Beer (2010) provide an axiomatic definition of the shared information to-
gether with a corresponding measure, Imin. However, the proposed axioms do not uniquely
determine a measure of each of the atoms and subsequent work has proposed further PID
measures and axioms (Griffith and Koch, 2014; Bertschinger et al., 2014; Harder et al.,
2013; Makkeh et al., 2021; Gutknecht et al., 2021), which differ subtly in their operational
interpretation. At the time of writing, one of the most popular approaches to quantify
PID is the one proposed by Bertschinger, Rauh, Olbrich, Jost, and Ay (BROJA mea-
sure, Bertschinger et al. 2014), who introduced a measure of unique information based on
game-theoretic considerations, and which shares its axiomatic foundation with the measures
proposed by Griffith and Koch (2014). See Bertschinger et al. (2014) and Griffith and Koch
(2014) for the PID of some canonical examples and differences in estimates for different
PID measures.

We here apply the BROJA measure because its definition appeals to multiple variables
“competing” for an explanation of the output variable. The authors derive a definition
of the unique information from the argument that truly unique information should be
exploitable in a decision problem. Based on this assumption, the authors argue that the
unique information should depend only on the marginal probability distributions, p(Y,X1)
and p(Y,X2), but not the full joint distribution, p(Y,X1, X2). Thus, the unique information
should not change for different joint distributions, q(Y,X1, X2), from a space ∆P with the
same marginals as p(Y,X1, X2),

∆P = {q ∈ ∆ : q(Y = y,X1 = x1) = p(Y = y,X1 = x1)

and q(Y = y,X2 = x2) = p(Y = y,X2 = x2)},
(5)
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where ∆ is the space of all probability distributions over the support of Y , X1, and X2.
From their assumption, Bertschinger et al. derive the unique information as

Iunq(Y ;X1 \X2) = min
q∈∆P

Iq(Y ;X1|X2), (6)

where Iq(Y ;X1|X2) is a conditional mutual information computed with respect to q. The
measure can be estimated from data by means of convex optimization Makkeh et al. (2018).
Note that the BROJA PID measure is defined for the case of two input variables only. How-
ever, this is sufficient for an application to iterative forward feature selection as illustrated
in the next section. Furthermore, the estimator used here is applicable to discrete data
only, which we deemed sufficient for the applications shown here. Estimators for continu-
ous data have been developed in more recent work Schick-Poland et al. (2021). Note that
both restrictions concern the estimation of PID from data, while the definition of feature
relevance proposed in the next section hinges on the definitions of PID atoms as introduced
by Williams and Beer (2010) only.

3. Methods

Based on the introduced PID framework, we will present a rigorous definition of variable
relevancy and redundancy in settings for which feature-independence can not be gener-
ally assumed (Section 3.1). Based on this definition, we will show that using the CMI
as a filtering criterion in forward feature selection algorithms maximizes feature relevancy,
while simultaneously minimizing redundant contributions, and we provide a theoretical
justification of why the CMI generally outperforms the MI as a selection criterion (Sec-
tion 3.2). To overcome the practical problems commonly encountered when estimating
information-theoretic quantities from data, we propose the use of a recently introduced
sequential forward-selection algorithm (Section 3.3). In Section 4, we will present results
from applying both the proposed algorithm and PID estimation to benchmark models from
literature, where we demonstrate that the CMI criterion generally outperforms the MI cri-
terion, and that PID allows for a quantitative description of feature interactions in terms
of synergistic and redundant contributions.

3.1 Using PID to Define Feature Relevancy and Redundancy

We assume a feature selection problem with a target variable, Y , and a set of N input
variables, X = {Xk}Nk=1, from which we want to select a set of relevant features, S ⊆ X.
We wish to define feature relevancy such that, intuitively, a variable is considered relevant if
it i) uniquely provides information about the target, ii) provides information in the context
of other variables, and iii) does not provide information that is redundant with information
already contained in the feature set. As a result, a filtering criterion for including a feature
should return a high score if the first two conditions are met, and should be low if the
last is not met. Note that in practice, finding an optimal feature set, S, i.e., the set of
features that provides maximum information about Y while having minimal cardinality,
is computationally not feasible already for small input sizes N . It requires the evaluation
of all possible 2N subsets, S′ ⊆ X, i.e., the power set of the N input variables. Indeed,
selecting the optimal feature set is an NP-hard problem (Amaldi and Kann, 1998). Hence,
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we provide a definition applicable to an approximative feature selection procedures such as
sequential forward-selection or backward-elimination (Hastie et al., 2009).

PID allows for an immediate quantification of the three properties stated above in
information-theoretic terms: At a feature selection iteration i we assume there exists the
set of already identified relevant features, Si = {Fj}i−1

j=0 ⊆ X. The relevancy of an additional
feature, F ∈ X \ Si, is then given by the sum of the information provided uniquely by the
feature, Iunq(Y ;F \Si), and the information provided synergistically by the feature and the
already selected feature set, Isyn(Y ;F,Si). Finally, the redundancy of F with respect to
the already selected feature set is quantified by the shared information, Ishd(Y ;F,Si).

Comparing this definition of relevancy to Equation (4), we can directly see that it is
equivalent to the CMI. Hence, we define the criterion whether to include a feature into the
relevant set of selected features as

I(F ;Y |Si) = Iunq(Y ;F \ Si) + Isyn(Y ;F,Si), (7)

where i indicates either the i-th iteration in a step-wise algorithm or the rank of the feature,
and Si is the set of selected features at the i-th iteration or of rank i, respectively (see
Figure 2 for the corresponding PID diagram). From our PID-based definition, we see
that the CMI criterion returns a high score for features that either have a high unique
contribution, or a high synergistic contribution with respect to the currently selected feature
set, Si, or provide both contributions. On the other hand, the score is low if a variable
carries primarily information that is already redundantly present in Si and which does not
contribute to the CMI. Hence, the CMI is able to capture relevancy resulting from variable
interactions, where it only considers the partial contribution of the feature about the target
that is relevant.

\ \

Figure 2: Partial information decomposition (PID) diagram of feature relevancy.
PID diagram of the conditional mutual information (CMI) criterion for feature
selection, I(Y ;F |Si), which may be decomposed into the unique information
Iunq(Y ;F \Si) and the synergistic information Isyn(Y ;F,Si), while not including
the redundancy between F and Si. See main text.
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Our definition of feature relevancy does not hinge on a concrete measure of PID but
rather on the definition of PID atoms as provided in the original publication by Williams
and Beer (2010). Hence, while the choice of the concrete PID measure and estimator
influences the values estimated from data, results should be qualitatively similar for all
measures adhering to the axioms defined by Williams and Beer.

For completeness, we also express the MI in terms of our definition of relevancy and
redundancy,

I(Y ;F ) = Iunq(Y ;F \ Si) + Ishd(Y ;F,Si). (8)

We see that the MI criterion—opposed to the CMI—misses the synergistic information con-
tribution between F and Si. Furthermore, the MI also includes the redundant information,
Ishd(Y ;F,Si). Hence, using the PID framework, we can immediately show that the CMI
is able to account for synergistic interactions between variables, while not considering re-
dundant information. In contrast, the MI criterion only considers unique contributions and
fails to include synergistic contributions and potentially fails to remove redundancies in the
feature set. We will give a detailed account of the advantage of the CMI as a selection
criterion over the MI in the next section, including a simple example in Section 3.3.3, and
we will demonstrate the consequences of choosing either criterion in feature selection in the
experiments.

3.2 Theoretical Guarantees and Extension to PID for more than Three
Variables

As introduced above, for two features, F1 and F2 which provide information about a target,
Y , either the MI, I(Y ;F2), or the CMI, I(Y ;F2|F1) can be larger. Therefore, it is not
intuitively obvious which is the better choice as a selection criterion in the context of
iterative feature selection. However, based on theoretical arguments provided in this work
using PID we show that it is indeed generally better to use CMI in iterative feature selection,
given it can be robustly estimated from the available data. The reason for this is that the
information which leads to the MI of a feature Fi, to be larger than the CMI of that feature
(conditioned on the set of already included features) necessarily needs to be redundant with
the already included feature set. Conversely, the information that leads to the CMI being
larger than the MI, is necessarily synergistic in nature and cannot be accessed by the MI
alone.

To see this, we start considering the case of two features F1, F2, and assume without
loss of generality that I(Y ;F1) > I(Y ;F2). Thus, when considering the inclusion of the
first variable by MI or CMI, where we condition on the information carried by the empty
set of features, F1 will be included first. Comparing now the two metrics for the inclusion
of the next variable we find that:

I(Y ;F2)− I(Y ;F2|F1) = Ishd(Y ;F2, F1)− Isyn(Y ;F2, F1). (9)

From this, we immediately see that I(Y ;F2) can only be larger than I(Y ;F2|F1) by virtue
of a large Ishd(Y ;F2, F1), i.e., by information already provided by the first variable F1; in
such a case one would be ill-advised to include F2 into the feature set, despite its large
MI. In contrast, the term that would make I(Y ;F2|F1) larger than I(Y ;F2) is the synergy
Isyn(Y ;F2, F1). This synergy indeed represents information not accessible by F1 alone. A
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larger CMI, and thereby a large synergy, is thus indeed a reason to include F2. In sum, a
decision on whether to include F2 should be based on I(Y ;F2|F1), not on I(Y ;F2).

The above argument naturally extends to larger feature sets and iterative inclusion by
replacing F1 and F2 by the appropriate features under consideration. In this sense, we need
not necessarily consider a PID for more than three variables (two input and one output
variable). For a deeper understanding of the feature selection problem one may consider
the full structure of multivariate MI in terms of conditional and pairwise MI terms, and
the underlying many-variable PID. In Appendix A, we introduce the structure of the PID
problem for the multivariate case.

3.3 An Algorithm for Sequential Forward-Selection Using a CMI-Criterion

To perform CMI-based feature selection in a computationally feasible fashion, we propose
to use a sequential forward-selection algorithm that was recently introduced in the context
of network inference from multivariate time series data (Novelli et al., 2019; Wollstadt et al.,
2019). We here consider a forward-selection approach to avoid estimating the CMI in too
high-dimensional spaces, which would be required for approaches such as pure backward-
elimination or testing each variable by conditioning on the whole remaining variable set.
We briefly introduce the algorithm, its implementation, and the estimation of the CMI from
data in this Section. For a more detailed account on the technical aspects of the algorithm,
including proofs and an empirical evaluation refer to Novelli et al. (2019).

3.3.1 Sequential Forward-Selection Algorithm

The algorithm starts from an empty feature set, S0 = ∅, and the full set of variables,
X0 = X, and includes in each step a feature using the CMI criterion of Equation 1,

Fi = max
X∈Xi

I(X;Y |Si), (10)

where Xi denotes the remaining input variables in iteration i, and Si the set of already
selected features. The feature with the largest contribution, Fi, is then included into the
feature set and removed from the set of remaining variables,

Si+1 = Si ∪ Fi ,
Xi+1 = Xi \ Fi .

(11)

Hence, each feature is evaluated in the context of all already selected features such that
also higher-order interactions are accounted for.

When using the CMI or MI as a criterion in feature selection, it is central to determine
whether the criterion is truly non-zero. While in theory the criterion is zero for (con-
ditionally) independent variables, in practice estimators may return non-zero results also
for independent variables due to finite sample size (Paninski, 2003; Kraskov et al., 2004;
Hlaváčková-Schindler et al., 2007). The proposed algorithm handles this practical estima-
tion problem by performing non-parametric statistical tests against surrogate data to assess
whether the estimate is statistically significant under the Null hypothesis of conditionally
independent variables (Novelli et al., 2019). To generate the Null distribution, the CMI is
repeatedly estimated from surrogate data, which is generated by permuting the data such
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that the joint distribution is destroyed while the marginal distributions stay intact. We here
use a testing procedure introduced and described by Novelli et al. (2019), which has been
shown to effectively control the family-wise error rate over multiple tests and prevent an
increased false-positive rate (Novelli et al., 2019; Wollstadt et al., 2019). A short description
of the testing procedures is provided in Appendix B, while a thorough empirical evaluation
is presented in Novelli et al. (2019), as well as a proof of the equivalence of the testing
procedure and classical statistical correction methods.

The inclusion terminates once maxX∈Xi I(X;Y |Si) is no longer statistically significant,
i.e., if none of the remaining variables adds information about the target in a significant
fashion. The algorithm then performs a backward-elimination where iteratively the weakest
feature, given the full selected feature set, is tested for a statistically significant contribution
to the target, Y (Novelli et al., 2019). The weakest feature here denotes the feature with
the smallest MI about Y given the remaining feature set, minF∈S I(F ;Y |S \ F ). The
feature is excluded if it no longer provides significant information in the context of the
full feature set. If the contribution of the weakest feature is significant, the backward-
elimination terminates and the final feature set is returned. This “pruning” of the feature
set ensures that the identified set is minimal while providing a maximum of statistically
significant information about the target (Lizier and Rubinov, 2012). Removing redundant
sources in an iterative fashion thereby prevents the removal of all sources providing the same,
redundant information. See also Runge et al. (2015); Novelli et al. (2019); Sun and Bollt
(2014); Sun et al. (2015) for discussions of the pruning step for iterative feature selection.

Note that the algorithm may also be used with a MI criterion for selecting the features,

Fi = max
X∈Xi

I(X;Y ), (12)

where all other steps remain identical.

3.3.2 Implementation and Estimation from Data

We use an implementation of the proposed approach provided as part of the IDTxl Python
toolbox (Wollstadt et al., 2019) which makes use of estimators implemented in the JIDT
toolbox (Lizier, 2014). IDTxl provides estimators for various use cases such as discrete
and continuous data, as well as model-free estimators and estimators for jointly Gaussian
variables. To estimate the CMI and MI, we here use a model-free plug-in estimator for
discrete data (Hlaváčková-Schindler et al., 2007) and a model-free nearest-neighbor-based
estimator for continuous data by Kraskov et al. (Kraskov et al., 2004). We chose a discrete
estimator to make estimated MI terms comparable to PID terms estimated with the BROJA
estimator for discrete data. Plug-in estimators calculate information-theoretic quantities
from empirical distributions obtained from data, while the Kraskov estimator uses a nearest-
neighbor-based approach, which has been shown to have more favorable bias properties
and to be applicable also in higher-dimensional spaces (Kraskov et al., 2004; Khan et al.,
2007; Lizier, 2014; Xiong et al., 2017). The estimator is therefore particularly suited for
application in sequential feature selection (François et al., 2007; Doquire and Verleysen,
2012).
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3.3.3 Example System Illustrating the Algorithm and Application of PID
Estimation in Feature Selection

To illustrate the algorithm on a simple toy system, we assume the following system:

Y = sin(ξ1) + 0.1ηY

X1 = ξ1 + 0.1η

X2 = 0.8ξ1 + (1− 0.8)ξ2 + 0.01η,

where ξ1, ξ2, η, ηY are drawn randomly and independently from a standard normal dis-
tribution N (µ = 0, σ = 1). The example is designed such that both variables X1 and X2

are informative about Y , while all information X2 provides is also redundantly present in
X1, and X2 provides less information about Y than X1. Furthermore, the noise source, η,
provides synergistic information in combination with either variable, while by itself being
independent of Y .

Figure 3 illustrates feature selection for input variables, X = {X1, X2, η} and target,
Y , using the proposed algorithm with the CMI selection criterion. In step 1, the MI be-
tween each input variable and Y is calculated and tested for statistical significance using
the maximum statistic. Here, only contributions I(X1;Y ) and I(X2;Y ) are significant with
I(X1;Y ) > I(X2;Y ), leading to an inclusion of X1 into the feature set according to Equa-
tion 11. In step 2, the CMI between the two remaining variables, X2, η, conditional on
the feature set, S2 = {X1}, is calculated, where only η shows a significant contribution
and is included. In Step 3, only X2 remains to be evaluated and does not provide any
significant contribution given the feature set, S2 = {X1, η}, which leads to a termination
of the forward-selection. In the subsequent backward elimination, the weakest feature still
contributes information in a statistically significant fashion, which leads to the final feature
set S = {X1, η}.

Figure 3B shows the PID between each currently considered variable, the current feature
set, and the target for inclusion steps 2 and 3. In step 2, variable X2 provides information
that is mainly redundant with the contribution of variable X1, which is already in the
feature set, while η provides almost exclusively synergistic information in the context of
X1. The CMI correctly identifies η, thus accounting for synergistic contributions, while not
including X2, due to the redundancy in X1 and X2. Note that in step 1, η did not provide
any information about Y in isolation (I(η;Y )). In the final step 3, the remaining variable
X2 provides information that is redundant with the information provided by the already
selected features, resulting in a low and non-significant CMI.

In Appendix C, we show results from applying the algorithm to feature selection prob-
lems of larger sizes relevant for real-world applications.

4. Experiments and Results

We demonstrate our proposed algorithm in a series of experiments on synthetic data ob-
tained from benchmark models from literature. We chose models that were explicitly de-
signed to introduce both synergies and redundancies into the data and used both a CMI
(Equation 10) and MI (Equation 12) criterion to illustrate how variable interactions affect
feature selection. Additionally, we estimate PID for each experiment to quantify multivari-
ate contributions to feature relevancy and redundancy.
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Figure 3: Sequential forward feature selection for 4-way PID example system. A
Mutual information (MI) and conditional mutual information (CMI) estimates in
each selection step, stars indicate statistically significant MI and CMI estimates
(see main text). B Pairwise partial information decomposition (PID) terms in
inclusion steps 2 and 3 for the respective remaining input variables.

For comparison, we also estimated the importance of the features with alternative estab-
lished methods. We tested several linear regression models such as least absolute shrinkage
and selection operator (Lasso, see, for example Tibshirani 1996), least angle regression
(LARS, see, for example Efron et al. 2004), and linear support vector regression (see, for
example, Smola and Schölkopf 2004 or Bishop 2006). These models include a L1 regular-
ization term on the regression coefficients in order to produce sparse models. The absolute
magnitude of the regression coefficients can then be used as a measure of the importance
of the corresponding feature. Since our tests showed no systematic differences between
these linear approaches on our benchmark data sets, we here only report results for LARS.
Additionally, we used random forest (RF) regression for feature selection (see, for exam-
ple, Breiman 2001) as a standard non-linear approach. The feature importance in a RF
regression model was estimated by the decrease in model accuracy when single feature values
were randomly shuffled (Breiman, 2001). The importance values estimated by such meth-
ods provide a ranking of the features and allow for selecting the most important features
by setting some thresholds on the (relative) importances.

Finally, we also used the above models in sequential forward-selection (see, for exam-
ple, Ferri et al. 1994). Here, in an initial step one regression model is trained for each
variable as the only input and the variable of the best performing model is selected. In each
subsequent iteration step, the feature set is extended by one variable at a time, where the
best performing regression model determines the next variable to be added from all possible
extensions with one additional variable. A major drawback of the plain forward-selection
method is that the number of features to select needs to be provided as an input to the
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iterations, whereas in practice the number of relevant features is typically unknown. Note,
however, that a statistical test of the improvement in accuracy with including a feature is
also possible, similar to the sequential forward-selection algorithm proposed here.

The features selected by the forward-selection approaches do not necessarily correspond
to the importance values calculated from the respective regression models. The reason is
due to the fact that sequential forward-selection is an iterative approach that includes one
feature at a time whereas the importance values are obtained from the full regression model
and thus always consider all features simultaneously.

We used the scikit-learn Python toolbox (Pedregosa et al., 2011) implementation of all
methods for all our experimental results. To make results comparable across methods, we
report normalized feature importances. Each experiment was repeated 100 times if not
specified otherwise and used N = 1000 samples for estimation. For significance testing,
we used a critical alpha level, α = 0.05. To estimate PID using the BROJA measure, we
use the estimator proposed by Makkeh et al. (2018) as implemented in the IDTxl toolbox
(Wollstadt et al., 2019). For continuous features, we discretized the data into n = 5 bins if
not specified otherwise.

4.1 Experiment I: Nested Spheres

To illustrate a simple case of synergistic information contribution and its quantification
using PID, we sampled data from two nested spheres, where each sphere denoted one class,
Y ∈ {0, 1}, and each sample’s Cartesian coordinates were considered the input variables,
X = {X1, X2, X3} (Figure 4A). To be able to estimate MI terms using continuous estimators
for MI and CMI (Kraskov et al., 2004), we added random Gaussian noise to class labels.
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Figure 4: Results Experiment I. Mutual information (MI), conditional mutual informa-
tion (CMI), and partial information decomposition (PID) terms for three variables
sampled from two nested spheres. A Data generation, each sphere indicates one
class (orange and blue markers); B PID terms; C MI and CMI terms (dashed
horizontal lines indicate significance thresholds).

As expected, we observed predominantly synergistic contributions between the inputs,
while there was no unique information in individual input variables (Figure 4B). When
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considering sets of two variables there was an increase in unique information, accompanied
by shared information and a higher synergistic contribution compared to the synergistic
contribution of two inputs alone. Accordingly, the pairwise MI, I(Xi;Y ), did not show
a significant information contribution of individual variables (Figure 4C), while we found
significant CMI, I(Xi;Y |Xj), Xi, Xj ∈ X, for individual input variables, conditional on at
least one other variable. When conditioning on a single variable the CMI was higher than
the pairwise MI and was highest when conditioning on both remaining variables.

4.2 Experiment II: Statistical Models

As a more complex example of both shared and synergistic information contribution, we
generated data from two simple statistical models that each combined two input variables,
X1 and X2, either via addition or multiplication, while the influence of X2 was varied by a
weighting parameter, α,

Y = αX1 + (1− α)X2 + σN (0, 1), (additive model) (13)

and

Y = Xα
1 X

1−α
2 + σN (0, 1), (multiplicative model) (14)

where σN (0, 1) denotes the addition of Gaussian noise with σ =∈ {0.1, 1.0, 10.0} and α ∈
[0, 2]. Input data were sampled from different distributions as described in Table 1.

Distribution Formula Parameter values

Uniform f(k; b, a) = 1
b−a b = 1, a = 2

Binomial f(k;n, p) =
(
n
k

)
pkqn−k n = 20, p = 0.5, q = 1− p

Poisson f(k;λ) = λke−λ

k! λ1 = 4, λ1 = 10
Exponential f(k;λ) = λke−λ λ = 1.5

Table 1: Distributions and parameters used for generating input data in Experiment II.

Estimated quantities changed as a function of signal-to-noise ratio. While increasing the
noise level reduced the absolute CMI, MI, and PID values, results remained qualitatively
similar results for different input distributions and noise levels (not shown). Figure 5 shows
exemplary results for the uniform distribution and noise level σ = 0.1.

For all models, synergy and redundancy reached a local maximum for α = 0.5, i.e., an
equal contribution of both features, and a local minimum for α = 1, i.e., no contribution
of X2. Complementary to synergistic and shared information, the unique information pro-
vided by X2 was highest for α = 0 and was highest for X1 for α = 1, i.e., whenever the
outcome Y was predominantly determined by a single feature only. For the additive mod-
els, all contributions increased for larger α, while for multiplicative models, contributions
decreased.

In sum, both additive and multiplicative combination of input variables introduced
synergistic and shared information contributions. This is in line with results by Griffith
and Koch (2014) who found that logical XOR leads to higher synergy than logical AND, which
corresponds to addition and multiplication of Boolean variables, respectively. The marginal
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Figure 5: Results Experiment II. Mutual information (MI), conditional mutual informa-
tion (CMI), and partial information decomposition (PID) terms for (A) additive
and (B) multiplicative models with noise level σ = 0.1. Input data were sampled
from a uniform distribution (see main text).

distributions of individual variables had no effect on the interaction of both variables. The
experiment illustrates the introduction of synergy and redundancy already through simple
algebraic operations, where for α = 1 synergy and redundancy was of similar magnitude in
both operations.

4.3 Experiment III: Friedman Models

Friedman (1991) proposed three regression models that are frequently used to evaluate
feature selection algorithms on regression problems, due to their synergistic interactions
between input variables (e.g., Tsanas et al. 2010 or a simplified version of model I in François
et al. 2007). Data were generated using the implementation in the scikit-learn Python
toolbox (Pedregosa et al., 2011).

Friedman model I generates the output variable, Y , according to

Y = 10 sin(πX1X2) + 20(X3 − 0.5)2 + 10X4 + 5X5 + σN (0, 1),

where the inputs Xi are independently sampled from a uniform distribution over [0, 1].
For Friedman models II and III we use,

Y =
√
X2

1 + (X2X3 − 1/X2X4)2 + η2, with η2 ∼ N (0, 1),

Y = arctan

(
X2X3 − 1/(X2X4)

X1

)
+ η3, with η3 ∼ N (0, 1),

respectively, where the inputs, Xi, are uniformly sampled from the intervals

0 ≤X1 ≤ 100,

40π ≤X2 ≤ 560π,

0 ≤X3 ≤ 1,

1 ≤X4 ≤ 11.
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For model I (model II and III), we added five (six) uniformly-distributed nuisance variables,
Zi, that were independent of Y , to test for the algorithm’s ability to discard irrelevant
features. Again, we applied the forward-selection algorithm using a CMI and MI criterion,
respectively, and estimated selected MI, CMI, and PID terms as in previous experiments.

For model I, relevant features were reliably detected by the CMI criterion, while false
positive rates were well below the critical α-level (Figure 6A, Table 2). Using the MI
criterion, true positive rates dropped mostly because variables X3 and X5 were not selected
in many instances (Figure 6D), while false positive rates increased and where higher than the
critical α-level. All tested traditional feature selection methods gave qualitatively similar
results. Figure 6G shows feature importance values for the LARS and RF method. Both
methods correctly assigned very low importance to the nuisance variables, Zi, and showed
higher importance for Xi, while X4 always had highest importance, followed by X1 and X2,
and then X5 and X3. While for RF the importance of X3 was small but non-negligible,
LARS failed to assign a noticeable importance, but produced values on the same level as the
nuisance variables Zi. Thus, importance values assigned by both models resembled results
obtained by using the MI selection criterion, with low scores for X3 and X5, potentially
leading to false negative results. The features selected with sequential forward-selection
respected the importance values provided by the corresponding regression model. For both,
LARS and RF, the first selected feature was X4 in all cases, then X1 and X2 were included
with equal probability. For LARS, the next feature was X5 in all cases, whereas RF included
X5 in about 60 % and X3 in 30 % of the runs. If more than four features were to be
selected as it is shown in Figure 6J, RF always selected the feature set Xi and random
additional features from the set Zi with equal probability. With LARS, however, X3 was
not detected as a feature, and was selected randomly and with the same probability as
the nuisance variables Zi. Therefore, using forward-selection, LARS failed to include X3

with higher probability than the nuisance variables Zi, while the RF reliably included all
relevant variables. However, both methods selected nuisance variables Zi if a higher number
of features was provided as stopping criterion.

CMI Criterion MI Criterion
Model TP TN FP FN TP TN FP FN

Friedman I 100.0 98.8 1.2 0.0 81.0 99.2 0.8 18.4
Friedman II 50.5 99.8 0.2 49.5 56.8 99.2 0.8 43.3
Friedman III 3.5 100.0 0.0 96.5 3.3 99.5 0.5 96.8

Table 2: True versus selected features using the proposed forward-selection algorithm with a
conditional mutual information (CMI) versus a mutual information (MI) inclusion
criterion. Bold numbers indicate the better performing criterion for each measure.
Data were simulated according to Friedman models I-III. (TP: fraction of true
positives, TN: true negatives, FP: false positives, FN: false negatives.)

Results for models II and III showed lower true positive rates for both information-
theoretic criteria (Table 2). For model II the algorithm with the CMI criterion failed to
select features X1 and X4 (Figure 6B), for model III almost no features were selected
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Figure 6: Results Friedman models. Variables selected by the proposed forward-
selection algorithm using the conditional mutual information (CMI) for model
I (A), model II (B), and model III (C), and the mutual information (MI) for
model I (D), model II (E), and model III (F) as inclusion criterion (from 100
simulation runs). Blue bars indicate correctly included true features (TP: true
positives), orange bars indicate erroneously included spurious features (FP: false
positives). Feature importance values estimated with LARS and RF regression
models for model I (G), model II (H) and model III (I). Selected features using
sequential forward-selection with LARS and RF regression models for model I
with Nselect = 7 selected features (J), model II with Nselect = 5 selected features
(K) and model III with Nselect = 5 selected features (L). Mean absolute error
(MAE) in k = 5-nearest neighbor prediction of Y from all possible variable sub-
sets of sizes |S|, light and dark orange markers indicate feature sets selected using
the MI and CMI criterion respectively. MAE for model I (M), model II (N), and
model III (O, here, no feature set was reliably identified by either criterion).
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(Figure 6C, F). Notably, for model II, both criteria successfully selected X2 and X3, while
the number of true positives forX1 identified by the MI criterion was higher than the number
for the CMI criterion. However, also the number of false positives increased (Figure 6E, F).
Over all three models, there was no clear advantage of either the CMI or the MI criterion
over the other (Table 2).

For model II, RF assigned high importance values to the same features as selected
using the CMI criterion, X2 and X3, while all other features had negligible importance
(Figure 6H). On the other hand, LARS detected X3 as the only important feature and failed
to assign importance to any other feature. When using forward-selection with LARS, results
resembled feature selection performed using the MI criterion, while RF regression always
included feature X1 additionally (Figure 6K). Forward-selection using LARS for model II
always selected feature X3 first, and feature X2 was deterministically selected even though
its importance value was close to zero. When selecting more than two features, any of the
remaining features X1, X4, and Zi were selected, where X1 was selected consistently more
often than the others, which were equally likely to be selected. The RF forward-selection on
the other hand, always selected X1 prior to any variable Zi, even though the importance of
variable X1 in the full model was as low as the nuisance variables Zi. Features X4 and X5

were included with the same probability as nuisance variables Zi if the stopping criterion
was set to a higher number of features.

For model III, both regression models assigned highest importance to feature X3 and
RF regression additionally assigned an importance of around half of the maximum value
to features X1 and X2 (Figure 6I). Using RF regression, Features X4 and X5, and nui-
sance variables Zi were assigned an identical importance, around a third of the maximum
importance. Using LARS, variables X1, X2 and X4 had coefficients close to zero in all
runs. Interestingly, X5 and the nuisance variables Zi, on the other hand, were assigned
a small but finite importance by LARS. When using forward-selection, both LARS and
RF regression selected features X1, X2, and X3 with highest probability, and feature X4

and variables Zi with identical lower probability (Figure 6L). Here, the forward-selection
with LARS did not follow the order suggested by the importance values. Even though X1

and X2 had much lower importance values, they were reliably selected directly after the
dominant variable X3. If more than three variables were allowed to be selected, X4, X5,
and the nuisance variables Zi were included with roughly equal probability.

In sum, compared to CMI and MI, for both models II and III the more traditional
methods led to a higher true positive rate for selecting Xi when a small number of features
was used as stopping criterion, but produced substantially higher numbers of false positive
for variables Zi when more than three features were used as stopping criterion.

We evaluated the selected feature sets by testing their performance in predicting the
target variable Y using a k-nearest neighbor (KNN) predictor with k = 5 for each Friedman
model (Figure 6M-O). We chose a KNN predictor as it requires little hyperparameter-tuning,
except for determining the number of neighbors, k. We here report results for k = 5, while
other choices for k led to qualitatively similar results, while only the absolute prediction
error changed. We compared the performance of the KNN predictor using the selected
feature sets as input against the performance for each possible subset of the complete
feature set X, i.e. each element of the power set of X, using the mean absolute error (MAE)
on 30 % of samples as test set. For models I and II, the feature set selected by the CMI
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criterion was the set with the best performance of all possible subsets. While for model I all
features were necessary to achieve the best performance, interestingly, for model II the best
performance was achieved using the set identified by the CMI criterion which contained
only two of the simulated input features, {X2, X3} (Figure 6M, N). For model III, we show
the predictive performance of all feature sets in the power set, but none of those sets was
reliably detected by either criterion. Generally, their performance on model III was rather
bad as no set allowed for a prediction with an error comparable to the other two models
(Figure 6O). We conclude that the full feature set may not always be optimal in predicting
the dependent variable, as shown for model II, and that for model III a prediction using a
simple KNN-model was not successful for any possible feature set.

We estimated the MI, CMI, and PID atoms between individual variables Xi, and the
target Y , and the remaining feature set X \ Xi, respectively (Figure 7). For model I,
we found high synergy between each variable and the remaining variable set with respect
to the target (Figure 7D), explaining the higher CMI compared to the MI (Figure 7A)
and accordingly a more successful feature selection when using the CMI criterion. Similar
results were observed for model II (Figure 7B, E). Note that features with high synergy also
carried redundant information with the remaining feature set, leading to a higher MI. For
model III, the total information carried by individual features, either individually or in the
context of the remaining feature set, was below the significance threshold for most instances
(Figure 7C). Here, information was almost exclusively synergistic (Figure 7F), explaining
the failure of both forward-selection algorithms in selecting these features.

4.4 Experiment IV: Model by Runge et al. (2015)

Next, we generated data using a model proposed by Runge et al. (2015), which was de-
signed to generate both synergistic and redundant contributions between time series. For
algorithms not accounting for interactions between features, the former property leads to
failure to include relevant features, while the latter property leads to the erroneous inclusion
of redundant features. The authors show that for this case, a simple forward-selection using
a pure CMI-criterion failed (using an algorithm proposed by Tsimpiris et al. 2012).

The model comprises nine input time series, Z =
⋃3
i=1 Z

(i)
t , W =

⋃4
i=1W

(i)
t , and

X =
⋃2
i=1X

(i)
t , with time indices t ∈ {1, . . . , T}, and one target time series, Yt,

Yt+1 = c

4∑
i=1

W
(i)
t−1 + b

3∏
i=1

Z
(i)
t−1 + σN (0, 1),

X
(1)
t = a

(
W

(1)
t−1 +W

(3)
t−1

)
+N (0, 1),

X
(2)
t = a

(
W

(2)
t−1 +W

(4)
t−1

)
+N (0, 1),

where W and Z are i.i.d. sampled from Gaussian distributions with zero mean and unit
variance (∼ N (0, 1)), and the coupling strength between variables is defined by parameters
a = 0.4, b = 2, and c = 0.4. The noise in Yt is scaled by σ = 0.5.

The three groups of variables, Z, W, and X are designed to each contribute to Yt in a
different fashion: sets W and Z are considered true “drivers” of the target, Yt, where the sets
of variables at time step t determine the target two time steps later, Yt+2. Also, variables
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Figure 7: Mutual information and partial information decomposition estimates
for Friedman models. Mutual information (MI), I(Xi;Y ), and conditional
mutual information (CMI), I(Xi;Y |{X \ Xi}), between features, Xi ∈ X, and
target, Y , for Friedman model I (A), model II (B), and model III (C) (error
bars indicate the standard error of the mean (SEM) for 100 runs). Dashed lines
indicate mean significance threshold (α = 0.05, n = 200 permutations). Partial
information decomposition (PID) atoms between individual features Xi, the re-
maining feature set X \ Xi, and target Y , for Friedman model I (D), model II
(E), and model III (F).

in Z are considered stronger drivers than those in W due to a higher coupling, b = 2,
compared to c = 0.4, and Z is considered to provide mostly synergistic information due
to the multiplication of the comprising variables. Set X, on the other hand, is considered
to contain redundant variables that carry information already provided by W, as Xt is
determined by the set W only one time step earlier, i.e. Wt−1. Thus, information observed
in Yt was previously first observed in Wt−2 and then also in Xt−1, which justifies the
variables X to be considered redundant.

Approaches not considering synergies between variables may fail to include variables in
Z. Furthermore, the authors hypothesized that synergistic drivers, Z(i), were individually
less predictive than variables W (i), and that variables Z(i) provided information only when
considered jointly. Lastly, approaches not accounting for redundancies between variables
may erroneously select variables, X(i), additionally to variables, W (i).

We found that the proposed algorithm using the CMI criterion detected true features
with great reliability (Figure 8A and B, Table 3), while for the MI criterion, false positive
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and false negative rates increased. In particular, more spurious features, X(i), were selected,
while true features were selected less often, in particular weakly predictive variables, W (i).

The feature importance values estimated with the LARS regression provided high values
only for the feature setW (i) and assigned the same small importance to the sets Z(i) andX(i)

(Figure 8C). The RF regression model properly assigned high importance to the features
W (i) and Z(i), and very small importance to X(i). However, when performing sequential
forward-selection with both models, the selection sequence did not match the ranking of
importance values. For example, when allowing for the inclusion of 4 features, LARS
reliably selected W (i) as features whereas RF selected the W (i) only in about 60 % of the
cases (Figure 8H). Furthermore, RF regression correctly included Z(i) in about 20 to 25 %,
but also wrongly included X(i) in the same number of cases. When allowing for the selection
of 7 features, both methods correctly selected feature set W (i), but also erroneously selected
features X(i) in about 70 to 80 % of the runs, while the set W (i) was only selected in about
50 to 60 % of the runs (Figure 8I). This is in contradiction to the estimation of the features’
importance where the feature set X(i) was reliably assigned the lowest importance values.
LARS and RF regression thus led to false positive as well as false negative selections as
hypothesized by Runge et al. (2015).

Criterion TP TN FP FN

CMI 99.6 97.0 3.0 0.4
MI 54.7 92.5 7.5 45.3

Table 3: Actual versus selected features by the conditional mutual information (CMI) versus
the mutual information (MI) criterion on data simulated according to Runge et al.
(2015). Bold numbers indicate the better performing criterion for each measure.

Results obtained from the proposed information-theoretic algorithm partially contra-
dict the hypothesized behavior of forward-selection algorithms on the generated data, for
example, the hypothesis that simple MI selection criteria should fail to identify features in
Z, because they do not account for the assumed synergistic information contribution. Here,
further investigation of the simulated data showed that variables in Z provided individually
more information about Y than variables in W and X, with X providing the least infor-
mation (Figure 8D). We found that already individual variables, Z(i), provided significant
information about Y , I(Y ;Z(i)) (Figure 8E). This contribution increased if the whole set
Z was considered by estimating I(Z(1);Yt|{Z(2), Z(3)}) (Figure 8E). Also, the synergistic
contribution by Z was comparable to the synergistic contribution of W (Figure 8F). Here,
the multiplication of variables did not introduce a stronger synergistic effect compared to
the additive combination of variables (see also Experiment II and Griffith and Koch 2014).

Furthermore, the authors hypothesized that spurious drivers, X(i), should individually
provide more information about Yt than variables W (i) and Z(i), and that this should be
reflected in the order of inclusion during forward-selection, which was expected to be X(i) →
Z(i) → W (i) for a CMI criterion, and X(i) → W (i) → Z(i) for an MI criterion. However,
we found that the order of inclusion in our algorithm followed the order of the magnitude
of individual information contribution, Z(i) → W (i) → X(i) (Figure 8G), as determined
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Figure 8: Results for model by Runge et al. (2015). Number of included variables
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tual information (MI, B) inclusion criteria and the proposed forward-selection
algorithm on data from the model by Runge et al. (2015). Blue bars indicate
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Y . E Information contribution of individual variables, Zi, versus set Z; F Partial
information decomposition for variable sets Z and W; G Order of inclusion of
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by the coupling strength b = 2 > c = 0.4. Accordingly, in the first three inclusion steps,
variables Z(i) were predominantly included by both the MI and CMI criterion, followed
by variables W (i) in the next steps. From step 4 on, the CMI identified more variables
from W (i) while the MI criterion failed to include these variables and instead included more
spurious variables, X(i).

Finally, we show the performance of the various selected feature sets in the task of
predicting the output variable Y using a k = 5 KNN predictor. Figure 8J shows the MAE
of the KNN predictors, each predictor trained with one element of the power set of the
complete feature set as input, and with 30 % of the samples as a test set. Some special
subsets of features are marked as shown in the legend. It can be observed that indeed
the predictor using only feature set Z(i), which are the three features selected during the
first three iterations using the MI and CMI criterion, gave the best mean performance. In
particular, this predictor provided the best trade-off in terms of minimum number of input
features and prediction performance, and its error was significantly lower than with all other
features sets of size |S| = 3. Inclusion of the feature sets Z(i) and W (i), as suggested by the
CMI criterion and partly by the MI criterion and the importance values of the RF, resulted in
a comparable prediction performance. In contrast, the feature set W (i), which was selected
first by the LARS (importance values and sequential forward-selection) and RF (sequential
forward-selection) approaches, led to substantially worse prediction performance. Extending
the features set by including W (i) and X(i), as suggested by sequential forward-selection
with LARS and RF, resulted in an equally bad prediction.

4.5 Experiment V: Noise Examples by MacKay (2005) and Haufe et al. (2014)

Synergistic effects do not only occur in purely artificial examples, but also appear in simple
real-world settings such as noisy measurements. We analyzed two examples from literature
that illustrate the effect of recording noise during data collection (MacKay, 2005; Haufe
et al., 2014). Both examples assume two input variables, X1 and X2, where variable X1 is
the measurement of a signal of interest, S, that affects the output Y by some function f(·),
while the second variable, X2, measures a “distractor signal”, D, that is considered to be
noise. A weighting factor, a ∈ [0, 4], determines the strength of the distortion. Both S and
D are drawn from a standard normal distribution. We simulated f(S) as a noisy sinus, i.e.,
f(S) = sin(S) + σN (0, 1), with σ = 0.1.

In the first model, formulated after MacKay (2005), we consider the measurement of
the target variable to be corrupted by the distractor signal,

X1 = S ,X2 = D

Y = f(S) + aD,

while in the second model (Haufe et al., 2014), we consider a noisy measurement of the
input variable,

X1 = S+aD ,X2 = D

Y = f(S).

For the MacKay example (MacKay, 2005), we found that the CMI, I(X1;Y |X2), at all val-
ues of a captured the unique influence of the signal of interest, X1, on Y , and included the
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synergistic contribution of both X1 and X2 (Figure 9A). Simultaneously, the unique influ-
ence of the noisy signal, X2, and the redundant information in X1 and X2 was conditioned
out. The MI, as expected, failed to capture the relationship between the three measure-
ments, where the information provided by X1 alone, I(X1;Y ), decreased for a ≥ 0.5 and
became smaller than the CMI, I(X1;Y |X2). The MI thus failed to capture all informa-
tion provided by the signal of interest X1, which is partially “masked” as a synergistic
contribution between X1 and X2. On the other hand, the information provided by X2

alone, I(X2;Y ), increased and for a ≥ 1.0 became larger than the CMI, I(X1;Y |X2), thus
over-estimating the influence of the noisy signal on Y . Due to the addition, shared and
synergistic information contribution decreased similarly for larger a, while the synergistic
contribution was always higher than the redundancy between both variables. Lastly, the
multivariate MI, I({X1, X2};Y ), included both the information of X1 and the noisy signal
X2, thus failing to decompose the distractor signal into its synergistic contribution required
to decode the signal of interest, X1, and its distorting unique and redundant contribution.
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Figure 9: Results noise examples. Mutual information (MI) and partial information
decomposition (PID) terms for noise examples. A Model as described in MacKay
(2005). B Model as described in Haufe et al. (2014). Note that the joint MI,
I(Y ; {X1, X2}), is covered by the CMI, I(Y ;X1|X2), and the MI, I(Y ;X1), is
covered by the unique information, Iunq(Y ;X1 \X2).

For the second example by Haufe et al. (2014), we found again that the CMI, I(X1;Y |X2),
successfully captured the information provided by both variables, while the MI between
each variable and Y failed to account for the synergistic contribution of both variables (Fig-
ure 9B). In this example, also the multivariate MI, I({X1, X2};Y ), was able to capture the
joint contribution of both measurements due to an absence of redundant information be-
tween both variables. Here the contribution is purely synergistic, such that no redundancies
have to be conditioned out from the measurement.

Both examples show that we can recover a signal of interest also in the presence of
high noise if we are able to record the source of the noise. In this case, the recorded noise,
X2, may be used to “decode” the information the signal of interest, X1, carries about the
target, Y . As already stated by Haufe et al. (2014), this is important in the interpretation
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of subsequent modeling. The relevancy of a variable may be indirect such that the weight
attributed to the variable in a model may not encode its immediate relevancy to the target
quantity but may indicate its strength in moderating the relationship between the input
and output signal. An application example may be the recording of physiological signals
(Haufe et al., 2014), where the signal of interest is electrophysiological brain activity, while
the distractor signal is the electrocardiogram (ECG). The target variable may be a further
brain signal, but also behavioral measurements, e.g., the success in a task. To model the
relationship between the electrophysiological recording and the target quantity, accounting
for the noise generated by the ECG is beneficial in both scenarios of noise contamination.

4.6 Experiment VI: Examples by Guyon & Elisseeff (2003) and Haufe et al.
(2014)

As a last example, we analyzed data from two models that investigate whether correla-
tion (more generally, dependency) calculated exclusively between input variables indicates
redundancy or synergistic contributions with respect to a target variable, following toy ex-
amples in Guyon and Elisseeff (2003) and Haufe et al. (2014). It has been stated that the
goal of feature selection is the identification of “independent” features such as to include
features that provide a maximum of novel information about the target variable and to
avoid redundant features. Accordingly, some approaches use the MI between features as
a proxy for redundant information about the target. However, Guyon and Elisseeff (2003)
previously demonstrated on toy systems that correlation does not indicate feature redun-
dancy and that, on the other hand, the absence of correlation does not indicate an absence
of interaction, for example, in the form of synergistic contributions. We here illustrate this
by estimating MI, CMI, and PID from similar toy models, where we show that statistical
dependence or independence between features is not sufficient to identify feature interactions
that render features relevant or irrelevant with respect to the target.

For all examples, data were independently sampled from two two-dimensional normal
distributions with means µ1 and µ2 and common covariance matrices, ΣX,X. Class labels,
Y ∈ {0, 1}, indicate from which distribution a sample was drawn. As input variables, we
considered the two dimensions, X1 and X2.

Examples 1 and 2 illustrate that two seemingly non-interacting variables may provide
synergistic information. We simulate two sets of independent variables with µ1 = (−1,−1)T

and µ2 = (1, 1)T , respectively. The examples vary in their covariance matrices to illustrate
that whether variables may provide synergistic information is dependent on their variance,

Σ1
X,X =

(
1 0
0 1

)
,Σ2

X,X =

(
1 0
0 2

)
.

Example 3 illustrates that only if variables are perfectly correlated, they exclusively provide
redundant information. For this we sample the two distributions with means µ1 = (0, 0)T

and µ2 = (0, 0)T , respectively, and

Σ3
X,X =

(
1 1
1 1

)
.

Example 4 illustrates that high correlation does not imply an absence of synergistic in-
formation. We simulate the two sets of variables with means µ1 = (−0.5, 0.5)T and
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µ2 = (0.5, 0.5)T , and

Σ4
X,X =

(
0.1 0.4
0.4 2

)
.

Example 5 illustrates that high correlation does not imply an absence of synergistic in-
formation and that even a variable that does not provide any information by itself may
provide synergistic information with another feature. Means are set to µ1 = (−0.5, 0)T and
µ2 = (0.5, 0)T , and

Σ5
X,X =

(
0.1 −0.4
−0.4 2

)
.

Figure 10 shows representative samples from all five example distributions (Figure 10A-C),
as well as estimated information-theoretic quantities (Figure 10D-E), and the Pearson cor-
relation coefficient between the inputs for each example (Figure 10F). Examples 1 and 2
illustrate that seemingly independent variables may provide synergistic information. How-
ever, only in Example 2, where the variance of X2 was higher, a significant information
contribution as measured by the CMI criterion was consistently found. In Example 1, the
added unique and synergistic contribution reached statistical significance for only some in-
stances. Here, the higher relative redundancy may have rendered X1 not informative given
X2 as measured by the CMI criterion. While the addition of X1 may add some improvement
in a subsequent learning task, its inclusion also adds a high amount of redundant informa-
tion and may have to be balanced against the minimization of the feature set size. In both
Examples 1 and 2, the pairwise as well as the joint MI was significant in most cases. We con-
clude that—in line with Guyon and Elisseeff (2003)—“presumably independent variables”
may contribute information through a synergistic interaction, which becomes particularly
evident in Example 2.

For Example 3, as hypothesized for perfectly correlated input variables, we found ex-
clusively redundant information in the two input variables, with respect to the target, and
no unique or synergistic information contribution. Accordingly, the CMI, I(Y ;X1|X2), was
zero as X1 provided no information about Y if X2 was already known.

Lastly, for Examples 4 and 5, we found in both cases that despite a high correlation
between the inputs, there was little redundancy and even some synergistic information
contribution between both inputs. The main contribution was provided uniquely by X1.
Note that even though the correlation between variables in Example 4 was higher than for
Examples 1 and 2, the redundancy was lower.

In sum, through the estimation of the PID, we showed that presumably independent
variables may still provide synergistic information about the target, while a dependence
between variables is not necessarily indicative of variable redundancy or the absence of
synergy. We conclude that measuring the dependence between features is not a suitable
proxy to infer feature interactions in general. Our PID-based results are in accordance with
the observations by Guyon and Elisseeff (2003), providing a quantitative description of the
relationship between variable dependence and relevance.

5. Discussion

We use the partial information decomposition (PID) framework by Williams and Beer
(2010) to provide a rigorous, information-theoretic definition of relevancy and redundancy
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in feature-selection problems that, in particular, accounts for feature interactions and the
resulting redundant and synergistic information contributions about a target. We show
that classical information theory lacks methods to describe such detailed information con-
tributions and that only through the introduction of the PID framework these methods
have become available. Based on our definition of feature relevancy and redundancy in PID
terms, we show that using the conditional mutual information (CMI) as a feature selection
criterion, e.g., in sequential forward-selection, simultaneously maximizes a feature set’s rele-
vancy while minimizing redundancy between features. For practical application, we propose
the use of a recently introduced CMI-based forward-selection algorithm that uses a novel
statistical testing procedure to handle bias when estimating information-theoretic quantities
from finite data. By applying the proposed algorithm to benchmark systems from litera-
ture, we demonstrate that the CMI is in almost all cases the preferable selection criterion,
compared to the mutual information (MI) which does not account for feature interactions.
Additionally, we demonstrate how PID allows for a detailed, quantitative description of
individual and joint feature contributions—in particular, for interacting features—that was
not possible before using information-theoretic methods.

In the following we discuss relevant aspects of the proposed methodology in more detail.

5.1 PID Enables the Detailed Quantification of Joint Information
Contribution for Interacting Features

Basing the definition of variable relevancy and redundancy on the PID framework provides
a first, rigorous definition of these concepts in information-theoretic terms and makes indi-
vidual contributions quantifiable using estimators for PID. Our definition further resolves
existing issues in the description of multivariate information contribution such as nega-
tive information contribution and allows making conjectures about variable contributions
testable (as formulated, for example, by Guyon and Elisseeff 2003 or Brown et al. 2012).
As demonstrated, similar insights into the “structure” of the multivariate information con-
tribution in feature selection can not be obtained from using classical information-theoretic
terms, but require the introduction of additional axioms as done by the PID framework.

By applying the PID framework to benchmark data sets from literature, we tested a
series of earlier conjectures and assumptions about feature interactions. We showed that
multiplicative combinations of terms lead to lower synergistic contribution than additive
ones, opposed to assumptions made in earlier work. We further showed that determining
the dependency between features is not sufficient to determine feature relevancy or redun-
dancy with respect to the target variable (as also discussed, for example, by Guyon and
Elisseeff 2003). In particular, we showed that the absence of correlation did not indicate a
lack in synergistic contribution and thus a lack in relevancy. Furthermore, we showed that
the presence of correlation did not indicate feature redundancy. Instead of using variable
dependency as a proxy to infer such interactions, PID allowed us to immediately quan-
tify these individual and joint contributions about the target. Furthermore, we show that
both synergistic and redundant contributions can coexist already in simple feature selec-
tion problems, such that whether a variable is included in a feature set, hinges on whether
its contribution of novel information outweighs the information it redundantly shares with
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other features. Also, we demonstrate that all three unique, synergistic, and redundant
contributions can occur in the data simultaneously and with arbitrary shares.

An important limitation of using PID to understand feature selection problems is the
number of variables that can be considered simultaneously. When looking at fine-grained
interactions between increasingly larger data sets, the number of possible interactions soon
becomes intractable as also higher-order interactions between subsets become possible. For
example, when considering four input variables that interact with a single target variable,
there are already 166 possible ways of how subsets of variables can multivariately provide
information about the target (Makkeh et al., 2021). Instead, PID can always be used
to quantify the information contribution of a single feature with respect to the set of all
remaining selected features, as done in the present work. Here, however, the dimensionality
of the estimation space is a further limiting factor, restricting the application of existing
PID estimators to feature sets of relatively small size.

5.2 A Remark on PID for More Than Two Input Variables

We note that we have restricted our application of PID here to the case of two input
variables—where one variable represented a particular feature while the other represented
the set of all other available features. Our self-restriction was motivated by our focus on the
iterative inclusion scenario, which is most relevant practically. However, PID can also be
defined for more than two input variables that carry information about an output variable
as shown in Appendix A (Williams and Beer, 2010; Makkeh et al., 2021; Gutknecht et al.,
2021). In that case we have to ask questions of a more complex type, such as: “How much
of the information that a set of variables {X1, X2} carries jointly (i.e., also synergistically)
about a target variable Y is also carried redundantly with the information that another
set of variables, say {X3, X4, X5} carries about Y ?”. The structure of the underlying
decomposition can be derived solely relying on what it means for one thing to be part
of another (i.e., parthood relations or mereology) and is isomorphic to certain well-known
lattices, such as the lattice of antichains and lattices from Boolean logic (see Gutknecht
et al. 2021 for an accessible introduction).

For limited data, the fine-grained decomposition provided by a fully multivariate in-
formation decomposition may be impractical, as the number of parts or “atoms” of the
decomposition scales extremely fast with the number of input variables (here, features):
for N input variables the number of parts is equal to D(N) − 2, where D(N) is the N -th
Dedekind number. For example, for N = 2, 3, 4, 5, . . . inputs the corresponding number
of parts are 4, 18, 166, 7579, . . ., respectively. While this rapid scaling is frustrating from a
practical point of view, it at least offers a clean quantitative measure of the inherent (and
unavoidable) complexity of the feature selection problem; in other words, the problem is
certainly NP-hard, but still the Dedekind numbers rise much slower than the cardinality
of the power set of all features, which would have to be considered when approaching the
problem naively.

5.3 Relationship to Definitions of “Strong and Weak Relevancy”

In the context of information-theoretic feature selection, feature relevancy has been math-
ematically defined in probabilistic as well as information-theoretic terms (e.g., John et al.
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1994; Bell and Wang 2000, see also Vergara and Estévez 2014 for a review). It has been
recognized that common “definitions give unexpected results, and that the dichotomy of
relevancy vs irrelevance is not enough” (Bell and Wang, 2000). Therefore, John et al. (1994)
introduced the concept of strong and weak relevancy to mitigate these problems, in partic-
ular to avoid results contradicting the intuitive notion of relevancy in the presence of fully
redundant features. The definition by John et al. can be written in information-theoretic
terms (Vergara and Estévez, 2014), such that for a set of input variables X and a dependent
variable Y , a feature, F , from the set of all true features, S is defined as strongly relevant
if

I(F ;Y |S \ F ) > 0, (15)

where S \ F the set of selected features excluding F . A strongly relevant feature provides
information about Y that can not be obtained from any other feature. From a PID per-
spective, we can see that this criterion ensures that F provides either unique or synergistic
information, or both, which leads to a positive CMI.

Next, a variable is defined to be weakly relevant if

I(F ;Y |S \ F ) = 0 ∧
∃S′ ⊆ S \ F : I(F ;Y |S′) > 0

i.e., the feature is not strongly relevant and there exists a subset of features, S′, in whose
context F provides information about Y . Thus, weakly relevant features “can sometimes
contribute” information in the context of a suitably selected subset, S′ (Bell and Wang,
2000). Again, using PID we can state that a weakly relevant feature provides information
that is fully redundant with the full feature set, or more precisely, with a subset of the
feature set, S\S′. Note that all variables that are perfect copies of another feature are fully
redundant with respect to Y and provide neither unique nor synergistic information. On
the other hand, not all features that provide purely redundant information about a target
are necessarily perfect copies of each other. It is also conceivable that two variables provide
completely redundant information about the target and carry further information that is
independent of the target.

Lastly, a feature is considered irrelevant if

I(F ;Y |S′) = 0 ∀S′ ⊆ S \ F,

i.e., the feature never provides information about Y and can be discarded. Again, from a
PID point of view, a feature is not included if it provides information neither uniquely of
synergistically in the context of the remaining feature set and all possible subsets, S′.

Our definition of feature relevancy and the proposed forward-selection algorithm using
a CMI criterion are in line with the definitions by John et al. (1994), which requires for
a suitable feature selection algorithm to select all strongly relevant features, the smallest
possible subset of weakly relevant features, while not including any irrelevant features (John
et al., 1994). Note further that the definition of weak and strong relevancy is not directly
applicable in practice because it requires the evaluation of the power set of S. Last, it
should be noted that when investigating strongly and weakly relevant features using PID
measures, the choice of the measure is important. In particular, the measure should be
sensitive to “what” information over “how” much information is provided, which is not the
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case for all proposed PID measures (see for example, Harder et al. 2013; Bertschinger et al.
2014; Timme and Lapish 2018). Measures from the latter category may lead to counter-
intuitive results, while the BROJA measure used here does not suffer from this problem.
Despite the remaining issues in its estimation, we conclude that the PID may provide a
more straightforward and more intuitive characterization of information contribution than
weak and strong relevancy.

5.4 Relationship to Feature-Selection Framework by Brown et al. (2012)

The framework development by Brown et al. (2012) subsumes many feature selection criteria
under a common formulation. The authors arrive at this formulation by first showing
that the CMI is the optimal criterion for variable inclusion in sequential forward-selection,
when considering filtering features prior to fitting a classifier as the problem of maximizing
the conditional likelihood of the correct class labels given the selected features. After
showing the optimality of the CMI, the authors show that most existing inclusion criteria
can be related to the CMI under a series of independence assumptions, where independence
assumptions are typically made to avoid the estimation of the full CMI in potentially high-
dimensional feature spaces.

In particular, the framework first assumes independence and class-conditional indepen-
dence for all non-selected variables Xk ∈ Xi at inclusion step i, i.e., for all Xk ∈ Xi,

p(Si|Xk) =
∏
Fj∈Si

p(Fj |Xk),

p(Si|Xk, Y ) =
∏
Fj∈Si

p(Fj |Xk, Y ).
(16)

The CMI criterion in Equation (10) can be rewritten as (see Brown et al. (2012) for a
detailed derivation),

I(Y ;Fi|Si) = I(Y ;Fi)−
∑
Fj∈Si

I(Fi;Fj) +
∑
Fj∈Si

I(Fi;Fj |Y ).

Here, the second term can be discarded under the assumption of pairwise independent
variables, i.e., p(Fi;Fj) = p(Fi)p(Fj). The third term can be discarded under the as-
sumption that all features are pairwise class-conditionally independent, i.e., p(Fi;Fj |Y ) =
p(Fi|Y )p(Fj |Y ). Furthermore, both terms can enter the equation to varying degrees, ex-
pressing a corresponding degree of belief in each assumption, yielding the formulation

J ′CMI(Fi) = I(Y ;Fi)− β
∑
Fj∈Si

I(Fi;Fj) + γ
∑
Fj∈Si

I(Fi;Fj |Y ), (17)

which describes a generic inclusion criterion, J ′CMI , derived from the CMI under the three
assumptions above. Here, lower values for either parameter lessens the contribution of the
respective term, indicating that the corresponding independence-assumption is adopted to
a higher degree. Many existing information-theoretic criteria may be expressed by Equa-
tion (17) through the adoption of specific values for γ and β (see Brown 2009).
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Several observations can be made at this point: First, the assumption made in Equa-
tion (16) discards all higher-order interactions between features. Hence, all criteria that can
be subsumed under this framework only account for pairwise interactions between features.

Second, the second term in Equation (17) (∼ β) leads to a decrease in a feature’s
relevancy whenever that feature has high MI about any feature already selected. Thus, these
criteria use the pairwise MI between the feature under consideration and already selected
features to quantify feature redundancy, an assumption that—as already discussed—may
not generally hold. Moreover, the MI between Fi and Fj is in general independent of
the redundancy the two variables carry about the target, such that positive MI does not
necessarily indicate redundant information in the features about the target, nor does an MI
of zero indicate an absence of redundant information. The first statement may be illustrated
with an example, where each feature, Fi and Fj , is a combination of two further variables,
Fi = {X1, X2}, Fj = {Z1, Z2}, which are not observed and thus not part of the input
variable set. Here, I(Fi;Fj) > 0 may be due to I(X1;Z1) > 0, while the information Fi and
Fj provide about Y is due to I(X2;Y ) > 0 and I(Z2;Y ) > 0, while Ishd(Y ; {Fi, Fj}) = 0.
In this scenario, the MI, I(Fi;Fj), is non-zero while the information provided by both
variables about Y is not redundant. The second statement, i.e., zero MI does not indicate
the absence of redundancy, may be illustrated by a simple logical AND gate with two
independent, Boolean inputs, where the BROJA measure used here returns Ishd = 0.311
(Bertschinger et al., 2014). This type of redundant information contribution has also been
termed mechanistic redundancy, i.e., redundancy due to the operation performed on the
input to generate the output, and has to be distinguished from redundancy that arises from
information redundantly present in the input, termed source redundancy (Harder et al.,
2013). In the special case, where just source redundancy occurs in a system, the MI between
the inputs is an upper bound on the redundancy if the PID measure used adheres to the
identity axiom introduced by Harder et al. (2013).

Third, criteria not including the third term in Equation (17) (i.e. when γ = 0) do not
account for pairwise synergistic information between Fi and Fj with respect to Y . Hence,
if this term is not included, the criterion may be overly conservative because it misses
a feature’s synergistic relevancy, which—as demonstrated in the experiments—is present
already in simple systems.

5.5 CMI as an Optimal Feature-Selection Criterion and Estimation from Data

We demonstrated that already in simple examples, feature interactions can lead to relevant
synergistic contributions or redundancy. Accordingly, the CMI criterion, which accounts
for such interactions, outperformed the MI criterion in almost all investigated scenarios.
Our results therefore highlight the importance of developing feature selection criteria that
account for interactions between variables; assuming variable independence may easily yield
non-optimal solutions that both miss relevant variables and falsely include redundant ones.
Also for practical applications, it has been noted that already simple problems show interac-
tions between features with respect to the target such that considering pairwise dependen-
cies alone leads to an insufficient characterization of the system under investigation (Reing
et al., 2019). Examples include data sets obtained from sufficiently complex, multivariate
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real-world systems, such as biological or artificial neural networks (Latham and Nirenberg,
2005; Tax et al., 2017), or ecological models (Grilli et al., 2017).

Yet, existing inclusion criteria for sequential forward-selection (e.g., Duch 2008; Brown
et al. 2012) often fail to account for features interactions, in particular, for synergistic
effects (e.g., Cheng et al. 2011; Vergara and Estévez 2014; Shishkin et al. 2016). Instead,
many criteria make the (implicit) modeling assumption that variables act on the target
independently (Dash and Liu, 1997; Hall, 2000), or that variables interact only pairwise
with respect to the target (Brown et al., 2012). These approaches aim at avoiding (C)MI
estimation in high-dimensional spaces (Brown et al., 2012; Vergara and Estévez, 2014). Also,
approaches explicitly accounting for synergistic contributions often use low-dimensional
approximations of the synergy that may miss relevant contributions (Zhao and Liu, 2007;
Tsanas et al., 2010; Cheng et al., 2011). Here, PID may help to construct novel approaches
as it allows to characterize also intermediate levels of dependency, thus covering the middle
ground between pairwise and the total dependency in a set of variables (Reing et al., 2019).

For medium-sized feature selection problems, estimators with more favorable bias prop-
erties may be used if applicable. We here use a continuous nearest-neighbor based estimator
that has been shown to perform well in relatively high-dimensional spaces (Kraskov et al.,
2004), and that has favorable bias properties (Kraskov et al., 2004; Khan et al., 2007; Lizier,
2014; Xiong et al., 2017), in particular compared to plug-in estimators for discrete or dis-
cretized variables (e.g., Doquire and Verleysen 2012), and has been successfully applied in
feature selection (François et al., 2007; Tsimpiris et al., 2012; Doquire and Verleysen, 2012;
Lensen et al., 2018). However, even though the estimator shows better bias properties
than comparable approaches, it is not bias-free and still requires the statistical testing of
estimates against suitable surrogate data (e.g., François et al. 2007). We here propose to
handle estimation bias using a recently proposed statistical testing scheme that—opposed to
comparable approaches (e.g.,François et al. 2007; Tsimpiris et al. 2012)—explicitly controls
the false-positive rate during feature selection (Novelli et al., 2019; Wollstadt et al., 2019).
The testing scheme thereby ensures that feature inclusion terminates when the remaining
variable set contains no more relevant features, but also if a potential feature’s contribution
can no longer be robustly estimated given the dimensionality of the already selected feature
set and the available data. While this approach avoids false positives, it may be overly
conservative in cases where the number of relevant features is high relative to the amount
of available data. Such cases may be handled by considering only subsets of the already
selected feature set when estimating the CMI (Fleuret, 2004).

Finally, we want to note that forward-selection algorithms, such as one the used here,
may fail to include feature (sub-)sets with purely synergistic contributions (as shown in
Experiment I, Section 4.1, and Experiment III, Section 4.3). One may mitigate this problem
by initialize the feature set not as an empty set but with random subsets of variables, or one
may try to include tuples of increasing size based on their joint information contribution
(Lizier and Rubinov, 2012). However, these approaches are limited to problems with few
input variables due to their practical run time.
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5.6 Conclusion and Outlook

In the present paper, we presented a rigorous definition of feature relevancy and redun-
dancy based on the recently proposed PID framework. We introduced PID as a conceptual
as well as a practical framework for the investigation of information contribution in feature
selection problems, in particular, for the analysis of feature interactions that give rise to
redundant and synergistic information contributions. Based on our definition of feature
relevancy, we showed that the CMI is the optimal criterion in sequential feature selection
that simultaneously accounts for synergistic information contribution, while avoiding re-
dundancy between features. We presented a forward-selection algorithm for the practical
application of the CMI as a selection criterion, which handles estimator bias and provides a
robust stopping criterion for variable inclusion. We successfully applied the algorithm and
PID to illustrative examples from literature, illustrating how PID leads to a better under-
standing of how features and their interactions contribute information in feature-selection
problems. Future work may extend the use of PID in feature selection, in particular, in the
definition of inclusion criteria that properly account for feature interactions.
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Appendix A. Multivariate Partial Information Decomposition

Using the partial information decomposition (PID) framework (Williams and Beer, 2010),
we showed in the main text that the conditional mutual information (CMI) is the better
choice for a criterion to select features than the mutual information (MI) for the case of
two input variables or sets of variables. The argument can be extended to the general,
multivariate case as shown in the following. The structure of a full PID for a multivariate
MI, I(Y ; {F1, . . . , Fn}), can be derived based on the insight that each information atom
can be characterized by its distinctive parthood relationships to the information provided
by the different possible collections of features (e.g., the highest-order synergy being part
of the information provided by the collection of all features together but not part of the
information provided by any subcollection). Starting from a small set of basic assumptions
about parthood relationships between information contributions one may infer that there
is a definite number of different information atoms for a given number of features and that
these atoms can naturally be ordered into a mathematical structure, alternatively called
a parthood lattice, the lattice of antichains, or the redundancy-lattice (Gutknecht et al.,
2021). The redundancy lattice for PID describes a partially ordered set in which each
element contains at least as much redundant information as the lower ones, and which
allows to describe the decomposition of a joint MI into its PID terms.

Figure 11 shows the lattice for three features, F1, F2, F3. The bottom node, {1}{2}{3},
indicates the information the three features share about the target Y . Nodes that contain
more than one number within a bracket denote synergistic contributions, e.g., node {1, 2}
denotes the synergistic contribution between features F1 and F2 with respect to Y , and the
top node, {1, 2, 3}, represents information only accessible when knowing all feature variables
together, i.e., it is the highest order synergy. A node containing a single number, e.g., {3},
denotes the information uniquely provided by feature F3 about Y . Other nodes in the lattice,
however, have a more complex interpretation. For a detailed introduction to parthood
lattices and information atom interpretation see Gutknecht et al. (2021). Importantly, the
MI between a single feature or a set of features and the target variable can be calculated from
the node containing the feature in question and all child nodes (see, for example, the nodes
that jointly represent I(Y ;F3) and I(Y ; {F2, F3}) in Figure 11B). By representing PID
atoms in such a lattice structure, it can be shown that individual atoms can be calculated
via a so-called Möbius Inversion from the redundant information terms and the classical
mutual information terms.

In Figure 11 we illustrate the information accessible by the MI versus the CMI for
the case of four variables, i.e., three features (for higher numbers of features our reasoning
applies unchanged). Comparing the information atoms that are contained in the CMI terms
computed in iterative selection (Figure 11B and C) to the information atoms contained in
the corresponding MI terms (Figure 11D), one sees, that the atoms covered by the MI terms
are highly overlapping (Figure 11D). In contrast, the atoms covered by the CMI terms cover
the whole lattice non-redundantly (Figure 11F). Last, it is important to note that none of the
unconditional MI terms covers atoms above the level of the individual unique information
terms, {i}, on the lattice (Figure 11E)—in other words, none of the unconditional MI terms
include higher-order interactions with respect to the target. The above observations all
hold in general. For example, the inaccessibility of information above the level of the nodes
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carrying the unique information terms, {i}, by the unconditional MI, derives from the fact
that these nodes are linked to the self-shared information, Ishd(Y ;Fi, Fi) = I(Y ;Fi). Thus,
the unconditional MI, I(Y ;Fi),—as a self-shared information—is limited to covering atoms
below {i} (also see Gutknecht et al. 2021 or Williams and Beer 2010 for a more formal
verification of this fact).

Appendix B. Statistical Testing in Sequential Forward-Selection

To use the CMI or MI as a criterion in feature selection, estimation bias has to be handled
such as to determine whether an estimate is truly non-zero. Estimators may return non-zero
results also for independent variables due to finite sample size, and estimates may even be
negative if the estimator bias is larger than the CMI (Paninski, 2003; Kraskov et al., 2004;
Hlaváčková-Schindler et al., 2007). The proposed sequential forward-selection algorithm
handles estimation bias by performing non-parametric statistical tests against surrogate
data to assess whether the estimate is statistically significant under the Null hypothesis of
conditionally independent variables (Novelli et al., 2019). To generate the Null distribution,
the CMI is repeatedly estimated from surrogate data, which is generated by permuting the
data, in particular the target variable, Y , such that the joint distribution is destroyed while
the marginal distributions stay intact.

During sequential forward-selection, statistical testing has to be performed repeatedly
over all candidate features in each iteration. To control the family-wise error rate over these
tests, a testing scheme termed maximum statistic is used (Novelli et al., 2019; Wollstadt
et al., 2019). The maximum statistic mimics the feature selection process by creating sur-
rogate data from all remaining, non-selected variables in the current iteration, Xi = X \Si.
For each variable, X ∈ Xi, realizations are permuted to generate surrogate data X ′, from
which a surrogate value I(X ′;Y |Si) is estimated. Then the maximum surrogate value over
all variables X ∈ Xi is selected and stored. This procedure is repeated a sufficient number
of times to create a distribution of maxima over surrogate estimates from all remaining,
permuted variables. The test statistic (the CMI estimate from the original data) is then
compared against the distribution of maxima (see Novelli et al. 2019 for a detailed descrip-
tion of the maximum statistic and a proof of its equivalence to the Dunn-S̆idák correction,
S̆idák 1967). For the final backward-elimination step, the same procedure is used, except
that the minima over all surrogate values are collected because iteratively the feature with
the minimal contribution is tested.

By assessing whether the CMI is non-zero, statistical testing ensures the termination
of the algorithm if none of the remaining variables adds information about the target in a
significant fashion, thus providing an automatic stopping criterion and ensuring the selected
feature set to be minimal (Brown et al., 2012).

Appendix C. Feature Selection Problems of Medium Size

To illustrate the algorithm’s ability to handle feature selection problems of more realistic
sizes, we generated a series of feature selection problems using scikit-learn (Pedregosa et al.,
2011) with varying numbers of variables, informative features, and sample sizes, N (Fig. 12).
The target variable in each problem is generated via a linear regression model with the scikit-
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Figure 11: Partial information decomposition (PID) redundancy lattice. A PID
lattice for four variables, i.e., three features and one output variable. Sets in-
dicate collections where numbers denote input variables F1, F2, F3, while the
output variable, Y , is implied via the fact that this information lattice represents
a decomposition of I(Y ;F1, F2, F3). B Information atoms covered by the condi-
tional mutual information (CMI, red), I(Y ;F2|F3) = I(Y, {F2, F3})−I(Y, {F2}),
derived from the complement of sets implied by the two mutual informations
(MI), I(Y ; {F2, F3}) (blue) and I(Y ;F3) (green); C Information atoms covered
by the CMI (yellow), I(Y ;F1|{F2, F3}) = I(Y, {F1, F2, F3}) − I(Y, {F2, F3}),
derived from the sets I(Y, {F1, F2, F3}) (gray) and I(Y, {F2, F3}) (blue); D In-
formation atoms covered when iteratively including using MI terms: many infor-
mation atoms are covered multiple times meaning they are considered multiple
times thus creating redundancies, higher-order information atoms are not cov-
ered. E Information atoms theoretically “accessible” when using MI (red area).
F Information atoms covered when iteratively including using CMI terms: ev-
ery collection is covered once, hence avoiding redundancies, also higher-order
Information atoms are covered.
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learn function datasets.make regression. We repeated each experiment 10 times. The
algorithm was able to correctly identify half of all relevant features for a sample size of
N = 1000, and was able to retrieve 9 out of 10 relevant features for N = 50000. For smaller
samples size of N = 100, only a small number of features was correctly identified in some of
the runs. The number of false positives was well below the critical alpha level of 0.05 used
for the analysis.
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Figure 12: Number of correctly identified features in larger-scale problems. Total
number of true positive results per informative feature (blue bars) and total
number of false positives, Z (orange bars), over 10 experimental runs. From
left to right, results are shown for increasing sample size: A results for 10
informative features out of 50 variables; B results for 20 informative features
out of 30 variables.

In sum, the algorithm was able to reliably identify features if sample size was sufficient.
For smaller sample sizes, the algorithm terminated before identifying all relevant features,
which led to a higher number of false negatives, while the number of false positives was well
below the level specified by the critical alpha level used in the statistical testing procedure.
With an increasing number of samples, the algorithm was able to identify more relevant
features correctly in both cases.
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Katerina Hlaváčková-Schindler, Milan Paluš, Martin Vejmelka, and Joydeep Bhattacharya.
Causality detection based on information-theoretic approaches in time series analysis.
Physics Reports, 441(1):1–46, 2007.

George H. John, Ron Kohavi, and Karl Pfleger. Irrelevant features and the subset selection
problem. In William W. Cohen and Haym Hirsh, editors, Machine Learning Proceedings,
pages 121–129. Morgan Kaufmann, San Francisco, California, 1994.

41



Wollstadt, Schmitt, and Wibral

Shiraj Khan, Sharba Bandyopadhyay, Auroop R. Ganguly, Sunil Saigal, David J. Erickson,
Vladimir Protopopescu, and George Ostrouchov. Relative performance of mutual infor-
mation estimation methods for quantifying the dependence among short and noisy data.
Physical Review E - Statistical, Nonlinear, and Soft Matter Physics, 76(2):1–15, 2007.
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