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Abstract

We consider the problem of computing bounds for causal queries on causal graphs with unobserved confounders and discrete valued observed variables, where identifiability does not hold. Existing non-parametric approaches for computing such bounds use linear programming (LP) formulations that quickly become intractable for existing solvers because the size of the LP grows exponentially in the number of edges in the causal graph. We show that this LP can be significantly pruned, allowing us to compute bounds for significantly larger causal inference problems compared to existing techniques. This pruning procedure allows us to compute bounds in closed form for a special class of problems, including a well-studied family of problems where multiple confounded treatments influence an outcome. We extend our pruning methodology to fractional LPs which compute bounds for causal queries which incorporate additional observations about the unit. We show that our methods provide significant runtime improvement compared to benchmarks in experiments and extend our results to the finite data setting. For causal inference without additional observations, we propose an efficient greedy heuristic that produces high quality bounds, and scales to problems that are several orders of magnitude larger than those for which the pruned LP can be solved.
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1. Introduction

We are interested in answering the following counterfactual query about a large-scale system of discrete variables: What will be the value of some outcome variables $V_O$ if we intervene on variables $V_I$, given the values of variables $V_A$ are known? Several meaningful questions in data-rich environments can be formulated this way. As an example, consider the causal graph in Figure 1 that describes the health outcome of a patient $Y$ as a function of a sequence of treatments administered $T_i$ by a physician, $i = 1, \ldots, 5$. The treatments chosen are functions of some patient characteristics $C_i$, $i = 1, 2$, e.g. sex and age. The variable $U_B$ refers to unknown variables, also known as confounders, that might impact both the choice of treatments and the health outcome e.g. patient lifestyle, physician biases, etc. What will be the expected health outcome $Y$ of the patient if she is administered treatments $T_i, i = 1, \ldots, 5$, given her sex and age are known? (Ranganath and Perotte, 2019; Janzing and Schölkopf, 2018; D’Amour, 2019; Tran and Blei, 2017)
Figure 1: $C_1$ and $C_2$ denote the sex and age of the patient. These influence the treatments, $T_i$, $i = 1 \ldots 5$, which the patient is prescribed. Note that the prescription of one treatment can influence the prescription of another (e.g. $T_2$ is prescribed to manage the side effects of $T_1$). Together, these variables influence $Y$, the health outcome of the patient. Unobserved confounder $U_B$ denotes unobserved variables, e.g. patient lifestyle, physician biases, that impact the choice of treatments, and the health outcome.

Traditional approaches to estimate causal effects of interventions involve randomized control trials (RCTs) in order to remove the impact of confounders. However, running experiments to identify personalized interventions for sub-populations of units is often expensive and practically infeasible. Therefore, there is a push to develop techniques that can use observational data that is far more readily available.

The challenge in observational studies is to account for unobserved confounders which can create spurious correlations and adversely impact data-driven decision-making (Imbens and Rubin, 2015; Pearl, 2009). For example, the unknown confounder $U_B$ in Figure 1 influences both the prescribed treatments and the outcome: a patient who exercises regularly may have lower body weight, and thus, require lower dosage of treatments, but also have an improved response to treatments. Hence, treatment dosage can be negatively correlated with treatment response, although administering lower dosage of treatments need not result in improved response. Hence, alternate methodologies need to be developed to compute the causal effect of treatments on health outcomes in the presence of unobserved confounders.

While it is impossible to precisely identify causal effects in the presence of unobserved confounders, it is possible to obtain bounds on the causal query, the causal effect of interest. There have been multiple such attempts to bound causal effects for small special graphs. Evans (2012) bound causal effects in the special case where any two observed variables are neither adjacent in the graph, nor share a latent parent. Richardson et al. (2014) bound the causal effect of a treatment on a parameter of interest by invoking additional (untestable) assumptions and assess how inference about the treatment effect changes as these assumptions are varied. Kilbertus et al. (2020) and Zhang and Bareinboim (2021) develop algorithms to compute causal bounds for extensions of the instrumental variable model in a continuous setting. Geiger and Meek (2013) bound causal effects in a model under specific parametric assumptions. Finkelstein and Shpitser (2020) develop a method for obtaining bounds on causal parameters using rules of probability and restrictions on counterfactuals implied by causal graphs.

While fewer in number, there have also been attempts to bound causal effects in large general graphs. Poderini et al. (2020) propose techniques to compute bounds in special large
graphs with multiple instruments and observed variables. Finkelstein et al. (2021) propose a method for partial identification in a class of measurement error models, and Zhang et al. (2022) and Duarte et al. (2021) propose a polynomial programming based approach to solve general causal inference problems, but their procedure is computationally intensive for large graphs.

In this work, we extend the class of large graphs for which causal effects can be efficiently bounded. In particular, we focus on a class of causal inference problems where causal bounds can be obtained using linear programming (LP) (Balke and Pearl, 1994; Zhang and Bareinboim, 2017; Pearl, 2009; Sjölander et al., 2014). Recently, Sachs et al. (2022) identified a large problem class for which LPs can be used to compute causal bounds, and have developed an algorithm for formulating the objective function and the constraints of the corresponding LP. This problem class is a generalization of the instrumental variable setting, and is thus widely applicable. However, as we describe later, the size of the LP is exponential in the number of edges in the causal graph, and therefore, the straightforward formulation of the LP can be tractably solved only for very small causal graphs. In this work, we show how to use the structure of the causal query and the underlying graph to significantly prune the LP, and as a consequence, significantly increase the size of the graphs for which the LP method remains tractable. This work is the full version of (Shridharan and Iyengar, 2022) and extends the pruning methodology to fractional linear programs that are used to compute bounds for causal inference problems with additional observations about the unit. Our main contributions are as follows:

(a) In Section 3 we show that the exponential number of variables in the LP used to compute causal bounds can be aggregated to reduce the number of variables by several orders of magnitude without impacting the quality of the bound – compare $|R|$ with $|H|$ in Table 1.

(b) Although we show the bounds can be computed by solving a much smaller LP, we get this computational advantage only if the pruned LP can be constructed efficiently. In Section 3 we show that the pruned LP can be constructed directly, i.e. without first constructing the original LP or iterating over its variables. These results critically leverage the structure of the LP corresponding to a causal inference problem. In particular, they leverage the fact that all possible functions from the parents $pa(V)$ to a variable $V$ are admissible.

(c) In Section 4 we show that the structural results that help us construct the pruned LP lead to closed form bounds for a class of causal inference problems. This class of problems includes as a special case the well-studied setting in Figure 1 where multiple confounded treatments influence a outcome. Moreover, we are able to compute these bounds even when there are causal relationships between the treatments.

(d) In Section 5 we extend our pruning methodology to compute bounds for causal queries with additional observations about the unit. In this setting, the bounds are computed using fractional LPs. We show that the fractional LP can be converted into an LP, and then show how this LP can be pruned.

(e) In Section 6.3, we propose a simple greedy heuristic to compute approximate solutions for the pruned LPs when there are no additional observations. We show that this
heuristic allows us to compute approximate bounds for much larger graphs with very minimal degradation in performance.

The organization of the rest of this paper is as follows. In Section 2 we introduce our formalism. In Section 3 we introduce our main structural results for pruning the LPs. In Section 4 we show that the LP bounds can be computed in closed form for a large class of problems and also discuss an example of this class of problems. In Section 5 we show how to incorporate additional observations about the unit in the query to compute updated bounds. In Section 6 we report the results of numerical experiments validating and extending the methods proposed in Sections 3 and 5. In particular, we show the significant runtime improvement provided by our methods compared to benchmarks and extend all results in earlier sections to the finite data setting. In Section 6.3 we introduce our greedy heuristic and benchmark its performance. Section 7 discusses possible extensions.

2. Causal Inference Problems

Let $G$ denote the causal graph. Let $V_1, \ldots, V_n$ denote the variables in $G$ in topologically sorted order, and $N = \{1, \ldots, n\}$ denote the set of indices for the variables. We assume that each variable $V_i \in \{0, 1\}$. Later in this section we discuss why our proposed techniques automatically apply to the case where $V_i$ takes discrete values. We use lower case letters for the values for the variables, and the notation $v_i$ denotes that the variable $V_i$ takes the value $v_i \in \{0, 1\}$. For any subset $S \subseteq N$, we define $V_S := \{V_i : i \in S\}$, and the notation $V_S = v_S$ denotes the variable $V_i = v_i$, for all $i \in S$, for some $v \in \{0, 1\}^{\mid N\mid}$.

We consider a class of “partitioned” causal graphs with two sets of variables, $V_A$ and $V_B$, where $V_B$ topologically follow $V_A$ (Sachs et al. (2020)). The $V_A$ variables represent contextual or demographic variables (e.g. gender and age of a patient, past purchases, etc.) for a unit, and are always observed. For example, in Figure 1, $V_A = \{C_i : i = 1, 2\}$, the patient characteristics. The $V_B$ variables can be observed, intervened upon or are the outcomes of interest in a query. In Figure 1 $V_B = \{Y\} \cup \{T_i : i = 1, \ldots, 5\}$.

Assumption 1 (Sachs et al. (2022)) The index set $N$ is partitioned into two sets $N = A \cup B$, where

1. $V_B$ topologically follow $V_A$,
2. each variable in $V_A$ has no parents, but is the parent of some variable in $V_B$.
3. $V_B$ variables can have a common unobserved confounder $U_B$, and
4. no pair of variables $(V_i, V_j)$, where $i \in A$ and $j \in B$, can share an unobserved confounder.

For example, in the causal graph in Figure 2, $V_A = \{Z\}$ and $V_B = \{X,Y\}$.

We assume that the conditional probability distribution $p_{v_B,v_A} = \mathbb{P}(V_B = v_B | V_A = v_A)$ is known. In Section 6.2 we extend our results to the finite data setting where the estimate $p_{v_B,v_A} \neq p_{v_B,v_A}$. Our goal is to compute bounds for counterfactual queries of the form $Q = \mathbb{P}(V_O(V_I = q_I) = q_O | V_A = q_A)$, i.e. the probability of the outcome $V_O = q_O$ after an intervention $do(V_I = q_I)$ given contextual information for $V_A$. This counterfactual is specific to an individual realization of $V_A$, and computes the outcome of $V_O$ if $V_I$ was set to $q_I$. In order to simplify our results we impose a restriction on $I$ that does not impact the query.
Thus, the response function variable selects one function from the set $F$ given each fixed value for the unknown confounder $f$. The variable $X$ is a function of $Z$, i.e., the values of variables $X$ and $Z$ can potentially be very high dimensional with an unknown structure. We circumvent the difficulty of modeling $U_B$ directly, by instead modeling the impact of the confounder on the relationships between the observed variables. For $j \in B$, let $pa(V_j)$ denote the parents of $V_j$ in the causal graph. Then the variable $V_j = f_j(pa(V_j), U_B)$ for some unknown but fixed function $f_j : \{0,1\}^{pa(V_j)} \times U_B \rightarrow \{0,1\}$, where $U_B$ denotes the domain of $U_B$. Therefore, the confounder $U_B$ impacts the relationship between $pa(V_j)$ and $V_j$ by selecting a function $f_j \in \mathcal{F}_j = \{f : f$ is a function from $pa(V_j) \rightarrow V_j\}$. In the causal graph in Figure 2, for each fixed value for the unknown confounder $U$, the variable $X$ is a function of $Z$; thus, $U$ effectively selects one function from the set $\mathcal{F} = \{f$ is a function from $Z \rightarrow X\}$. Similarly, $U$ selects one function from the set $\mathcal{G} = \{g : g$ is a function from $X \rightarrow Y\}$.

Since each variable $V_k \in pa(V_j)$ takes values in $\{0,1\}$ and $V_j \in \{0,1\}$, the cardinality of the set $|\mathcal{F}_j| = 2^{pa(V_j)}$. Therefore, the elements of $\mathcal{F}_j$ can be indexed by the set $R_{V_j} = \{1, \ldots, |\mathcal{F}_j|\}$. Let $f_j(\cdot, r_{V_j}) : pa(V_j) \rightarrow V_j$ denote the $r_{V_j}$-th function in $\mathcal{F}_j$. Let the set $R = \prod_{j \in B} R_{V_j}$ index all possible mappings from $pa(V_j) \rightarrow V_j$ for all $j \in B$. Thus, the response function variable $r = (r_{V_{A+1}}, \ldots, r_{V_n}) \in R$ completely models the impact of $U_B$, i.e., the values of variables $V_B$ is a deterministic function of $V_A$ and $r$. For example, in the causal graph in Figure 2, it is easy to see that $|\mathcal{F}| = |\mathcal{G}| = 4$, and the set $R = \{(r_X, r_Y) = \{1, \ldots, 4\}^2\}$, where $f_{r_X}$ denotes the $r_X$-th function from $\mathcal{F}$ and $g_{r_Y}$ denotes

**Figure 2**: Causal Graph for Running Example with query $Q = \mathbb{P}(Y(X = 1) = 1|Z = 1)$

**Definition 2** (Critical variables for a query $Q$) Let $G^{do(V_I = q_I)}$ denote the mutilated graph after intervention $do(V_I = q_I)$, i.e. variables $V_I$ no longer have any incoming arcs. Then the critical variables $V_C(Q)$ for the query $Q$ denote the set of variables in $V_A \cup V_B$ that have a path to some variable in $V_O$ in $G^{do(V_I = q_I)}$.

**Assumption 3** (Valid Query) The query $Q = \mathbb{P}(V_O(V_I = q_I) = q_O | V_A = q_A)$ satisfies the following conditions:

(i) $O, I \subseteq B$, with $O \cap I = \emptyset$.

(ii) All variables $V_I \subseteq V_C(Q)$, i.e. all $V_I$ variables are critical for the query.
the \( r_Y \)-th function from \( \mathcal{G} \). Note that the cardinality \(|R| = \prod_{j \in B} 2^{\text{ps}(V_j)}\) is exponential in the number of arcs in the causal graph.

Note that although we work with causal graphs with binary variables in this paper, generalizing all subsequent results to categorical variables is straightforward. The critical property that we exploit is that the set of response function variables index possible mappings between variables. Therefore, our approach can be extended to general categorical variables by suitably defining response function variables. For example, suppose in Figure 2, \( X, Y \in \{0, \ldots, m\} \). Then the response function variable \( r_Y \in \{0, \ldots, m^m - 1\} \). All our results generalize to this more general setting.

The unknown distribution over the high dimensional \( U_B \) can be equivalently modeled via the distribution \( q \in \mathbb{R}^{\lvert R \rvert} \) over the set \( R \). For \( r \in R \), let \( F_T(V_S = v_S, r) \) denote the value of \( V_T \subseteq V_B \) when \( V_S = v_S \) provided it is well defined. As discussed, setting \( V_A = v_A \) and choosing \( r \in R \) completely defines the values for \( V_B \), i.e. \( F_B(V_A = v_A, r) \) is well defined. Let

\[
R_{v_B,v_A} = \{ r : F_B(V_A = v_A, r) = v_B \}. \quad (1)
\]

Hence, \( p_{v_B,v_A} = \sum_{r \in R_{v_B,v_A}} q_r \). For example, in the causal graph in Figure 2, \( R_{xy,z} = \{(x, r_Y) : f_x(z) = x, g_{r_Y}(x) = y\} \) denotes the set of \( r \)-values that map \( z \mapsto (x, y) \). Hence, \( \mathbb{P}(X = x, Y = y | Z = z) = \sum_{(x, r_Y) \in R_{xy,z}} q_{r_Y} \).

The set

\[
R_Q = \{ r \in R : F_O((V_A, V_I) = (q_A, q_I), r) = q_O \} \quad (2)
\]

denotes the set of \( r \)-values consistent with the query \( Q = \mathbb{P}(V_O(V_I = q_I) = q_O | V_A = q_A) \). Hence, \( \mathbb{P}(V_O(V_I = q_I) = q_O | V_A = q_A) = \sum_{r \in R_Q} q_r \). For the query \( Q = \mathbb{P}(Y(X = 1) = 1 | Z = 1) \) in the causal graph in Figure 2, the set \( R_Q = \{(r_X, r_Y) : g_{r_Y}(1) = 1\} \).

Then lower and upper bounds for the causal query can be obtained by solving the following pair of linear programs (Balke and Pearl (1994); Sachs et al. (2022)):

\[
\begin{align*}
\alpha_L / \alpha_U &= \min_q \max_q \quad \sum_{r \in R_Q} q_r \\
\text{s.t.} \quad \sum_{r \in R_{v_B,v_A}} q_r &= p_{v_B,v_A}, \quad \forall v_A, v_B, \\
q &\geq 0.
\end{align*} \quad (3)
\]

Recall for \( V_A = v_A, r \in R \) uniquely determines the value of \( V_B \). Hence, for fixed \( v_A, \cup_{v_B} R_{v_B,v_A} \) is a partition of \( R \). Thus, the constraint \( \sum_{r \in R} q_r = \sum_{v_B} \sum_{r \in R_{v_B,v_A}} q_r = \sum_{v_B} p_{v_B,v_A} = 1 \) is implied by the other constraints in the LP, and therefore, is not explicitly added to the LP.

Note that our bounds are valid even if faithfulness assumptions are violated (Andersen, 2013). However, our results only leverage conditional independence relationships encoded in the graph, and not additional conditional independence relationships in the data. Hence, if the data displays additional independence relationships, our method is unable to leverage it to compute tighter bounds. Note also that we do not impose any additional constraints on the unobserved confounder.

3. Pruning the LP

In this section, we show how to reduce the size of the LPs (3) by aggregating variables. Let \( h : V_A \rightarrow V_B \) denote any function \( V_A \mapsto V_B \). We also refer to \( h \) as a hyperarc since it can be
interpreted as an arc in a hypergraph. We show how to reformulate LP (3) into another equivalent LP with variables indexed by hyperarcs, instead of response function variables. The number of possible hyperarcs is $2^{2|\mathcal{B}|} \ll |\mathcal{R}|$ (see Table 1). Hence, the new LP has at most $(2^{2|\mathcal{B}|})^{2|\mathcal{A}|}$ variables, and is thus exponentially smaller than LP (3). Furthermore, we show we only need to consider a smaller set of hyperarcs that are “valid” given the structure of the causal graph.

Recall that $F_B(V_A = v_A, r)$ denotes the value of $V_B$ when $V_A = v_A$ and $r \in \mathcal{R}$. Let

$$R_h = \left\{ r \in \mathcal{R} : F_B(V_A = v_A, r) = h(v_A), \quad \forall v_A \in \{0, 1\}^{2|\mathcal{A}|} \right\}$$

(4)

denote the set of $r$ values consistent with the hyperarc $h$, i.e. the set of $r$’s that map $V_A = v_A$ to $V_B = h(v_A)$ for all inputs $v_A \in \{0, 1\}^{2|\mathcal{A}|}$. For the graph in Figure 2,

$$R_h = \left\{(r_X, r_Y) \in \mathcal{R} : \begin{cases} f_{r_X}(0), g_{r_Y}(f_{r_X}(0)) = h(0) \\ f_{r_X}(1), g_{r_Y}(f_{r_X}(1)) = h(1) \end{cases} \right\}$$

The causal graph structure implies that $R_h \neq \emptyset$ only for a subset of hyperarcs.

**Definition 4 (Valid Hyperarc)** A hyperarc $h$ is valid if $R_h \neq \emptyset$.

In Section 3.1, we discuss why $R_h \neq \emptyset$ only for a subset of hyperarcs, and how to efficiently check the validity of a hyperarc. We denote the set of valid hyperarcs by $\mathcal{H}$.

Next, we show how to write the LP in terms of variables $q_h = \sum_{r \in R_h} q_r$ corresponding to hyperarcs $h \in \mathcal{H}$ by aggregating variables $q_r$ for $r \in R_h$. In Lemma 14 in Appendix A we establish that $\mathcal{R} = \bigcup_{h \in \mathcal{H}} R_h$ is a partition of $\mathcal{R}$. Therefore,

$$\sum_{r \in R_{B, v_A}} q_r = \sum_{h \in \mathcal{H}} \left( \sum_{r \in R_h \cap R_{B, v_A}} q_r \right) = \sum_{\{h \in \mathcal{H} : h(v_B) = v_B\}} \left( \sum_{r \in R_h} q_r \right) = \sum_{\{h \in \mathcal{H} : h(v_A) = v_A\}} q_h.$$

Thus, the constraints in (3) can all be formulated in terms of the variables $q_h$ corresponding to hyperarcs.

Next, consider the objective for the minimization LP:

$$\min_{r \in \mathcal{R}} \sum_{r \in \mathcal{R}} 1\{r \in \mathcal{R}_Q\} q_r = \min_{h \in \mathcal{H}} \sum_{r \in R_h} 1\{r \in \mathcal{R}_Q\} q_r$$

From the definition of $R_h$, it follows that all $q_r$, $r \in R_h$, have a coefficient 1 in the same set of constraints, namely those indexed by $\{(v_B = h(v_A), v_A) : v_A \in \{0, 1\}^{2|\mathcal{A}|}\}$. Hence, for any fixed value $q_h$ for the variable corresponding to hyperarc $h$, any allocation in the set $\{\{q_r\}_{r \in R_h} : q_h = \sum_{r \in R_h} q_r, q_r \geq 0, \forall r \in R_h\}$ is feasible. Hence, any optimal allocation satisfies

$$\min_{r \in R_h} \left( \min_{r \in \mathcal{R}_Q} 1\{r \in \mathcal{R}_Q\} q_r \right) = \min_{R_h} \left( \min_{r \in \mathcal{R}_Q} 1\{r \in \mathcal{R}_Q\} \right) q_h$$

Hence the lower bound LP can be reformulated as

$$\begin{align*}
\min_{q} & \sum_{h \in \mathcal{H}} c^L_h q_h \\
\text{s.t.} & \sum_{h \in \mathcal{H} : h(v_A) = v_B} q_h = p_{v_B, v_A}, \quad \forall v_A, v_B, \\
& q \geq 0,
\end{align*}$$

(5)
where
\[ c_h^L := \min_{r \in R_h} 1 \{ r \in R_Q \} = 1 \{ R_h \subseteq R_Q \}. \]  
(6)

The objective for the upper bound is given by
\[
\max \sum_{r \in R} 1 \{ r \in R_Q \} q_r = \max \sum_{h \in H} \sum_{r \in R_h} 1 \{ r \in R_Q \} q_r = \max \sum_{h \in H} \left( \max_{r \in R_h} 1 \{ r \in R_Q \} \right) q_h,
\]
where the second equality follows from an argument similar to the one used to establish the objective for the lower bound LP. Thus, the upper bound LP is given by
\[
\max_q \sum_{h \in H} c_h^U q_h \text{ s.t. } \sum_{h \in H : h(v_A) = v_B} q_h = p_{v_B \cdot v_A}, \ \forall v_A, v_B \qquad (7)
\]
where
\[ c_h^U = \max_{r \in R_h} 1 \{ r \in R_Q \} = 1 \{ R_h \cap R_Q \neq \emptyset \}. \]  
(8)

Both reformulations have exponentially fewer variables since \(|H| \ll |R|\); however, they are useful only if the set of valid hyperarcs \( H \) and the corresponding coefficients \( 1 \{ R_h \subseteq R_Q \} \) and \( 1 \{ R_h \cap R_Q \neq \emptyset \} \) can be efficiently computed, i.e. in particular, without formulating the original LPs or iterating over \( R \). In Section 3.1 we describe how to efficiently check the validity of a hyperarc and efficiently compute \( H \), and in Section 3.2 (resp. Section 3.3) we show how to efficiently compute \( c_h^L \) (resp. \( c_h^U \)). Finally, in Section 3.4, we describe our procedure that uses results established in Sections 3.1, 3.2 and 3.3 to efficiently construct pruned LPs (5) and (7) without formulating the original LPs or iterating over \( R \).

### 3.1 Characterizing Valid Hyperarcs

We now discuss why \( R_h \neq \emptyset \) only for a subset of hyperarcs. We also show how to efficiently check the validity of hyperarc \( h \) without enumerating all values in the set \( R \) to check if there exists \( r \in R \) such that \( F_{B}(V_{A} = v_A, r) = h(v_A) \) for all \( v_A \in \{0, 1\}^{|A|} \) i.e. \( R_h \neq \emptyset \). Instead, we show that the outputs of the function \( h \) alone are sufficient to determine its validity.

We motivate the main result of this section by first considering the simple causal graph in Figure 2. Consider a hyperarc \( h \) with \( h(0) = (x_0, y_0) \) and \( h(1) = (x_1, y_1) \) for \( x_i, y_i \in \{0, 1\}, i = 0, 1 \). Note that for any choice of \( x_i \) and \( y_i \), \( i = 0, 1 \), \( h \) is a hyperarc from \( Z \mapsto (X, Y) \). For \( h \) to be a valid hyperarc, it should be of the form \( h(z) = (f_h(z), g_h(f_h(z))) \) for some \( f_h \in \mathcal{F} \) and \( g_h \in \mathcal{G} \). The functions (if they exist) must satisfy:

\[
f_h(z) = \begin{cases} x_0 & \text{if } z = 0 \\ x_1 & \text{if } z = 1 \end{cases} \quad g_h(x) = \begin{cases} y_0 & \text{if } x = x_0 \\ y_1 & \text{if } x = x_1 \end{cases}
\]

Clearly, \( f_h \) is well defined for any choice of \( x_i, i = 0, 1 \). However, there exists \( g_h \) satisfying the conditions above if, and only if, \( y_0 = y_1 \) whenever \( x_0 = x_1 \). Hence, \( h \not\in H \) if, and only if, \( x_0 = x_1 \) but \( y_0 \neq y_1 \). For example, consider the hyperarc \( h_1 \) with \( h_1(0) = (0, 0) \) and \( h_1(1) = (0, 0) \). To check if \( h_1 \) is valid, we need to check if there exists well defined functions.
$f_{h_1} : Z \mapsto X$ and $g_{h_1} : X \mapsto Y$ which satisfy:

$$f_{h_1}(z) = \begin{cases} 
0 & \text{if } z = 0 \\
0 & \text{if } z = 1
\end{cases} \quad g_{h_1}(x) = 0, \text{ if } x = 0$$

Clearly, $f_{h_1}$ is a well defined function. Any function $g : X \mapsto Y$ in $\mathcal{G}$ with $g(0) = 0$ satisfies the conditions for $g_{h_1}$. Hence, $h_1 \in H$.

On the other hand, consider the hyperarc $h_2$ with $h_2(0) = (0, 0)$ and $h_2(1) = (0, 1)$. The hyperarc $h_2$ is valid if there exists a well defined function $g_{h_2} : X \mapsto Y$ which satisfies:

$$g_{h_2}(x) = \begin{cases} 
0 & \text{if } x = 0 \\
1 & \text{if } x = 0
\end{cases}$$

Clearly, there cannot be such a function, and so $h_2 \notin H$.

Note that we did not have to iterate over the set $R$ to check if a hyperarc $h$ is valid. Instead, we recognize that a hyperarc $h$ only partially specifies a function mapping from $pa(V_j)$ to $V_j$. Therefore, in order to check the validity of $h$, we only need to check if there exists some binary function $pa(V_j) \mapsto V_j$ which satisfies this partial specification. Hence, the outputs of the function $h$ alone are sufficient to determine its validity. The following theorem generalizes this observation to general causal graphs.

**Theorem 5 (Valid hyperarcs)** Let $a_A \in \{0, 1\}^{\lvert A \rvert}$ denote the values set for the variables $V_A$, and let $a_B = h(a_A) \in \{0, 1\}^{\lvert B \rvert}$ denote the values for the variables $V_B$ when the hyperarc $h$ is evaluated at $a_A$. A hyperarc $h$ is valid if, and only if, for all $(a_A, a_B = h(a_A)), (b_A, b_B = h(b_A)) \in \{0, 1\}^{\lvert N \rvert}$ and $j \in B$,

$$a_{P_j} = b_{P_j} \implies a_j = b_j, \quad (9)$$

where $P_j \subseteq N$ denote the indices of $pa(V_j)$.

**Proof** It is clear that if a hyperarc is valid, then it is satisfies (9).

Suppose a hyperarc satisfies (9). Then we are given a partial specification for a function from $pa(V_j) \mapsto V_j$, i.e. the same input values are always mapped to the same output value; however, the output is only specified for possibly a subset of input values. For each $V_j \in V_B$, $r_{V_j}$ indexes the set of all possible functions $pa(V_j) \mapsto V_j$; therefore, for every node $j$ there exists a binary function $pa(V_j) \mapsto V_j$ which satisfies the partial specification given by the hyperarc $h$. Thus, $R_h \neq \emptyset$, or equivalently, $h$ is valid.

Theorem 5 implies that we only have to search through the set of possible hyperarcs from $V_A \mapsto V_B$ of cardinality $2^{\lvert B \rvert^{\lvert A \rvert}}$ for hyperarcs which satisfy (9) to identify the set $H$ of valid hyperarcs. The first two columns of Table 1 compare $|R|$ with the maximum possible number of hyperarcs $2^{\lvert B \rvert^{\lvert A \rvert}}$ for seven different causal inference problems (details in Appendix). Note that the reduction in size can be several orders of magnitude, and it increases with the complexity of the causal graph, see e.g. Examples D and E. Thus, there is a very significant reduction in size even if all hyperarcs are valid. The last column in Table 1 lists $|H|$. Considering only the valid hyperarcs further decreases the size of the LP by at least 1 order of magnitude, and sometimes more. The LPs corresponding to Examples B
We show how to check if \( \text{Theorem 6} \) implies \( \text{Q} \) and thus, there exists \( v \in \{0,1\}^{\lvert \mathcal{A} \rvert} \) such that \( h(v_A) = v_B \), \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), \( v_I = q_I \) and \( v_O = q_O \).

Consider the query \( Q = \mathbb{P}(Y(X = 1) = 1 | Z = 1) \) in the causal graph in Figure 2. Here \( V_A = \{Z\} \), \( V_B = \{X,Y\} \), \( V_I = \{X\} \) and \( V_O = \{Y\} \). For a hyperarc \( h : Z \rightarrow (X,Y) \), Theorem 6 implies

\[
R_h \subseteq R_Q \iff h(z) = (1,1) \text{ for some } z \in \{0,1\}.
\]

Hence, Theorem 6 implies that we can efficiently compute \( c_h = \mathbb{1}\{R_h \subseteq R_Q\} \) for a hyperarc \( h \) by considering only the outputs of the hyperarc, instead of \( R_h \).

**Proof** Suppose there exists \( v \in \{0,1\}^{\lvert \mathcal{A} \rvert} \) such that \( h(v_A) = v_B \), \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), \( v_I = q_I \) and \( v_O = q_O \). Then, every \( r \in R_h \) maps \( (V_{A \cap C(Q)}, V_I) = (q_{A \cap C(Q)}, q_I) \) to \( V_O = q_O \), and thus, \( r \in R_Q \) i.e. \( R_h \subseteq R_Q \). To establish the opposite direction, suppose \( R_h \subseteq R_Q \), but there does not exist \( v \in \{0,1\}^{\lvert \mathcal{A} \rvert} \) such that \( h(v_A) = v_B \), \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), \( v_I = q_I \) and \( v_O = q_O \). Equivalently, for all \( v \in \{0,1\}^{\lvert \mathcal{A} \rvert} \) such that \( h(v_A) = v_B \) and \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), we have either \( v_I \neq q_I \) or \( v_O \neq q_O \). We consider these two cases separately.

| Graph | \( |R| \) | \( 2^{|B|^2|A|} \) | \( |H| \) |
|-------|-------|----------------|-------|
| Ex A  | \( 1.3 \times 10^9 \) | \( 1.0 \times 10^6 \) | \( 2.3 \times 10^4 \) |
| Ex B  | \( 4.2 \times 10^9 \) | \( 1.0 \times 10^6 \) | \( 7.1 \times 10^4 \) |
| Ex C  | \( 4.2 \times 10^6 \) | \( 1.0 \times 10^6 \) | \( 4.4 \times 10^4 \) |
| Ex D  | \( 6.3 \times 10^9 \) | \( 1.7 \times 10^6 \) | \( 9.4 \times 10^4 \) |
| Ex E  | \( 3.2 \times 10^9 \) | \( 1.7 \times 10^6 \) | \( 9.4 \times 10^4 \) |
| Ex F  | \( 1.8 \times 10^6 \) | \( 6.5 \times 10^4 \) | \( 5.8 \times 10^4 \) |
| Ex G  | \( 3.0 \times 10^6 \) | \( 1.0 \times 10^6 \) | \( 9.2 \times 10^4 \) |
(a) For all \( v \in \{0, 1\}^{|N|} \) such that \( h(v_A) = v_B \) and \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), we have \( v_I \neq q_I \).

Since \( R \) indexes all possible functions on the causal graph, there exists \( r \in R \) such that:

- \( r \) maps \( V_A = v_A \) to \( V_B = h(v_A) \) for all \( v_A \), i.e. \( r \in R_h \).
- \( r \) maps \( V_{A \cap C(Q)} = q_{A \cap C(Q)} \), and \( V_I = q_I \neq v_I \) to \( V_O \neq q_O \).

Hence \( R_h \not\subseteq R_Q \), a contradiction.

(b) There exists \( v \in \{0, 1\}^{|N|} \) such that \( h(v_A) = v_B \), \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \) and \( v_I = q_I \) but \( v_O \neq q_O \): In this case, every \( r \in R_h \) maps \( (V_{A \cap C(Q)}, V_I) = (q_{A \cap C(Q)}, q_I) \) to \( V_O \neq q_O \), and therefore, \( r \not\in R_Q \). Hence \( R_h \not\subseteq R_Q \).

\[ \Box \]

### 3.3 Efficiently computing \( c_h^U = 1\{R_h \cap R_Q \neq \emptyset\} \)

We now show how to efficiently check if \( R_h \cap R_Q = \emptyset \). As in the case with \( c_h^L \), we show that the condition \( R_h \cap R_Q = \emptyset \) can be checked without iterating over the set \( R_h \). Instead, the outputs of \( h \) alone are sufficient to determine if \( R_h \cap R_Q = \emptyset \).

**Theorem 7** Suppose the causal graph satisfies Assumption 1 and the query satisfies Assumption 3. Then \( R_h \cap R_Q = \emptyset \) if, and only if, there exists \( v \in \{0, 1\}^{|N|} \) such that \( h(v_A) = v_B \), \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), \( v_I = q_I \) and \( v_O \neq q_O \).

Again, consider the query \( Q = P(Y(X = 1) = 1|Z = 1) \) in the causal graph in Figure 2. For a hyperarc \( h : Z \mapsto (X, Y) \), Theorem 7 implies

\[ R_h \cap R_Q = \emptyset \iff h(z) = (1, 0) \text{ for some } z \in \{0, 1\}. \] (11)

Hence, Theorem 7 implies that we can efficiently compute \( c_h^U = 1\{R_h \cap R_Q \neq \emptyset\} \) for a hyperarc \( h \) by considering only the outputs of the hyperarc, instead of \( R_h \).

**Proof** Suppose there exists \( v \in \{0, 1\}^{|N|} \) such that \( h(v_A) = v_B \), \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), \( v_I = q_I \) and \( v_O \neq q_O \). Then, every \( r \in R_h \) maps \( (V_{A \cap C(Q)}, V_I) = (q_{A \cap C(Q)}, q_I) \) to \( V_O \neq q_O \), and thus, \( r \not\in R_Q \) i.e. \( R_h \cap R_Q = \emptyset \). To establish the opposite direction, suppose \( R_h \cap R_Q = \emptyset \), but there does not exist \( v \in \{0, 1\}^{|N|} \) such that \( h(v_A) = v_B \), \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), \( v_I = q_I \) and \( v_O \neq q_O \). Equivalently, for all \( v \in \{0, 1\}^{|N|} \) such that \( h(v_A) = v_B \) and \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), we have either \( v_I \neq q_I \) or \( v_O = q_O \). We consider these two cases separately.

(a) For all \( v \in \{0, 1\}^{|N|} \) such that \( h(v_A) = v_B \) and \( v_{A \cap C(Q)} = q_{A \cap C(Q)} \), we have \( v_I \neq q_I \):

Since \( R \) indexes all possible functions on the causal graph, there exists \( r \in R \) such that:

- \( r \) maps \( V_A = v_A \) to \( V_B = h(v_A) \) for all \( v_A \), i.e. \( r \in R_h \).
- \( r \) maps \( V_{A \cap C(Q)} = q_{A \cap C(Q)} \), and \( V_I = q_I \neq v_I \) to \( V_O = q_O \).

Hence \( R_h \cap R_Q \neq \emptyset \), a contradiction.
**Algorithm 1** Procedure to efficiently construct LPs (5), (7)

**Input:** (i) causal graph $G$, (ii) query $Q = \mathbb{P}(V_O(V_I = q_I) = q_O | V_A = q_A)$, (iii) conditional probability distribution $p_{v_B,v_A} = \mathbb{P}(V_B = v_B | V_A = v_A)$, for all $v_A,v_B$.

**Output:** Pruned LPs (5) and (7)

$H \leftarrow \emptyset$

for $h : V_A \rightarrow V_B$ do

- if $h$ is valid (Theorem 5) then
  - $H \leftarrow H \cup \{h\}$
  - Compute $c^L_h$ using Theorem 6
  - Compute $c^U_h$ using Theorem 7

return LPs (5) and (7) constructed using $(H, c^L, c^U)$

3.4 Computing the Pruned LPs

Algorithm 1 describes a procedure that uses results established in Sections 3.1, 3.2 and 3.3 to efficiently construct pruned LPs (5) and (7) without formulating the original LPs or iterating over $R$.

4. Bounds in Closed Form

Now we show that if $A \subseteq C(Q)$, i.e. all $V_A$ variables are critical for the query, the bounds can be computed in closed form by simply adding appropriate conditional probabilities in the input data. This is in contrast to the closed form bounds in Balke and Pearl (1994) and Sachs et al. (2022) that are computed by enumerating vertices of the constraint polytope. These bounds cannot be computed for large graphs since the total number of vertices grows exponentially in the size of the associated LP, which itself is large. On the other hand, our bounds, which involve simply adding probabilities in the input data, scale significantly better to larger problems.

We motivate the main ideas of the result using the causal graph in Figure 3 and query $Q = \mathbb{P}(Y(X = 1) = 1 | Z = 1)$. Note that $Z$ is critical for this query in this graph due to the edge $Z \rightarrow Y$. The results in Section 3.2 imply that $c^L_h = 1$ if, and only if, $h(1) = (1,1)$. Thus, it follows that the objective of the pruned LP for the lower bound can be written as

$$\sum_{\{h \in H : c^L_h = 1\}} q_h = \sum_{\{h \in H : h(1) = (1,1)\}} q_h = p_{11.1}$$ (12)
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Figure 3: Causal Graph for Query $Q_1$

where (12) follows from the constraints of the pruned LP (5). Hence, the lower bound can be computed in closed form.

On the other hand, consider the (original) causal graph in Figure 2 and the query $Q = \mathbb{P}(Y(X = 1) = 1|Z = 1)$. Now $Z$ is no longer critical for the query in this graph. From (10) we have that $c_h^L = 1$ if, and only if, there exists $z \in \{0, 1\}$ such that $h(z) = (1, 1)$. The objective of the pruned LP is:

$$\sum_{\{h \in H : c_h^L = 1\}} q_h = \sum_{\{h \in H : \exists z \in \{0, 1\}, h(z) = (1, 1)\}} q_h + \sum_{h \in H : h(0) = (1, 1)} q_h + \sum_{h \in H : h(1) = (1, 1)} q_h,$$

since $\{h \in H : h(0) = (1, 1)\} \cap \{h \in H : h(1) = (1, 1)\} \neq \emptyset$. Hence, we cannot compute the lower bound in closed form for the query. It appears that we need the input variable to the hyperarc $h$ to be critical for the query in order to compute closed form bounds, which is formalized by the condition $A \subseteq C(Q)$.

**Theorem 8 (Closed Form Bounds for Special Class of Problems)** Suppose $A \subseteq C(Q)$. Then the optimal values of LPs (5) and (7) are given by

$$\alpha_L = \sum_{\{v_B : v_I = q_I, v_O = q_O\}} p_{v_B} q_A,$$

$$\alpha_U = 1 - \sum_{\{v_B : v_I = q_I, v_O \neq q_O\}} p_{v_B} q_A.$$

**Proof** Theorem 6 implies $R_h \subseteq R_Q$ if, and only if, there exists $v = (v_A, v_B)$ such that $h(v_A) = v_B$, $v_A \cap C(Q) = q_A \cap C(Q)$, $v_I = q_I$, and $v_O = q_O$. Since $A \subseteq C(Q)$, it follows that $A \cap C(Q) = A$, and therefore, for a hyperarc $h$, the set $R_h \subseteq R_Q$ if, and only if, there exists $v_B$ such that $h(q_A) = v_B$, $v_I = q_I$, and $v_O = q_O$. Thus, it follows that

$$\alpha_L = \sum_{\{h \in H : c_h^L = 1\}} q_h$$

$$= \sum_{\{h \in H : R_h \subseteq R_Q\}} q_h$$

$$= \sum_{\{v_B : v_I = q_I, v_O = q_O\}} q_h$$

$$= \sum_{\{v_B : v_I = q_I, v_O = q_O\}} p_{v_B} q_A$$

$$= \sum_{\{v_B : v_I = q_I, v_O = q_O\}} p_{v_B} q_A.$$
where (13) follows from the discussion above and (14) from the constraints of the pruned LP.

Theorem 7 implies that $R_h \cap R_Q = \emptyset$ if, and only if, there exists $v = (v_A, v_B)$ such that $h(v_A) = v_B$, $v_{A \cap C(Q)} = q_{A \cap C(Q)}$, $v_I = q_I$, and $v_O \neq q_O$. Since $A \subseteq C(Q)$, it follows that $R_h \cap R_Q = \emptyset$ if, and only if, there exists $v_B$ such that $h(q_A) = v_B$, $v_I = q_I$, and $v_O \neq q_O$. Thus, it follows that

$$\sum_{\{h \in H : c_h^V = 0\}} q_h = \sum_{\{h \in H : R_h \cap R_Q = \emptyset\}} q_h = \sum_{\{v_B : v_I = q_I, v_O \neq q_O\}} \sum_{\{h \in H : h(q_A) = v_B\}} q_h = \sum_{\{v_B : v_I = q_I, v_O \neq q_O\}} \sum_{\{h \in H : h(q_A) = v_B\}} q_h$$

(15)

$$= \sum_{\{v_B : v_I = q_I, v_O \neq q_O\}} P_{v_B, q_A}$$

(16)

where (15) follows from the discussion above and (16) from the constraints of the pruned LP. The result follows by the fact that $\alpha_U = \sum_{\{h \in H : c_h^V = 1\}} q_h = 1 - \sum_{\{h \in H : c_h^V = 0\}} q_h$. 

An important example of a class of problems where $A \subseteq C(Q)$ is the well-studied setting where multiple confounded treatments influence one outcome (Ranganath and Perotte, 2019; Janzing and Schölkopf, 2018; D’Amour, 2019. Tran and Blei, 2017). An example from this class of problems was discussed in Section 1, where the treatments are medications and procedures, and the outcome is the health outcome of the patient.

Wang and Blei (2019a, 2021) introduced the *deconfounder* as a method to predict the expected value of the outcome variable under treatment interventions in this setting. One of the limitations of the deconfounder approach is that it cannot be applied in a setting where the treatment variables have causal relationships between them (Ogburn et al., 2019; Wang and Blei, 2019b; Imai and Jiang, 2019). For example, in our context, the side effects of one treatment can influence the prescription of another treatment (Ogburn et al., 2019), as implied by arrows $T_1 \rightarrow T_3$, $T_2 \rightarrow T_3$, $T_3 \rightarrow T_4$ and $T_3 \rightarrow T_5$ in Figure 4. The deconfounder cannot be used for inference in this setting. However, since the entire set $V_A = \{C_1, C_2\}$ is critical for the query, Theorem 8 can be used to compute bounds for the query $E[Y(T = t)|C_1 = c_1, C_2 = c_2]$ in closed form. In particular,

$$\alpha_L = P(T = t, Y = 1|C_1 = c_1, C_2 = c_2)$$

$$\alpha_U = 1 - P(T = t, Y = 0|C_1 = c_1, C_2 = c_2)$$

5. Bounds with Additional Observations

So far, we have allowed only observations of $V_A$ variables to provide context in a query. In this section, we show how to incorporate additional observed variables from $V_B$ in the query. We show how to efficiently compute bounds for the counterfactual query $Q_W = P(V_O(V_I = q_I) = q_O|V_A = q_A, V_W = q_W)$ where $V_W \subseteq V_B$. 


Define
\[ R_W = \{ r : F_W(V_A = q_A, r) = q_W \} . \]
to be the set of \( r \) values that are consistent with the observation \((V_A, V_W) = (q_A, q_W)\). Note that since \( V_W \) topologically follow \( V_A \), the function \( F_W(V_A = q_A, r) \), and thus the set \( R_W \), are well defined.

Let \( Q = P(V_O(V_I = q_I) = q_O | V_A = q_A) \). The revised objective is then given by:
\[
P(V_O(V_I = q_I) = q_O | V_A = q_A, V_W = q_W)
= \frac{P(\{V_O(V_I = q_I, V_A = q_A) = q_O\} \cap \{V_W(V_A = q_A) = q_W\})}{P(V_W(V_A = q_A) = q_W)} \tag{17}
= \frac{\sum_{r \in R_Q \cap R_W} q_r}{\sum_{r \in R_W} q_r} \tag{18}
\]
where (17) follows from Bayes’ rule and (18) follows from the definitions of \( R_Q \) and \( R_W \). Note that our objective is now a fractional linear expression in \( q_r \), while our constraints remain the same. However, since the fractional objective is always non-negative and bounded, the fractional LPs can be reformulated into the following LPs (Charnes and Cooper (1962)):

For the causal graph in Figure 2 and counterfactual \( P(Y(X = 1) = 1 | X = 0, Z = 1) \), the set \( R_W = \{(r_X, r_Y) : f_{r_X}(1) = 0\} \), and the reformulated LPs are given by:
\[
\begin{align*}
\min_{\alpha,q} & \quad \max_{\alpha,q} \sum_{r \in R_Q \cap R_W} q_r \\
\text{s.t.} & \quad \sum_{r \in R_{v_B,v_A}} q_r - \alpha p_{v_B,v_A} = 0, \quad \forall (v_A, v_B) \in \{0,1\}^{|A|} \times \{0,1\}^{|B|}, \\
& \quad \sum_{r \in R_W} q_r = 1, \\
& \quad \alpha, q \geq 0,
\end{align*}
\tag{19}
\]

\[
\begin{align*}
\min_{\alpha,q} & \quad \max_{\alpha,q} \sum_{r \in R_Q \cap R_W} q_r \\
\text{s.t.} & \quad \sum_{r \in R_{x,y,z}} q_r - \alpha p_{x,y,z} = 0, \quad \forall (x,y,z) \in \{0,1\}^3 \\
& \quad \sum_{r \in R_W} q_r = 1, \\
& \quad \alpha, q \geq 0,
\end{align*}
\tag{20}
\]
where \( Q = \mathbb{P}(Y(X = 1) = 1|Z = 1) \). Next, we show that the LP (20) can be reformulated in terms of variables \( q_h = \sum_{r \in R_h} q_r \) indexed by valid hyperarcs \( h \in H \). For that we need the following result.

**Theorem 9** For every valid hyperarc \( h \in H \), either \( R_h \subseteq R_W \) or \( R_h \cap R_W = \emptyset \).

**Proof** Fix \( h \in H \). Suppose there exists \( v \in \{0, 1\}^N \) such that \( h(v_A) = v_B, \ v_C(W) = q_C(W) \) and \( v_W = q_W \). Then from Theorem 11a, we have \( R_h \subseteq R_W \). Instead, suppose for every \( v \in \{0, 1\}^N \) such that \( h(v_A) = v_B \) and \( v_C(W) = q_C(W) \), we have \( v_W \neq q_W \). Then, Theorem 11b implies that \( R_h \cap R_W = \emptyset \). Hence, either \( R_h \subseteq R_W \) or \( R_h \cap R_W = \emptyset \). \( \blacksquare \)

Since \( R = \bigcup_h R_h \) is a partition of \( R \) (see Lemma 14), it follows that the constraint

\[
\sum_{r \in R_W} q_r = \sum_{h \in H} \left( \sum_{r \in R_h \cap R_W} q_r \right) = \sum_{h \in H: R_h \subseteq R_W} \left[ \sum_{r \in R_h} q_r \right] = \sum_{h \in H: R_h \subseteq R_W} q_h
\]

where the second equality follows from Theorem 9. The results in Section 3 imply that for any \( (v_A, v_B) \in \{0, 1\}^{|A|} \times \{0, 1\}^{|B|} \)

\[
\sum_{r \in R_{v_B,v_A}} q_r = \sum_{h \in H: h(v_A) = v_B} \sum_{r \in R_h} q_r = \sum_{h \in H: h(v_A) = v_B} q_h.
\]

Thus, the constraints can be written in terms of \( q_h \). An argument identical to the one in Section 3 implies that the objective coefficient of \( q_h \) in the minimization LP is given by

\[
d_h^L := 1\{R_h \subseteq R_Q \cap R_W\} = 1\{R_h \subseteq R_W\} 1\{R_h \subseteq R_Q\}
\]

Thus, the lower bound LP can be reformulated as follows.

\[
\begin{align*}
\min_q & \quad \sum_{h \in H} d_h^L q_h \\
\text{s.t.} & \quad \sum_{h \in H: h(v_A) = v_B} q_h = \alpha p_{v_B,v_A}, \quad \forall v_A, v_B, \\
& \quad \sum_{h \in H: R_h \subseteq R_W} q_h = 1, \\
& \quad q, \alpha \geq 0,
\end{align*}
\]

(21)

Similarly, the upper bound LP can be reformulated as:

\[
\begin{align*}
\max_q & \quad \sum_{h \in H} d_h^U q_h \\
\text{s.t.} & \quad \sum_{h \in H: h(v_A) = v_B} q_h = \alpha p_{v_B,v_A}, \quad \forall v_A, v_B, \\
& \quad \sum_{h \in H: R_h \subseteq R_W} q_h = 1, \\
& \quad q, \alpha \geq 0,
\end{align*}
\]

(22)

where

\[
d_h^U := 1\{R_h \cap (R_W \cap R_Q) \neq \emptyset\} = 1 - 1\{R_h \cap (R_W \cap R_Q) = \emptyset\}.
\]

(23)

The new LPs in terms of the \( q_h \) variables have exponentially fewer variables since \( |H| \ll |R| \); however, they are useful only if, for each hyperarc \( h \in H \), \( d_h^L, d_h^U \), and \( 1\{R_h \subseteq R_W\} \) can be efficiently computed.
5.1 Efficiently computing $d^V_B$, $d^V_R$, and $1\{R_h \subseteq R_W\}$

We begin by defining the set of critical variables for the observation $V_W$.

**Definition 10 (Critical variables for observation $\{V_W = q_W\}$)** The set $V_C(W) \subseteq V_A$ of critical variables for the observation $\{V_W = q_W\}$ is defined as the set of variables in $V_A$ that have a path in the graph $G$ to some variable in $V_W$.

Next, we define conditions under which $R_h \subseteq R_W$, $R_h \cap R_W = \emptyset$, and $R_h \cap (R_Q \cap R_W) = \emptyset$.

**Theorem 11** Let $V_C(W) \subseteq V_A$ denote the set of critical variables for the observation $\{V_W = q_W\}$. Then the following results hold.

(a) $R_h \subseteq R_W$ if, and only if, there exists $v \in \{0, 1\}^{[N]}$ such that $h(v_A) = v_B$, $v_C(W) = q_C(W)$ and $v_W = q_W$.

(b) $R_h \cap R_W = \emptyset$ if, and only if, there exists $v \in \{0, 1\}^{[N]}$ such that $h(v_A) = v_B$, $v_C(W) = q_C(W)$ and $v_W \neq q_W$.

**Proof** Suppose there exists $v \in \{0, 1\}^{[N]}$ such that $h(v_A) = v_B$, $v_C(W) = q_C(W)$ and $v_W = q_W$. Then every $r \in R_h$ maps $V_C(W) = q_C(W)$ to $V_W = q_W$, and thus, $r \in R_W$ i.e. $R_h \subseteq R_W$. To establish the reverse direction, suppose $R_h \subseteq R_W$, but there does not exist $v \in \{0, 1\}^{[N]}$ such that $h(v_A) = v_B$, $v_C(W) = q_C(W)$ and $v_W = q_W$. Equivalently, for all $v \in \{0, 1\}^{[N]}$ such that $h(v_A) = v_B$ and $v_C(W) = q_C(W)$, we have $v_W \neq q_W$. In this case, every $r \in R_h$ maps $V_C(W) = q_C(W)$ to $V_W \neq q_W$, and therefore, $r \notin R_W$. Hence $R_h \notin R_W$.

Next we define conditions under which $R_h \cap R_W = \emptyset$. To establish the opposite direction, suppose $R_h \cap R_W = \emptyset$, but there does not exist $v \in \{0, 1\}^{[N]}$ such that $h(v_A) = v_B$, $v_C(W) = q_C(W)$ and $v_W \neq q_W$. Equivalently, for all $v \in \{0, 1\}^{[N]}$ such that $h(v_A) = v_B$ and $v_C(W) = q_C(W)$, we have $v_W = q_W$. In this case, every $r \in R_h$ maps $V_C(W) = q_C(W)$ to $V_W = q_W$, and therefore, $r \in R_W$. Hence $R_h \cap R_W \neq \emptyset$.

If $R_Q \cap R_W = \emptyset$, the probability of both the observation and the query would be 0. Hence, the observation would invalidate the query, and there would be no need for bounds. Therefore, we assume that $R_Q \cap R_W \neq \emptyset$, and in that way we have the following result.

**Theorem 12** Suppose $R_Q \cap R_W \neq \emptyset$. Then $R_h \cap (R_Q \cap R_W) = \emptyset$ if, and only if, either $R_h \cap R_Q = \emptyset$ or $R_h \cap R_W = \emptyset$.

**Proof** Clearly, if either $R_h \cap R_Q = \emptyset$ or $R_h \cap R_W = \emptyset$, it follows that $R_h \cap (R_Q \cap R_W) = \emptyset$.

Suppose $R_h \cap (R_Q \cap R_W) = \emptyset$, but $R_h \cap R_Q \neq \emptyset$ and $R_h \cap R_W \neq \emptyset$. By Theorem 7 and Theorem b, there cannot exist either $v^W \in \{0, 1\}^{[N]}$ such that $h(v^A) = v^B$, $v_C(W) = q_C(W)$ and $v^W \neq q_W$, or $v^Q \in \{0, 1\}^{[N]}$ such that $h(v^A) = v^B$, $v_Q = q_Q$, $v^Q = q_{A \cap C(Q)}$, $v^Q = q_{I}$ and $v^Q \neq q_{O}$.

Since $R$ indexes the set of all possible functions, there exists $r$ such that:

(i) $r$ maps $V_A = v_A$ to $V_B = v_B$ for all $(v_A, v_B)$ such that $h(v_A) = v_B$ i.e. $r \in R_h$. 


Algorithm 2 Procedure to efficiently construct LPs (21), (22)

Input: (i) causal graph $G$ (ii) query $Q_W = P(V_O | V_I = q_I) = q_O | V_A = q_A, V_W = q_W$ (iii) conditional probability distribution $p_{v_B,v_A} = P(V_B = v_B | V_A = v_A)$ for all $v_A, v_B$.

Output: Pruned LPs (21) and (22)

1. $H ← ∅$
2. For $h : V_A → V_B$ do
   3. If $h$ is valid (Theorem 5) then
      4. $H ← H ∪ \{h\}$
      5. Compute $R_h \subseteq R_W$ using Theorem a
      6. Compute $d^L_h$ using Theorems 6 and a
      7. Compute $d^U_h$ using Theorems 7 and b
8. Return LPs (21) and (22) constructed using $(H, \{1 \{R_h \subseteq R_W\}\}_{h ∈ H}, d^L, d^U)$. 

(ii) $r$ maps $V_{C(W)} = q_{C(W)}$ to $V_W = q_W$. This does not contradict i since there cannot exist $v^W ∈ \{0, 1\}^{N}$ such that $h(v^W) = v^B, v^W_{C(W)} = q_{C(W)}$ and $v^W_W ≠ q_W$.

(iii) $r$ maps $V_{A∩C(Q) = q_{A∩C(Q)}}$ and $V_I = q_I$ to $V_O = q_O$. This does not contradict i since there cannot exist $v^Q ∈ \{0, 1\}^{N}$ such that $h(v^Q) = v^B, v^Q_{A∩C(Q)} = q_{A∩C(Q)}, v^Q_I = q_I$ and $v^Q_O ≠ q_O$, and it does not contradict ii since $R_Q ∩ R_W ≠ ∅$.

Hence, $R_h ∩ (R_Q ∩ R_W) ≠ ∅$, a contradiction. 

Thus, we have established that $1 \{R_h \subseteq R_W\}$ can be efficiently computed using Theorem 11 (a), $d^L_h = 1 \{R_h \subseteq R_W\}1 \{R_h \subseteq R_Q\}$ can be efficiently computed using Theorem 11 (a) and Theorem 6, and $d^U_h = 1 - 1 \{R_h ∩ (R_W ∩ R_Q) = ∅\}$ can be efficiently computed using Theorem 7 and Theorem 11 (b) provided $R_Q ∩ R_W ≠ ∅$, i.e. the observation does not invalidate the query. Algorithm 2 describes a procedure that uses results established in Section 5.1 to efficiently construct pruned LPs (21) and (22) without formulating the original LPs or iterating over $R$.

6. Numerical Experiments

In this section, we report the results of our numerical experiments validating and extending the benefits from the new methods proposed in Sections 3 and 5.

6.1 Run time improvements

In this section, we numerically verify the computational savings from using the structural results in Sections 3 and 5 compared to the benchmark methods that iterate over the set $R$ to compute the pruned LPs.

In Table 2 we report the results of the experiments for constructing the pruned LPs (5) and (7). Here $t_H$ denotes the time (in seconds) taken by Algorithm 1 in Section 3.4, and $t_R$ denotes the time (in seconds) taken by Algorithm 3, the benchmark that iterates over the set $R$. The results clearly show the significant runtime improvement provided by
Algorithm 3 Benchmark R-based method to construct LPs (5), (7)

Input: (i) Causal graph $G$ (ii) Query $Q = \mathbb{P}(V_O | V_I = q_I) = q_O | V_A = q_A)$ (iii) Conditional probability distribution $p_{v_B,v_A} = \mathbb{P}(V_B = v_B | V_A = v_A)$, for all $v_A, v_B$

Output: Pruned LPs (5) and (7)

$R_h \leftarrow \emptyset, \forall h : V_A \rightarrow V_B$
$c^L_h \leftarrow 1, c^U h \leftarrow 0, \forall h : V_A \rightarrow V_B$

for $r \in R$ do

Compute $F_B(V_A = v_A, r)$, $\forall v_A \in \{0, 1\}^{\lvert A \rvert}$
Compute $F_O((V_A, V_I) = (q_A, q_I), r)$

$R_h \leftarrow R_h \cup \{r\}$ for the hyperarc $h : v_A \rightarrow F_B(V_A = v_A, r)$

if $c^L_h = 1$ and $F_O((V_A, V_I) = (q_A, q_I), r) = 0$ then
$c^L_h \leftarrow 0$

if $c^U_h = 0$ and $F_O((V_A, V_I) = (q_A, q_I), r) = 1$ then
$c^U_h \leftarrow 1$

$H \leftarrow \{h : R_h \neq \emptyset\}$

return LPs (5) and (7) constructed using $(H, c^L, c^U)$

<table>
<thead>
<tr>
<th>Graph</th>
<th>$t_H$ (s)</th>
<th>$t_R$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex A</td>
<td>2.0</td>
<td>$&gt;$ 1200</td>
</tr>
<tr>
<td>Ex B</td>
<td>3.9</td>
<td>72.6</td>
</tr>
<tr>
<td>Ex C</td>
<td>3.7</td>
<td>$&gt;$ 1200</td>
</tr>
<tr>
<td>Ex F</td>
<td>0.6</td>
<td>$&gt;$ 1200</td>
</tr>
<tr>
<td>Ex G</td>
<td>2.4</td>
<td>$&gt;$ 1200</td>
</tr>
</tbody>
</table>

Table 2: Runtime of Algorithm 1 in Section 3.4 to construct the pruned LPs (5) and (7) as compared to Algorithm 3, the benchmark that iterates over the set $R$ for Examples A, B, C, F and G (details in Appendix B). Here $t_H$ (resp. $t_R$) denotes the runtime in seconds of our proposed method (resp. iterating over $R$).

In Table 3 we report the runtimes for constructing the pruned LPs (21) and (22). Here $t_H$ denotes the time (in seconds) taken by Algorithm 2 in Section 5.1 and $t_R$ denotes the time (in seconds) taken by Algorithm 4 that iterates over the set $R$. The results clearly show the significant runtime improvement provided by our method compared to the benchmark on the five examples. Note that the benchmark methods were terminated after 1200 seconds.

6.2 Finite Data Setting

In this section, we show how to extend the pruning procedure to LPs where the conditional probabilities $p_{v_B,v_A}$ are estimated from finite amount of data, and therefore, are known only within a tolerance. Let $\bar{p}$ denote a sample estimate of $p$. Suppose the (unknown) true conditional probability $p_{v_B,v_A} \in [\bar{p}_{v_B,v_A} - \delta, \bar{p}_{v_B,v_A} + \delta]$ with high confidence. The bounds in
Algorithm 4 Benchmark R-based method to construct LPs (21) and (22)

Input: (i) causal graph $G$ (ii) query $Q = \mathbb{P}(V_O(V_I = q_I) = q_O|V_A = q_A, V_W = q_W)$ (iii) conditional probability distribution $p_{v_B,v_A} = \mathbb{P}(V_B = v_B|V_A = v_A)$, for all $v_A, v_B$

Output: Pruned LPs (21) and (22)

Let $H \leftarrow \emptyset$

Let $R_h \leftarrow \emptyset$, for all $h : V_A \rightarrow V_B$

Let $c_h^L \leftarrow 1$, $c_h^U \leftarrow 0$, for all $h : V_A \rightarrow V_B$

Let $d_h^L \leftarrow 1$, $d_h^U \leftarrow 0$, for all $h : V_A \rightarrow V_B$

for $r \in R$ do

Compute $F_B(V_A = v_A, r)$, $\forall v_A \in \{0, 1\}^{|A|}$

Compute $F_O((V_A, V_I) = (q_A, q_I), r)$

Compute $F_W(V_A = q_A, r)$

$R_h \leftarrow R_h \cup \{r\}$ for the hyperarc $h : v_A \rightarrow F_B(V_A = v_A, r)$

if $c_h^L = 1$ and $F_O((V_A, V_I) = (q_A, q_I), r) = 0$ then

\[ c_h^U \leftarrow 0 \]

if $c_h^U = 0$ and $F_O((V_A, V_I) = (q_A, q_I), r) = 1$ then

\[ c_h^L \leftarrow 1 \]

if $d_h^L = 1$ and $F_W(V_A = q_A, r) = 0$ then

\[ d_h^U \leftarrow 0 \]

if $d_h^U = 0$ and $F_W(V_A = q_A, r) = 1$ then

\[ d_h^L \leftarrow 1 \]

$H \leftarrow \{h : R_h \neq \emptyset\}$

for $h \in H$ do

\[ 1\{R_h \subseteq R_W\} \leftarrow d_h^L \]

\[ d_h^L \leftarrow d_h^L \times c_h^L \]

\[ d_h^U \leftarrow d_h^U \times c_h^U \]

return LPs (21) and (22) constructed using $(H, d^L, d^U, \{1\{R_h \subseteq R_W\}\}_{h \in H})$
Table 3: Runtime of Algorithm 2 in Section 5.1 to construct the pruned LPs (21) and (22) as compared to Algorithm 4, the benchmark that iterates over the set $R$ for Examples A, B, C, F and G (details in Appendix B). Here $t_H$ (resp. $t_R$) denotes the runtime in seconds of our proposed method (resp. iterating over $R$).

<table>
<thead>
<tr>
<th>Graph</th>
<th>$t_H$ (s)</th>
<th>$t_R$ (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex A</td>
<td>2.1</td>
<td>&gt;1200</td>
</tr>
<tr>
<td>Ex B</td>
<td>4.5</td>
<td>74.4</td>
</tr>
<tr>
<td>Ex C</td>
<td>4.3</td>
<td>&gt;1200</td>
</tr>
<tr>
<td>Ex F</td>
<td>0.7</td>
<td>&gt;1200</td>
</tr>
<tr>
<td>Ex G</td>
<td>3.1</td>
<td>&gt;1200</td>
</tr>
</tbody>
</table>

Note that the structure of the objective function and the constraints in the $q$ variables is the same as those in (3). Therefore, the results in Section 3 can be used to aggregate the $q$-variables in (24) and rewrite the LPs in terms of variables corresponding to hyperarcs.

\[
\alpha^F_L / \alpha^F_U = \min / \max_{q,p} \frac{\sum_{r \in R} q_r}{\sum_{r \in R} t_r}
\]

\[
\text{s.t. } \sum_{r \in R} c_{vB.vA} q_r \leq \bar{p}_{vB.vA} + \delta, \quad \forall v_A, v_B
\]

\[
\sum_{r \in R} c_{vB.vA} q_r \geq \bar{p}_{vB.vA} - \delta, \quad \forall v_A, v_B
\]

\[
\sum_{r \in R} q_r = 1, \quad q \geq 0.
\]

In Figure 5 we plot the upper and lower bounds computed by solving (25) as a function of $\delta$ for 10 randomly generated instances of $\bar{p}$ in Example A. Note that as the uncertainty in $p$ increases, the computed bounds become wider. Recall that for this example optimal bounds can only be computed after pruning the LP. Furthermore, standard results in LP duality (Bertsimas and Tsitsiklis, 1997) imply that one can utilize the optimal duals to identify $\bar{p}_{vB.vA}$ values that impact the bounds most, and concentrate additional measurement on these values. We would like to reiterate that the analysis presented here is only possible because we were able to prune the benchmark $R$-based LP for Example A.

We now extend LPs (21) and (22) to the finite data setting. Bounds in this setting can be computed by solving the following LPs:

\[
\text{min}_{q} / \max_{q} \frac{\sum_{r \in R} q_r}{\sum_{r \in R} t_r}
\]

\[
\text{s.t. } \sum_{r \in R} c_{vB.vA} q_r \leq \bar{p}_{vB.vA} + \delta, \quad \forall (v_A, v_B),
\]

\[
\sum_{r \in R} c_{vB.vA} q_r \geq \bar{p}_{vB.vA} - \delta, \quad \forall (v_A, v_B),
\]

\[
\sum_{r \in R} q_r = 1, \quad q \geq 0.
\]
This fractional LP can be linearized as follows.

\[
\begin{align*}
\min_{\alpha, q} \quad & \sum_{r \in R_0 \cap R_W} q_r \\
\text{s.t.} \quad & \sum_{r \in R_{v_B \cdot v_A}} q_r \leq (\bar{p}_{v_B \cdot v_A} + \delta)\alpha, \quad \forall (v_A, v_B), \\
& \sum_{r \in R_{v_B \cdot v_A}} q_r \geq (\bar{p}_{v_B \cdot v_A} - \delta)\alpha, \quad \forall (v_A, v_B), \\
& \sum_{r \in R} q_r = \alpha, \\
& \sum_{r \in R_W} q_r = 1, \\
& \alpha, q \geq 0.
\end{align*}
\] (27)

Note that this is a linear program in \((\alpha, q)\). The previous results allow us to aggregate the \(q\)-variables in (27) and rewrite the LPs in terms of variables corresponding to hyperarcs.

\[
\begin{align*}
\min_{\alpha, q, p} \quad & \sum_{h \in H} q_h^{L/U} \\
\text{s.t.} \quad & \sum_{h : h(v_A) = v_B} q_h \leq (\bar{p}_{v_B \cdot v_A} + \delta)\alpha, \quad \forall (v_A, v_B), \\
& \sum_{h : h(v_A) = v_B} q_h \geq (\bar{p}_{v_B \cdot v_A} - \delta)\alpha, \quad \forall (v_A, v_B), \\
& \sum_{h \in H} q_h = \alpha, \\
& \sum_{h \in H : R_h \subseteq R_W} q_h = 1, \\
& \alpha, p \geq 0.
\end{align*}
\] (28)

Recall that the lower and upper bounds computed by solving LPs (28) incorporate additional observations of some variables in \(V_B\). In Figure 6a we plot these bounds as a function of \(\delta\) for the same 10 instances of \(\bar{p}\), but for Example A with additional observations. (details in Appendix B). We also replicate Figure 5 with bounds computed without these additional observations for comparison; note that our bounds have shifted significantly after the observation. As in Balke and Pearl (1994), we have numerically verified the distinction between causal inference for the entire population and the sub-population consisting of units consistent with the observation.
6.3 Greedy Heuristic

In this section, we propose a greedy heuristic (Algorithm 5) to approximately compute the bounds for problems without additional observations when even the pruned LPs are intractable, and the bounds cannot be computed in closed form since $A \not\subseteq C(Q)$. Note that the bounds computed by our heuristic are guaranteed to contain the optimal bounds, and therefore, the true query value. This heuristic is motivated by the duals of LPs (5) and (7) that are defined as follows:

$$\alpha_L = \max_\lambda \frac{\sum_{(v_A, v_B) \in \{0,1\}^{|A|} \times \{0,1\}^{|B|}} p_{v_B,v_A} \lambda_{v_B,v_A}}{\sum_{v_A \in \{0,1\}^{|A|}} \lambda_{h(v_A):v_A} \leq c^L_h, \quad \forall h \in H.}$$  \hspace{1cm} (29)

$$\alpha_U = \min_\lambda \frac{\sum_{(v_A, v_B) \in \{0,1\}^{|A|} \times \{0,1\}^{|B|}} p_{v_B,v_A} \lambda_{v_B,v_A}}{\sum_{v_A \in \{0,1\}^{|A|}} \lambda_{h(v_A):v_A} \geq c^U_h, \quad \forall h \in H.}$$  \hspace{1cm} (30)

We utilize the fact that in our numerical experiments, we observed that for both dual LPs, there was always an optimal solution that only took values in the set $\{-1,0,1\}$, and the fact that in the symbolic bounds introduced by Balke and Pearl (1994) (see, also Zhang and Bareinboim (2017); Pearl (2009); Sjölander et al. (2014); Sachs et al. (2022)) the probabilities in the input data were combined using coefficients taking values in $\{-1,0,1\}$. In fact, we expect the following conjecture to be true.
Table 4: Quality of the bounds computed by the greedy algorithm over 100 instances of Examples A, B, C, F and G (details in Appendix B). Here $\alpha^G_L$ (resp. $\alpha^G_U$) denotes the lower (resp. upper) bound computed by the greedy heuristic, $\alpha_L$ (resp. $\alpha_U$) denotes the lower (resp. upper) bound computed by solving the LP, $\epsilon_L = (\alpha_L - \alpha^G_L) / \alpha_L$ (resp. $\epsilon_U = (\alpha^G_U - \alpha_U) / \alpha_U$) is a measure of suboptimality of the lower (resp. upper) bound computed by the greedy heuristic.

Algorithm 5 Greedy Heuristic

Let the permutation which sorts the conditional probabilities in descending order be $i_1, \ldots, i_{2^{|N|}}$.

**Function GreedyLowerBound()**:
- Initialize $\lambda = -1$.
- for $j = 1, \ldots, 2^{|N|}$ do
  - while $\lambda$ is feasible do
    - $\lambda_{ij} = \lambda_{ij} + 1$

**Function GreedyUpperBound()**:
- Initialize $\lambda = 1$.
- for $j = 1, \ldots, 2^{|N|}$ do
  - while $\lambda$ is feasible do
    - $\lambda_{ij} = \lambda_{ij} - 1$

Conjecture 13 (Dual Integrality) The dual LPs in (29) and (30) have optimal solutions which only take values in $\{-1, 0, 1\}$.

We tested Algorithm 5 on 100 instances of each of the examples in Appendix B for which bounds were not available in closed form. The results reported in Table 4 are for Examples A, B, C, F and G for which the LP can be solved. We see that bounds from the greedy heuristic matches the LP bounds in most instances for these problems. Recall that one can compute the optimal bounds for Examples A, F and G only after pruning the LP. In Table 4, $\epsilon_L = 1 - \frac{\alpha^G_L}{\alpha_L}$ and $\epsilon_U = \frac{\alpha^G_U}{\alpha_U} - 1$ denote the relative errors of the lower and upper bounds, respectively. We see that the lower bound is always within 10% of the true value, whereas the upper bound is within 10% for at least 86% of the cases. See Appendix for the empirical distribution function of errors. Furthermore, the greedy heuristic yields non-trivial
bounds for Examples D and E, where the corresponding pruned LP is too large to be solved to optimality.

7. Conclusion

In this work, we compute bounds for the expected value of some outcome variables $V_O$ if we intervene on variables $V_I$, given the values of variables $V_A$ are known, via linear programming. We show how to leverage structural properties of these LPs to significantly reduce their size. We also show how to construct these LPs efficiently. As a direct consequence of our results, bounds for causal queries can be computed for graphs of much larger size. We show that there are examples of causal inference problems for which bounds could be computed only after the pruning we introduce. Our structural results also allow us to characterize a set of causal inference problems for which the bounds can be computed in closed form. This class includes as a special case extensions of problems considered in the multiple confounded treatments literature (Wang and Blei, 2021; Ranganath and Perotte, 2019; Janzing and Schölkopf, 2018; D’Amour, 2019; Tran and Blei, 2017). We show that bounds for queries containing additional observations about the unit can be computed by solving fractional LPs (Bitran and Novaes, 1973). These fractional LPs are special because the denominator is restricted to be non-negative. This allows us to homogenize the problem into a LP with one additional constraint, and extend the structural results obtained for queries without additional observations. We also show the significant runtime improvement provided by our methods compared to benchmarks in numerical experiments and extend the results to the finite data setting. Finally, for causal inference without additional observations, we propose a very efficient greedy heuristic that produces very high quality bounds, and scales to problems that are several orders of magnitude larger than those for which the pruned LPs can be solved.
Appendix A. Basic results

Lemma 14 (Partition of $R$) $R = \cup_{h \in H} R_h$ is a partition of $R$.

Proof Since $R_h \subseteq R$ for all $h \in H$, it follows that $\cup_{h \in H} R_h \subseteq R$. Next, we show that $R \subseteq \cup_{h} R_h$. Fix $\bar{r} \in R$. Then $\bar{r} \in R_h$ for some hyperarc $h$ such that $h(v_A) = F_B(v_A, \bar{r})$ for all $v_A \in \{0, 1\}^{|A|}$. Thus, $R \subseteq \cup_h R_h$.

Next, suppose there exist $h_1 \neq h_2$ such that $R_{h_1} \cap R_{h_2} \neq \emptyset$. Then for all $r \in R_{h_1} \cap R_{h_2}$, and all $v_A \in \{0, 1\}^{|A|}$, we have $h_i(v_A) = F_B(v_A, r), i = 1, 2$. Thus, it follows that $h_1(v_A) = h_2(v_A)$ for all $v_A \in \{0, 1\}^{|A|}$. A contradiction.

Lemma 15 (Critical Intervention Variables) Let $G^{do(V_1 = q_1)}$ denote the mutilated graph after intervention $do(V_1 = q_1)$, i.e., variables $V_1$ no longer have any incoming arcs, and let $V_{C_{i}(Q)}$ denote the set of variables in $V_A \cup V_B$ that have a path to some variable in $V_O$ in $G^{do(V_1 = q_1)}$. Then

$$P(V_O(V_1 = q_1) = q_O|V_A = q_A) = P(V_O(V_{I \cap C}(Q) = q_{I \cap C}(Q)) = q_O|V_A = q_A)$$

Proof By definition, for every $V \in V_{I \setminus C(Q)}$, there is no directed path from $V$ to a variable in $V_O$ in $G^{do(V_1 = q_1)}$. It thus follows that they do not influence the value of $V_O$ in the intervention. It thus follows that $P(V_O(V_1 = q_1) = q_O|V_A = q_A) = P(V_O(V_{I \cap C}(Q) = q_{I \cap C}(Q)) = q_O|V_A = q_A)$.

Appendix B. Examples of Causal Inference Problems

In this section, we report the causal graph structure and the data generation process for the 5 examples in Table 1.

Example A

The causal graph for this example is display in Figure 7a. The query is: $P(Y(X_2 = 1) = 1|Z_1 = 1, Z_2 = 1)$, and data generating process used to generate the input data is given by

$$U_A \sim N(0, 1)$$
$$U_B \sim N(0, 1)$$
$$Z_1 \sim \text{Bernoulli} (\logit^{-1}(U_A))$$
$$Z_2 \sim \text{Bernoulli} (\logit^{-1}(U_A))$$
$$S_1 \sim \text{Bernoulli} (\logit^{-1}(U_B))$$
$$X_1 \sim \text{Bernoulli} (\logit^{-1}(U_B + S_1))$$
$$S_2 \sim \text{Bernoulli} (\logit^{-1}(S_1 + U_B + X_1 + Z_2))$$
$$X_2 \sim \text{Bernoulli} (\logit^{-1}(S_2 + U_B + Z_1 + Z_2))$$
$$Y \sim \text{Bernoulli} (\logit^{-1}(U_B + S_2 + X_2 + Z_2))$$
Scalable Computation of Causal Bounds

Figure 7: Examples of Causal Inference Problems
After sampling $U_A, U_B, Z_1, Z_2$ we compute
\[
\mathbb{P}(Y, X_2, S_2, X_1, S_1 | Z_2, Z_1) = \mathbb{P}(Y|U_B, S_2, X_2, Z_2)\mathbb{P}(X_2|S_2, Z_1, Z_2, U_B)\mathbb{P}(S_2|Z_2, U_B, S_1, X_1)\mathbb{P}(X_1|S_1, U_B) \\
\mathbb{P}(S_1|U_B)
\]
that gives the input distribution. In Section 6.3, we use the observation \{ $Z_1 = 1, Z_2 = 1, Y = 1$\}.

Example B

The causal graph for this example is in Figure 7b and the query is: $P(Y(A = 1, B = 1) = 1|C = 1, F = 1)$. The data generating process used to generate the input information is as follows:

\[
\begin{align*}
U_A &\sim N(0, 1) \\
U_B &\sim N(0, 1) \\
C &\sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
F &\sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
A &\sim \text{Bernoulli}(\logit^{-1}(C + F + U_B)) \\
B &\sim \text{Bernoulli}(\logit^{-1}(C + F + U_B)) \\
D &\sim \text{Bernoulli}(\logit^{-1}(A + U_B)) \\
E &\sim \text{Bernoulli}(\logit^{-1}(A + B + U_B)) \\
Y &\sim \text{Bernoulli}(\logit^{-1}(U_B + D + C + E))
\end{align*}
\]

After sampling $U_A, U_B, C, F$ we compute
\[
\]
that gives the input distribution. In Section 6.3, we use the observation \{ $C = 1, F = 1, Y = 1$\}. 

Figure 8: Additional Causal Inference Problems
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Example C

The causal graph for this example is in Figure 7c and the query is: \( P(Y(M_1 = 1) = 1|W_1 = 1, W_3 = 1) \). The data generating process used to generate the input information is as follows:

\[
\begin{align*}
U_A & \sim N(0, 1) \\
U_B & \sim N(0, 1) \\
W_1 & \sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
W_3 & \sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
T & \sim \text{Bernoulli}(\logit^{-1}(W_1 + W_3 + U_B)) \\
M_1 & \sim \text{Bernoulli}(\logit^{-1}(T + W_3 + U_B)) \\
M_2 & \sim \text{Bernoulli}(\logit^{-1}(M_1 + W_1 + U_B)) \\
Y & \sim \text{Bernoulli}(\logit^{-1}(M_2 + U_B)) \\
X_3 & \sim \text{Bernoulli}(\logit^{-1}(U_B + Y + M_1 + T)) \\
\end{align*}
\]

After sampling \( U_A, U_B, W_1, W_3 \) we compute

\[
\mathbb{P}(T, M_1, M_2, X_3, Y|W_1, W_3) = \mathbb{P}(X_3|U_B, Y, M_1, T)\mathbb{P}(Y|M_2, U_B)\mathbb{P}(M_2|M_1, W_1, U_B) \\
\mathbb{P}(M_1|T, W_3, U_B)\mathbb{P}(T|W_1, W_3, U_B)
\]

that gives the input distribution. In Section 6.3, we use the observation \( \{W_1 = 1, W_3 = 1, Y = 1\} \).

Example D

The causal graph for this example is in Figure 7d and the query is: \( P(Y(D = 1) = 1|E = 1, F = 1) \). The data generating process used to generate the input information is as follows:

\[
\begin{align*}
U_A & \sim N(0, 1) \\
U_B & \sim N(0, 1) \\
F & \sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
E & \sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
A & \sim \text{Bernoulli}(\logit^{-1}(F + E + U_B)) \\
B & \sim \text{Bernoulli}(\logit^{-1}(E + F + A + U_B)) \\
C & \sim \text{Bernoulli}(\logit^{-1}(B + E + F + A + U_B)) \\
D & \sim \text{Bernoulli}(\logit^{-1}(B + E + F + A + C + U_B)) \\
Y & \sim \text{Bernoulli}(\logit^{-1}(E + D + U_B)) \\
G & \sim \text{Bernoulli}(\logit^{-1}(A + B + C + D + Y + E + F + U_B))
\end{align*}
\]

After sampling \( U_A, U_B, E, F \) we compute

\[
\mathbb{P}(G, Y, D, C, B, A|E, F) = \mathbb{P}(G|U_B, A, B, C, D, Y, E, F)\mathbb{P}(Y|E, D, U_B)\mathbb{P}(D|B, E, F, A, C, U_B) \\
\mathbb{P}(C|B, E, F, A, U_B)\mathbb{P}(B|E, F, A, U_B)\mathbb{P}(A|E, F, U_B)
\]
that gives the input distribution. In Section 6.3, we use the observation \( \{E = 1, F = 1, Y = 1\} \).

**Example E**

The causal graph for this example is in Figure 8 and the query is: \( P(Y(C = 1, F = 1) = 1|A = 1, B = 1) \). The data generating process used to generate the input information is as follows:

\[
\begin{align*}
U_A & \sim N(0, 1) \\
U_B & \sim N(0, 1) \\
A & \sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
B & \sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
C & \sim \text{Bernoulli}(\logit^{-1}(A + B + U_B)) \\
D & \sim \text{Bernoulli}(\logit^{-1}(A + C + B + U_B)) \\
E & \sim \text{Bernoulli}(\logit^{-1}(A + B + U_B)) \\
F & \sim \text{Bernoulli}(\logit^{-1}(A + C + B + D + E + G + U_B)) \\
G & \sim \text{Bernoulli}(\logit^{-1}(U_B + A + B + C + D)) \\
Y & \sim \text{Bernoulli}(\logit^{-1}(U_B + A + E + B + F)) \\
\end{align*}
\]

After sampling \( U_A, U_B, A, B \) we compute
\[
\mathbb{P}(C, D, E, F, G, Y|A, B) = \mathbb{P}(C|A, B, U_B)\mathbb{P}(D|A, C, B, U_B)\mathbb{P}(E|A, B, U_B)\mathbb{P}(F|A, C, B, D, E, G, U_B) \\
\mathbb{P}(G|A, B, C, D, U_B)\mathbb{P}(Y|U_B, A, E, B, F)
\]
that gives the input distribution. In Section 6.3, we use the observation \( \{A = 1, B = 1, Y = 1\} \).

**Example F**

The causal graph for this example is in Figure 8a and the query is: \( P(Y(T_1 = 1, T_2 = 1, T_3 = 1) = 1|C_1 = 1, C_2 = 1) \). The data generating process used to generate the input information is as follows:

\[
\begin{align*}
U_A & \sim N(0, 1) \\
U_B & \sim N(0, 1) \\
C_1 & \sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
C_2 & \sim \text{Bernoulli}(\logit^{-1}(U_A)) \\
T_1 & \sim \text{Bernoulli}(\logit^{-1}(C_1 + C_2 + U_B)) \\
T_2 & \sim \text{Bernoulli}(\logit^{-1}(C_1 + C_2 + U_B)) \\
T_3 & \sim \text{Bernoulli}(\logit^{-1}(C_1 + C_2 + U_B)) \\
Y & \sim \text{Bernoulli}(\logit^{-1}(U_B + T_1 + T_2 + T_3 + C_2)) \\
\end{align*}
\]
After sampling $U_A, U_B, C_1, C_2$ we compute 
\[ P(T_1, T_2, T_3|C_1, C_2) = P(T_1|C_1, C_2, U_B)P(T_2|C_1, C_2, U_B)P(T_3|C_1, C_2, U_B)P(Y|T_1, T_2, T_3, C_1, C_2, U_B) \]
that gives the input distribution. In Section 6.3, we use the observation \{ $C_1 = 1, C_2 = 1, Y = 1$ \}.

**Example G**

The causal graph for this example is in Figure 8b and the query is: $P(Y(B = 1) = 1|W_1 = 1, W_2 = 1)$. The data generating process used to generate the input information is as follows:

- $U_A \sim N(0, 1)$
- $U_B \sim N(0, 1)$
- $W_1 \sim \text{Bernoulli}(\text{logit}^{-1}(U_A))$
- $W_2 \sim \text{Bernoulli}(\text{logit}^{-1}(U_A))$
- $D \sim \text{Bernoulli}(\text{logit}^{-1}(W_1 + U_B))$
- $A \sim \text{Bernoulli}(\text{logit}^{-1}(W_1 + D + U_B))$
- $C \sim \text{Bernoulli}(\text{logit}^{-1}(A + D + W_1 + U_B))$
- $B \sim \text{Bernoulli}(\text{logit}^{-1}(D + C + A + W_1 + W_2 + U_B))$
- $Y \sim \text{Bernoulli}(\text{logit}^{-1}(U_B + D + C + A + B + W_1))$

After sampling $U_A, U_B, W_1, W_2$ we compute 
\[ P(D, A, C, B, Y|W_1, W_2) = P(D|W_1, U_B)P(A|W_1, D, U_B)P(C|A, D, W_1, U_B)P(B|D, C, A, W_1, W_2, U_B)P(Y|D, C, A, B, W_1, U_B) \]
that gives the input distribution. In Section 6.3, we use the observation \{ $W_1 = 1, W_2 = 1, Y = 1$ \}.
Appendix C. Empirical CDF for Error of Greedy Heuristic

Figure 9: Empirical Distribution Functions of Errors for Examples
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