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Abstract

We consider the degree-Rips construction from topological data analysis, which provides
a density-sensitive, multiparameter hierarchical clustering algorithm. We analyze its sta-
bility to perturbations of the input data using the correspondence-interleaving distance, a
metric for hierarchical clusterings that we introduce. Taking certain one-parameter slices
of degree-Rips recovers well-known methods for density-based clustering, but we show that
these methods are unstable. However, we prove that degree-Rips, as a multiparameter
object, is stable, and we propose an alternative approach for taking slices of degree-Rips,
which yields a one-parameter hierarchical clustering algorithm with better stability prop-
erties. We prove that this algorithm is consistent, using the correspondence-interleaving
distance. We provide an algorithm for extracting a single clustering from one-parameter
hierarchical clusterings, which is stable with respect to the correspondence-interleaving dis-
tance. And, we integrate these methods into a pipeline for density-based clustering, which
we call Persistable. Adapting tools from multiparameter persistent homology, we propose
visualization tools that guide the selection of all parameters of the pipeline. We demon-
strate Persistable on benchmark data sets, showing that it identifies multi-scale cluster
structure in data.
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1. Introduction

Let f : Rd → R be a probability density function, and let S(f) be its support. There
is a one-parameter hierarchical clustering H(f) of S(f) where, for r > 0, H(f)(r) is the
set of connected components of {x ∈ S(f) : f(x) ≥ r}. This is hierarchical in the sense
that, if r < r′, then H(f)(r) is a refinement of H(f)(r′). Following Hartigan (1975), we
call H(f) the density-contour hierarchical clustering. The central theoretical problem of
density-based clustering is to approximate H(f), given finite samples drawn from f .

A large amount of work has been done on the related problem of estimating the density f
itself, given a finite sample. If one constructs an estimate f̂ from a sample X, the “plug-in”
approach would be to estimate H(f)(r) by H(f̂)(r), however this is not computationally-
tractable (see Chaudhuri and Dasgupta (2010)). Instead, Cuevas et al. (2000) propose to
construct a graph onX that encodes distance relations, and then estimateH(f)(r) by taking
the connected components of the induced subgraph on the vertices {x ∈ X : f̂(x) ≥ r}. The
graph is the Rips graph for a fixed distance scale: for x, y ∈ X, there is an edge between x
and y if ||x − y|| ≤ s, for some fixed s > 0. We call this approach the plug-in algorithm.
See Related Work, below, for further references for this idea.

Another popular approach to density-based clustering is the robust single-linkage algo-
rithm of Chaudhuri and Dasgupta (2010). This is a density-sensitive modification of the
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Figure 1: Degree-Rips is a two-parameter hierarchical clustering. The spatial parameter s
controls the distance at which points are joined together: at larger values of s,
more points are joined together. The density parameter k controls when data
points enter the hierarchical clustering: at larger values of k, points must be in
denser regions to enter. The robust single-linkage algorithm fixes k and lets s
vary (taking a horizontal slice). The plug-in algorithm fixes s and lets k vary
(taking a vertical slice).

single-linkage algorithm. Chaudhuri–Dasgupta prove that this method is Hartigan consis-
tent : as the size of the sample tends to infinity, the robust single-linkage of a sample of
f converges in probability to H(f), using a criterion of Hartigan to compare the density-
contour hierarchical clustering with a hierarchical clustering produced from a sample.

McInnes and Healy (2018) observed that the robust single-linkage algorithm is closely
connected to the degree-Rips bifiltration (Lesnick and Wright, 2015; Blumberg and Lesnick,
2022) from topological data analysis (TDA). Degree-Rips should be of great interest to re-
searchers in the field of clustering, as it simultaneously generalizes several important meth-
ods for density-based clustering. In its original formulation, degree-Rips is a two-parameter
filtration of simplicial complexes, but in the setting of clustering, only the underlying graphs
are relevant. In detail, let M be a finite metric space, let s > 0, and let k ∈ (0, 1). Define
a graph Gs,k with vertex set {x ∈ M : |B(x, s)| ≥ k · |M |}, and with an edge between x
and y if dM (x, y) ≤ s. Here, B(x, s) is the open ball in M of radius s centered at x. These
graphs form a two-parameter filtration, in the sense that there is an inclusion Gs,k ⊆ Gs′,k′
for any s′ ≥ s and any k′ ≤ k. We say that the degree-Rips hierarchical clustering of M is
the two-parameter hierarchical clustering DR(M) with DR(M)s,k given by the connected
components of the graph Gs,k. See Fig. 1.

Both the robust single-linkage algorithm and the plug-in algorithm can be seen as one-
parameter slices of the degree-Rips hierarchical clustering: if we fix k and let s vary, we
recover the robust single-linkage of M ; if we fix s and let k vary, we recover the plug-in
algorithm, where the density estimate f̂ is a kernel density estimate computed with the
uniform kernel and bandwidth s, and the Rips graph is constructed also with parameter s.

Furthermore, the degree-Rips hierarchical clustering recovers the popular DBSCAN clus-
tering algorithm (Ester et al., 1996). The clustering DR(M)(s, k) is exactly the DBSCAN*
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clustering of M with respect to the spatial parameter s and the number-of-neighbors pa-
rameter dk · |M |e. DBSCAN* is a minor modification of the original DBSCAN algorithm,
defined by Campello et al. (2013).

For this paper, an important observation is that both robust single-linkage and the plug-
in algorithm are unstable: small perturbations of the input can lead to large changes in the
output. We make this statement precise later in the introduction. We therefore consider an
alternative, which is very natural from the perspective of TDA. Rather than use slices of
degree-Rips in which one parameter is fixed, we use slices in which both parameters vary.

We now summarize the main contributions of the paper. We elaborate on each point in
the remainder of the introduction.

• We introduce the correspondence-interleaving distance, a metric for hierarchical clus-
terings.

• We introduce kernel linkage, a density-sensitive, multiparameter hierarchical cluster-
ing method that generalizes the degree-Rips hierarchical clustering described above.

• We prove that kernel linkage is stable with respect to the correspondence-interleaving
distance and the Gromov–Hausdorff–Prokhorov distance on compact metric proba-
bility spaces. This implies that degree-Rips is stable, and that appropriate slices of
kernel linkage and degree-Rips are also stable.

• We define a notion of consistency for density-based clustering using the correspon-
dence-interleaving distance, which implies Hartigan consistency. We prove that
taking appropriate slices of kernel linkage is consistent in this sense.

• We define the persistence-based flattening algorithm, which extracts a single cluster-
ing of the underlying data from a one-parameter hierarchical clustering, and prove
that it is stable with respect to the correspondence-interleaving distance.

• Persistable is a pipeline for density-based clustering that integrates the algorithms
defined in this paper. The Gromov–Hausdorff–Prokhorov stability theorem for ker-
nel linkage implies theoretical guarantees for the entire pipeline, and it justifies a
simple approximation scheme that makes it possible to apply the pipeline to large
data sets. We describe how the design choices of Persistable are motivated by the
results of this paper, we demonstrate Persistable on benchmark data sets, and we
show that it identifies meaningful cluster structure in data. In another publication
(Scoccola and Rolle, 2023), we described the implementation of Persistable.

1.1 The Correspondence-Interleaving Distance

In order to consider stability questions for hierarchical clustering methods, a natural ap-
proach is to use a notion of distance between hierarchical clusterings. For example, this is
the approach taken by Carlsson and Mémoli (2010a), who prove a stability result for the
single-linkage algorithm using the Gromov–Hausdorff distance from metric geometry. This
is possible because the single-linkage of a metric space X defines an ultrametric θX on X,
and so one can compare the outputs of single-linkage on X and Y by comparing (X, θX)
and (Y, θY ) using Gromov–Hausdorff.
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However, a hierarchical clustering of X does not define an ultrametric on X unless it is
quite special (in which case we call it an ultrametric hierarchical clustering, Definition 12). In
this paper, we formalize the notion of multiparameter hierarchical clustering in a way that is
analogous to the multiparameter persistence modules from TDA (Carlsson and Zomorodian,
2009). We adapt the notion of interleaving from TDA (Chazal et al., 2009) to this setting,
and use it to define the correspondence-interleaving distance (dCI) between multiparameter
hierarchical clusterings (Definition 17), which generalizes the Gromov–Hausdorff distance
on ultrametric hierarchical clusterings (Proposition 21).

1.2 Stability

There are some choices baked in to the definition of degree-Rips that may not be optimal
for some applications. So, we define a generalization: kernel linkage. Degree-Rips estimates
the density of the data at a point x by counting the number of data points in a ball centered
at x. From the perspective of density estimation, this can be seen as integrating the uniform
kernel against the uniform measure defined by the input. One could just as well use other
kernels for estimating density, and kernel linkage allows for this. It is also convenient to let
kernel linkage take any compact metric probability space as input; if the input is a finite
metric space as before, one gives it the uniform probability measure.

Our stability theorem for kernel linkage (Theorem 38) says that kernel linkage is uni-
formly continuous with respect to the Gromov–Hausdorff–Prokhorov distance on compact
metric probability spaces, and the correspondence-interleaving distance on hierarchical clus-
terings. We note that one can replace the Prokhorov distance with the Wasserstein distance
and get the same stability theorem for kernel linkage (Corollary 40). In the special case of
degree-Rips, our stability theorem is as follows:

Result A (Corollary 39) If M and N are finite metric spaces, then

dCI(DR(M),DR(N)) ≤ 2 · dGHP(M,N) .

Requiring two finite metric spaces to be close in the Gromov–Hausdorff–Prokhorov
distance amounts to requiring that they be close in the Gromov–Hausdorff distance (so
that their metric geometry is similar), and that they be close in the Gromov–Prokhorov
distance (so that their uniform measures are similar). We use this distance for our stability
theorem because degree-Rips fails to be continuous with respect to the Gromov–Hausdorff
distance or the Gromov–Prokhorov distance (see Remark 41). In order to get a continuity
result, one must combine these two kinds of restrictions on the input.

We regard the use of Gromov–Hausdorff–Prokhorov as a strong assumption. But, it
leads to correspondingly strong conclusions (uniform continuity in the case of kernel link-
age, and Lipschitz-continuity in the special case of degree-Rips). It is useful to know the
conditions that lead to these conclusions. For example, a key consequence of our stability
theorem is a simple subsampling approximation algorithm for degree-Rips (see Section 3.4).

The Gromov–Hausdorff–Prokhorov stability of degree-Rips is in contrast to the robust
single-linkage algorithm and the plug-in algorithm from above, which are discontinuous
with respect to the Gromov–Hausdorff–Prokhorov distance, as we show in Section 3.3.
In TDA, a standard method for extracting information from a two-parameter persistence
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Figure 2: Restricting degree-Rips (Fig. 1) to a line λ with negative slope in the degree-Rips
parameter space gives a one-parameter hierarchical clustering we call λ-linkage.
The line λ lets both of the degree-Rips parameters s and k vary, in contrast to
horizontal or vertical lines (see Fig. 1). This allows λ-linkage to capture multi-
scale cluster structure in data, and it leads to better stability properties. The
barcode is a visualizable summary of a one-parameter hierarchical clustering. The
persistence-based flattening algorithm extracts a single clustering of the underly-
ing data, guided by the barcode.

module is to take one-parameter slices (see Related Work, below, for references). However,
one usually takes slices by lines through the parameter space that do not fix either of the
parameters. Slices in which both parameters vary have two key advantages. First, they are
multi-scale: they capture information across a range of values of both parameters. Second,
these slices have better stability properties, since interleavings between multiparameter
persistence modules restrict to interleavings between these slices.

The situation is completely analogous in the setting of hierarchical clustering. So, rather
than use robust single-linkage or the plug-in algorithm for density-based clustering (which
correspond to using horizontal or vertical slices of degree-Rips), we propose using slices of
degree-Rips in which both parameters vary. In more detail, given a line λ in the plane with
negative slope, restricting DR(M) to λ gives a one-parameter hierarchical clustering, which
we call λ-linkage, denoted λ-link(M) (see Fig. 2). In contrast to robust single-linkage
and the plug-in approach, λ-linkage is multi-scale, and it is stable with respect to the
Gromov–Hausdorff–Prokhorov distance: as an immediate corollary of Result A, we obtain
the following stability result.

Result B (Corollary 42) Let λ be a line in the plane with slope σ < 0. If M and N are
finite metric spaces, then

dCI(λ-link(M), λ-link(N)) ≤ max(2|σ|, 1) · dGHP(M,N) .

1.3 Consistency

Roughly speaking, a “consistency result” for density-based clustering usually says that,
given a density function f and an algorithm for computing hierarchical clusterings of fi-
nite samples drawn from f , the output of the algorithm converges in probability to the
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density-contour hierarchical clustering H(f), as the sample size goes to infinity. To make
this precise, one needs to specify what it means to converge in this context. There is a
natural notion of consistency associated to the correspondence-interleaving distance, which
we call CI-consistency; the idea is that the output of the algorithm should converge to H(f)
in the correspondence-interleaving distance, though in fact we require slightly more than
this. CI-consistency is stronger than Hartigan consistency, so proving that an algorithm is
CI-consistent implies that it is also Hartigan consistent. While this notion of consistency is
novel, we remark that CI-consistency is similar in spirit to the notion of consistency of El-
dridge et al. (2015). We prove the following consistency result for λ-link. In the statement,
the notation λ indicates that the slice λ-link has been re-parameterized, using an explicit
re-parameterization that only depends on λ; this can be dropped when considering Hartigan
consistency, since Hartigan consistency is agnostic to the choice of parameterization.

Result C (Theorem 58) The hierarchical clustering algorithm λ-link is CI-consistent
with respect to any continuous, compactly supported probability density function. In partic-
ular, λ-link is Hartigan consistent with respect to any such density function.

1.4 Flattening a Hierarchical Clustering

For many applications, one needs a clustering of the input data, not a hierarchical clustering.
We say that a flattening algorithm takes a hierarchical clustering, and returns a single
clustering. An example of such a flattening algorithm is the ToMATo clustering algorithm
(Chazal et al., 2013), which computes a flattening of the hierarchical clustering induced by
a filtered graph. A major advantage of ToMATo is that its output can be understood in
terms of the barcode of the input hierarchical clustering. Barcodes are key tools in TDA
(Edelsbrunner et al., 2002; Carlsson et al., 2004; Ghrist, 2008); in this case, the barcode
is a visualizable summary of the structure of a one-parameter hierarchical clustering (see
Fig. 2). On a technical level however, a disadvantage of ToMATo is that its output depends
on a choice of ordering of the vertices in the input graph, and in some use cases there may
not be a clear way to make this choice.

We define the persistence-based flattening algorithm (Definition 82), an adaptation of the
ToMATo algorithm that avoids the dependence on an ordering of the input. And, we prove
that it is stable with respect to the correspondence-interleaving distance (Theorem 84).

1.5 Persistable

Combining the hierarchical clustering algorithm λ-link and the persistence-based flattening
algorithm, we obtain a pipeline for density-based clustering with good stability properties.
We call this pipeline Persistable.

Our stability theorems for degree-Rips and the persistence-based flattening algorithm
imply theoretical guarantees for the entire pipeline (Corollary 85 and Corollary 86). The
stability of degree-Rips also justifies a simple approximation scheme that makes it possible
to apply Persistable to large data sets (e.g., the rideshare data in Section 7.2). This approx-
imation scheme is not valid for related methods that are not Gromov–Hausdorff–Prokhorov
stable, such as HDBSCAN (Campello et al., 2013) and DBSCAN (Ester et al., 1996).
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Figure 3: Parameter selection in the Persistable pipeline. The practitioner can choose a slice
λ using the prominence vineyard. For each λ in a chosen family, the prominence
vineyard plots the length of each bar in the barcode of λ-linkage. As λ varies
continuously, the barcode varies continuously as well. The lengths of the bars
trace out continuous curves: the top curve shows the length of the longest bar in
the barcode of each slice, the second curve shows the length of the second longest,
etc. Choosing a gap in the prominence vineyard leads to a clustering of the data.
Larger gaps lead to more stable results.

Persistable includes interactive visualization tools that practitioners can use to choose
all parameters in the pipeline. The key task for the practitioner is to choose the slice λ.
Using a vineyard (Cohen-Steiner et al., 2006), one can see how the barcode of λ-link
changes with the choice of λ (see Fig. 3). Moreover, one can see from the vineyard which
choices of λ lead to particularly stable clusterings of the input data. We demonstrate
Persistable, and this approach to parameter selection, on benchmark data sets, and we
show that it provides results that capture meaningful cluster structure. These examples also
demonstrate that Persistable can identify multi-scale cluster structure that is challenging
for related algorithms, such as HDBSCAN.

1.6 Related Work

Distances between (one- and two-parameter) hierarchical clusterings have been studied by
Carlsson and Mémoli (2010a,b). The correspondence-interleaving distance is a generaliza-
tion of this work; see Section 2.2 for a discussion. The formigram distance, introduced by
Kim and Mémoli (2018), can also be seen as a particular instance of the correspondence-
interleaving distance. Eldridge et al. (2015) introduce the merge distortion metric for one-
parameter hierarchical clusterings, which is closely related to the correspondence-interleaving
distance.

Work of Rinaldo et al. (2012) and Chazal et al. (2013) addresses the stability of consistent
hierarchical clustering methods. In their frameworks, stability is guaranteed when their
assumptions on the underlying distribution are satisfied. In contrast, our stability results
hold without distributional assumptions.

Combining density estimates and graphs that encode distance relations to estimate the
density-contour hierarchical clustering has a long history, and several methods based on this
idea have been proposed. Along with the work of Cuevas et al. (2000) already mentioned,
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HC Abbreviation for “hierarchical clustering”
Poset of clusterings C(X),� Definition 3
The opposite P op of a poset P Definition 2
P -HC of X, H : P → C(X) (with P a poset) Definition 4
n-parameter HC Definition 5
Density-contour HC H(f) of a density f Example 6
Single-linkage SL(M) of a metric space M Example 7
Extension H̄ of a HC H Definition 8
Two HCs are ~ε-interleaved Definition 10
The interleaving distance dI Definition 11
θH , ultrametric HC Definition 12
Correspondence R ⊆ X × Y , πX : R→ X, πY : R→ Y Definition 15
Two HCs are ~ε-interleaved w.r.t. R Definition 16
The correspondence-interleaving distance dCI Definition 17
The Hausdorff distance dH Definition 19
The Gromov–Hausdorff distance dGH Definition 20
metric probability space Definition 22
The uniform measure µM of M Right below Definition 22
The uniform filtration Uni Definition 23
The degree-Rips HC DR Definition 24
A kernel K Definition 25
The uniform kernel Example 26
The local density estimate (µM ∗Ks) Definition 27
The kernel filtration M[s,k] of M Definition 29
The kernel linkage LK or L Definition 30
A curve γ in a poset, a slice Hγ Definition 31
Robust single-linkage RSL Example 32
The plug-in algorithm PI Example 33
λ, λx,y, λcon, λcov, λ-link, λ-linkage Example 34
The Prokhorov distance dP Definition 35
The Gromov–Hausdorff–Prokhorov distance dGHP Definition 36
The Gromov–Hausdorff–Wasserstein distance Right above Corollary 40
The closest point correspondence Rc Definition 37
CI-consistency Definition 50
The associated cluster tree FH Example 53
Hartigan consistency Definition 55

λ Definition 57
Persistent cluster C, underlying set U(C), life, birth, length Definition 60
Poset of persistent clusters PC Definition 61
The set of leaves Definition 62
Persistence-based pruning H≥τ Definition 63
finite, pointwise finite, essentially finite HC Definition 64
The barcode B(H) Definition 68
The bottleneck distance dB Right above Proposition 69
Prominence diagram Definition 75
Prominence diagram Pr(H) of a HC H Definition 77 and Definition 79
Gap gapn, gap size gapsizen Definition 76
Gap gapn(H), gap size gapsizen(H) of a HC H Notation 80
Persistence-based flattening PF Definition 82
RX : H(~r)→ E(~r + ~v~ε) Notation 122
B(x, r), the open ball of radius r centered at x

Table 1: Definitions and frequently used notation.
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see, e.g., Biau et al. (2007); Rinaldo and Wasserman (2010); Stuetzle and Nugent (2010);
Chazal et al. (2013); Bobrowski et al. (2017). For another perspective, see Aragam et al.
(2020); the authors also combine density estimation with the single-linkage algorithm, but
approach the clustering problem using the idea of Bayes optimal partitions from parametric
model-based clustering.

The consistency of robust single-linkage was first established by Chaudhuri and Das-
gupta (2010), and then generalized to density functions supported on manifolds by Balakr-
ishnan et al. (2013). Eldridge et al. (2015) introduced a notion of consistency that is closely
related to CI-consistency, and, building on results of Chaudhuri–Dasgupta, they show that
robust single-linkage is consistent in this sense.

Multiparameter hierarchical clustering is a topic of increasing interest, as multiparame-
ter hierarchical clusterings have the potential to capture very rich cluster structure in data.
See, e.g., Carlsson and Mémoli (2010b); Buchin et al. (2015); Kim and Mémoli (2018);
Jardine (2020b); Bauer et al. (2020); Cai et al. (2020). We expect that the correspondence-
interleaving distance will be useful for analyzing the properties of multiparameter hierar-
chical clustering methods in settings beyond this paper.

As mentioned earlier, our approach to taking slices of the degree-Rips hierarchical clus-
tering is motivated by the standard practice in TDA of studying multiparameter persistence
modules via one-parameter slices. See, for example, Cerri et al. (2009); Cagliari et al. (2010);
Lesnick and Wright (2015); Landi (2018); Corbet et al. (2019); Vipond (2020); Carrière and
Blumberg (2020).

When the input data is a finite subset of Euclidean space, and γ is a line with constant
s-component, the slice of kernel linkage by γ recovers the connected components of the
weighted Čech filtration introduced by Anai et al. (2019), when their parameter p is set
to ∞. In particular, their stability result applies to this slice of kernel linkage.

As we have already mentioned, the persistence-based flattening we introduce is a mod-
ification of the ToMATo clustering algorithm (Chazal et al., 2013). The persistence-based
flattening is defined using a pruning procedure we call the persistence-based pruning, which
resembles the pruning of Kim et al. (2016).

Blumberg and Lesnick (2022) prove a stability result for the simplicial degree-Rips
bifiltration, which we discuss in Remark 41. Jardine (2020a) has also proved results about
the stability of degree-Rips, using a hypothesis involving configuration spaces, rather than
a distance on metric probability spaces. Scoccola (2020, Section 6.5) shows that results
in this paper can be lifted to the stability of the kernel filtration (Definition 29), which
in particular implies that other topological invariants of this multi-filtration are Gromov–
Hausdorff–Prokhorov stable.

2. Hierarchical Clustering

The notion of a hierarchical clustering (HC) has been formalized in a variety of ways in
the clustering literature; see Carlsson and Mémoli (2010a) and references therein. In this
section we introduce a new formalization of this notion, which, in particular, allows for HCs
with multiple parameters. We introduce the correspondence-interleaving distance between
HCs, which generalizes the distance on dendrograms introduced by Carlsson and Mémoli
(2010a), and we develop its basic properties. In later sections of the paper, we will use
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the correspondence-interleaving distance to formulate stability and consistency results for
hierarchical clustering algorithms.

We also define the degree-Rips and kernel linkage hierarchical clusterings, as well as one-
parameter slices of these constructions. These are the basis for all the clustering methods
we consider in the rest of the paper.

2.1 The Definition of a Hierarchical Clustering

In order to define the notion of hierarchical clustering, we first define the notion of clustering.
See Fig. 8 for an example.

Definition 1 Let X be a set. A clustering of X is a set of non-empty, disjoint subsets of
X. The elements of a clustering are called clusters.

We will formalize hierarchical clusterings using the notion of a partially ordered set.
There are many good references for this notion, for example (Chiossi, 2021, Ch. 2.2.2).

Definition 2 A partially ordered set (poset) is a set P together with a binary relation �
such that (1) for all p ∈ P , p � p; (2) for all p, q ∈ P , if p � q and q � p then p = q; (3)
for all p, q, r ∈ P , if p � q and q � r then p � r. If P,Q are posets, and f : P → Q is a
function, then f is order-preserving if for all p, p′ ∈ P with p � p′, f(p) � f(p′) in Q.
If P is a poset, the opposite poset P op is the poset with the same underlying set, and with
p � p′ in P op if and only if p � p′ in P .

Definition 3 Let X be a set. The poset of clusterings of X, denoted C(X), is the poset
whose elements are the clusterings of X, and where S � T ∈ C(X) if, for each cluster
A ∈ S, there is a (necessarily unique) cluster B ∈ T such that A ⊆ B.

Definition 4 Let P be a poset, and let X be a set. A P -hierarchical clustering of X is
an order-preserving function H : P → C(X).

The notion of a P -hierarchical clustering generalizes the dendrograms of Carlsson and
Mémoli (2010a, Section 3.1), where the indexing poset was taken to be [0,∞).

Definition 5 Let X be a set, and let n ≥ 1. An n-parameter hierarchical clustering
of X is a P -hierarchical clustering H : P → C(X), where P = I1 × · · · × In with Ij an
interval of R or Rop for all 1 ≤ j ≤ n.

Note that one-parameter HCs come in two flavors, depending on whether clusters merge
as the real parameter increases or decreases; borrowing terminology from category theory,
if I ⊆ R is an interval, we call an I-hierarchical clustering covariant, and if I ⊆ Rop, we
call an I-hierarchical clustering contravariant. One-parameter HCs can be visualized by
dendrograms: see Fig. 4. We now give two key examples of one-parameter HCs.

Example 6 Let f : Rd → R be a probability density function, and let S(f) be its support.
Following Hartigan (1975), the density-contour hierarchical clustering H(f) is the con-
travariant, (0,∞)op-hierarchical clustering of S(f), where, for r > 0, H(f)(r) is the set of
connected components of {x ∈ S(f) : f(x) ≥ r}.

11



Rolle and Scoccola

Example 7 Let M be a metric space. The single-linkage hierarchical clustering SL(M)
(Sibson, 1973) is the covariant, (0,∞)-hierarchical clustering of M , where, for r > 0,
SL(M)(r) is the partition of M defined by the smallest equivalence relation ∼r on M with
x ∼r y if dM (x, y) ≤ r. Single-linkage can also be defined in terms of the Rips graph R(M).
For r > 0, let R(M)r be the graph with vertex set M and with an edge between x and y
if dM (x, y) ≤ r. Then SL(M)(r) is the partition of M by the vertex sets of the connected
components of R(M)r.

We now describe a way to extend any n-parameter hierarchical clustering H : P → C(X)
to an Rn-hierarchical clustering H̄ : Rn → C(X). This will be useful when we consider
distances between HCs, since we can compare any two n-parameter HCs, with possibly
different indexing posets, by first extending them to Rn-HCs, and then comparing the
extensions. The idea is to first make H covariant in each parameter, by replacing any
interval of Rop in P with its negative, and then to extend H to all of Rn using the empty
clustering ∅ (the minimum in C(X)) and the clustering {X} (the maximum in C(X)).

Say (I,�) ⊆ Rop is an interval: as a set I is a real interval, and a � b in I if and only
if a ≥ b as real numbers. Let −I = {−a : a ∈ I}. There is an isomorphism of posets
ρI : (−I,�)op → (I,�) with ρI(a) = −a, and (−I,�)op = (−I,≤) is an interval of R.

Definition 8 Say P = I1 × · · · × In with each Ij an interval of R or Rop. Let P ′ be the
poset obtained from P by replacing each interval Ij ⊆ Rop with the interval −Ij ⊆ R. Then
we have an isomorphism of posets ρP : P ′ → P . If X is a set, and H : P → C(X) is an
n-parameter hierarchical clustering of X, let H ′ : P ′ → C(X) be H ◦ ρP . The extension of
H is the Rn-hierarchical clustering H̄ : Rn → C(X) with

H̄(r) =


H ′(r) if r ∈ P ′

{X} if r ∈ Rn \ P ′ and there is p ∈ P ′ with p < r

∅ else.

2.2 The Correspondence-Interleaving Distance

The distances for hierarchical clusterings we consider are based on the notion of interleaving,
which we have adapted from persistent homology (Chazal et al., 2009). In the HC setting,
interleavings have a simple definition, which we now give.

Notation 9 We write ~ε = (ε1, . . . , εn) ≥ ~0 if εi ≥ 0 for 1 ≤ i ≤ n.

Definition 10 Let H and E be n-parameter hierarchical clusterings of a set X, and let
~ε ≥ ~0. We say that H and E are ~ε-interleaved if, for all ~r ∈ Rn, we have H̄(~r) � Ē(~r+~ε)
and Ē(~r) � H̄(~r + ~ε) in C(X).

Definition 11 Let H and E be n-parameter hierarchical clusterings of a set X. Define the
interleaving distance

dI(H,E) = inf{ε ≥ 0 : H,E are (ε, . . . , ε)-interleaved}.

In the special case of one-parameter HCs, the interleaving distance has a very concrete,
alternative formulation. We give this now, in order to provide intuition for interleavings.

12
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H

E

{a} {a, b}

{c} {a, b, c}

{d}

{a, b, c, d}

{a}
{a, b}

{c} {a, b, c}

{d}

{a, b, c, d}
{b}

︸ ︷︷ ︸

ε

Figure 4: Two dendrograms representing one-parameter, covariant HCs H and E of the set
{a, b, c, d}. The parameter values where points enter the HC, and where clusters
merge, are perturbed by at most ε, so the HCs are ε-interleaved.

Definition 12 Let H : I → C(X) be a one-parameter hierarchical clustering of a set X.
Define θH : X ×X → [−∞,∞] by θH(x, y) = inf{r ∈ R : ∃C ∈ H̄(r), x, y ∈ C}. We say H
is an ultrametric hierarchical clustering if I = [0,∞); for all x ∈ X, there is rx > 0
such that for any r in the interval [0, rx), the clustering H(r) contains the singleton cluster
{x}; and there is r ∈ [0,∞) such that H(r) = {X}.

For example, the single-linkage of a finite metric space is an ultrametric hierarchical
clustering. If H is an ultrametric hierarchical clustering of X, then the function θH defines
an ultrametric on X. See Carlsson and Mémoli (2010a) for a detailed discussion of this
perspective. For H,E one-parameter HCs of X, we write d∞(θH , θE) = sup{|θH(x, y) −
θE(x, y)| : x, y ∈ X}.

Proposition 13 If H and E are one-parameter hierarchical clusterings of a set X, then
dI(H,E) = d∞(θH , θE).

The proof is elementary; see Appendix A.1. This formulation of the interleaving distance
shows that, if H and E are ε-interleaved, then the parameter values where clusters are born
and merge are perturbed by at most ε. See Fig. 4 for an example. We now give a simple
example of a stability result that can be formulated using interleavings.

Proposition 14 Let f, g : Rd → R≥0 be probability density functions with the same support.
Then dI(H(f), H(g)) = ||f − g||∞.

We give an elementary proof in Appendix A.1. This kind of stability result for real-
valued functions is standard in topological data analysis. See, for example, Chazal et al.
(2016, Example 4.3). We now extend the interleaving distance to HCs of different sets,
using correspondences.

Definition 15 A correspondence R between sets X and Y is given by a set R ⊆ X × Y
such that the projections πX : R→ X and πY : R→ Y are surjective.

If ψ : Y → X is a function between sets, and S = {Ci} is a clustering of X, then
ψ∗(S) = {ψ−1(Ci)} is a clustering of Y . This defines an order-preserving map ψ∗ : C(X)→
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C(Y ). If P is a poset and H is a P -hierarchical clustering of X, then ψ∗(H) = ψ∗ ◦H is a
P -hierarchical clustering of Y .

Definition 16 Let H and E be n-parameter hierarchical clusterings of sets X and Y re-
spectively, let R ⊆ X × Y be a correspondence, and let ~ε ≥ 0. We say that H and E are
~ε-interleaved with respect to R if π∗X(H) and π∗Y (E) are ~ε-interleaved as n-parameter
hierarchical clusterings of R.

Definition 17 Let H and E be n-parameter hierarchical clusterings of sets X and Y re-
spectively. Define the correspondence-interleaving distance

dCI(H,E) = inf
R

inf{ε ≥ 0 : H,E are (ε, . . . , ε)-interleaved w.r.t. R}.

where the infimum is over all correspondences R between X and Y .

Aside from set-theoretic concerns, dCI defines an extended-pseudo-metric on n-parame-
ter hierarchical clusterings (see Appendix A.1 for the elementary proof):

Proposition 18 The distance dCI satisfies the following properties, for all n-parameter
hierarchical clusterings: (1) for any H, dCI(H,H) = 0; (2) for any H,E, dCI(H,E) =
dCI(E,H); (3) for any H,E, F , dCI(H,F ) ≤ dCI(H,E) + dCI(E,F ).

Using correspondences to extend the interleaving distance to HCs of different sets is
inspired by the Gromov–Hausdorff distance from metric geometry (Burago et al., 2001,
Chapter 7.3). In fact, there is a close connection between the correspondence-interleaving
distance and the Gromov–Hausdorff distance. In their work on hierarchical clustering,
Carlsson and Mémoli (2010a) use the Gromov–Hausdorff distance between the ultrametrics
induced by HCs such as the single-linkage HC of a finite metric space. We now recall the
definition of the Gromov–Hausdorff distance, and show that the correspondence-interleaving
distance recovers this distance, in the special case of ultrametric hierarchical clusterings.

Definition 19 Let A,B be compact subsets of a metric space M . The Hausdorff dis-
tance between A and B is dMH (A,B) = inf{ε > 0 : A ⊆ Bε and B ⊆ Aε}, where, for any
W ⊆M , W ε = {x ∈M : ∃w ∈W,dM (x,w) < ε}.

Definition 20 Let M,N be compact metric spaces. The Gromov–Hausdorff distance is

dGH(M,N) = inf
i,j

dZH(i(M), j(N)) ,

where the infimum is taken over all isometric embeddings i : M → Z and j : N → Z into a
common metric space Z.

Proposition 21 Let H and E be ultrametric hierarchical clusterings of sets X and Y
respectively. Then dCI(H,E) = 2 · dGH ((X, θH), (Y, θE)).
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Proof Let R be a correspondence between X and Y . One says that the distortion of R
is dis(R) = sup{|θH(x, x′) − θE(y, y′)| : (x, y), (x′, y′) ∈ R} (Burago et al., 2001, Definition
7.3.21). Then, one has dGH ((X, θH), (Y, θE)) = 1

2 infR dis(R), where the infimum is taken
over all correspondences between X and Y (Burago et al., 2001, Theorem 7.3.25). Now,
the proposition follows from the fact that, for any correspondence R, dis(R) = inf{ε ≥ 0 :
H,E are ε-interleaved w.r.t. R}, which is Lemma 87.

2.3 Degree-Rips and Kernel Linkage

We now introduce degree-Rips and kernel linkage, the multiparameter hierarchical clustering
methods that are the basis for all the clustering algorithms we consider in this paper. In
the introduction, we described degree-Rips in the case that the input is a finite metric
space. However, it is convenient to consider a natural generalization of this construction.
Metric measure spaces (Gromov, 2007; Villani, 2009) are metric spaces together with a
Borel measure (Dudley, 2002). Since the measures we consider will always be probability
measures, we use the notion of metric probability space:

Definition 22 A metric probability space consists of a metric space M together with a
Borel probability measure µM on M.

The degree-Rips hierarchical clustering we define in this section takes a metric proba-
bility space as input. If M is a finite metric space, and one equips M with the uniform
measure µM , such that µM (A) = |A| / |M | for any A ⊆M , then the degree-Rips hierarchical
clustering of (M,µM ) recovers the version of degree-Rips we described in the introduction.
Unless otherwise stated, we equip finite metric spaces with the uniform measure.

Working in the generality of metric probability spaces has two main advantages. First,
if f is a density function on Euclidean space, we can consider the degree-Rips hierarchical
clustering of the metric probability space (S(f), µf ), where S(f) is the support of f , and
µf is the probability measure defined by f . This construction plays a key role in the proof
of our consistency theorem. Second, finite metric spaces with non-uniform measures are
useful for computational purposes. In Section 3.4, we describe an approximation scheme
for degree-Rips, in which a large input M (a finite metric space) is approximated by a
small subset N ⊂ M , where N has a non-uniform measure that approximates the uniform
measure of M .

Definition 23 Let M be a metric probability space, and let s, k > 0. Let Uni(M)[s,k] =
{x ∈M : µM(B(x, s)) ≥ k}. Here and throughout the paper, B(x, s) is the open ball inM
of radius s centered at x. We have Uni(M)[s,k] ⊆ Uni(M)[s′,k′] whenever s′ ≥ s and k′ ≤ k.
This forms a 2-parameter filtration of M, which we call the uniform filtration of M.

Blumberg and Lesnick (2022) call this the “measure bifiltration”. We combine the
uniform filtration with single-linkage (Example 7) to define degree-Rips.
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Definition 24 Let M be a metric probability space. Define the degree-Rips hierarchical
clustering of M as the 2-parameter hierarchical clustering:

DR(M) : R>0 × Rop
>0 → C(M)

(s, k) 7→ SL
(
Uni(M)[s,k]

)
(s) .

See Fig. 1 for an illustration of degree-Rips. As described in the introduction, we are
motivated to consider the degree-Rips hierarchical clustering because of its close connection
to well-established methods for data analysis, such as the DBSCAN clustering algorithm
and the degree-Rips bifiltration. However, there are some choices baked in to the definition
that may not be optimal for some applications. So, we will define a generalization of
degree-Rips, which we call kernel linkage.

As motivation, notice that degree-Rips estimates the density near a point x by taking the
measure of the ball B(x, s). Equivalently, with respect to the measure µM, one integrates
the uniform kernel, which is equal to one on this ball and vanishes elsewhere. One could
just as well use another kernel when estimating density, as with kernel density estimators
(Silverman, 1986). Second, notice that the definition of degree-Rips uses the s parameter
twice: as the radius of the ball B(x, s), and as the spatial parameter for single-linkage.
It is not necessary for these two values to be equal, and in fact, the robust single-linkage
algorithm (Example 32) allows these two values to differ by a constant factor. These two
observations motivate the definition of kernel linkage.

In the setting of non-parametric density estimation, a kernel (Silverman, 1986, Ch.
4.2) quantifies local-ness; given a point x, a kernel quantifies the extent to which any other
point x′ is close to x. Since we are working with metric spaces, we will apply kernel functions
to the distance between x and x′.

Definition 25 A kernel is a non-increasing function K : R≥0 → R≥0 that is continuous
from the right and such that 0 <

∫∞
0 K(r) dr <∞.

Note that, in particular, K(0) > 0 and limr→∞K(r) = 0.

Example 26 Many kernels used for density estimation are kernels in the above sense (see
Remark 28). We will be particularly interested in K = 1{r<1} : R≥0 → R≥0, with K(x) = 1
if x < 1 and K(x) = 0 otherwise. We refer to this as the uniform kernel.

Definition 27 Let K be a kernel, and letM be a metric probability space. Define the local
density estimate of a point x ∈M at scale s > 0 as

(µM ∗Ks) (x) :=

∫
x′∈M

K

(
dM(x, x′)

s

)
dµM.

Remark 28 Let M be the metric probability space given by Euclidean space Rd equipped
with the empirical measure defined by a finite set of points Z ⊂ Rd. The formula for the
local density estimate is

(µM ∗Ks) (x) =
1

|Z|
∑
z∈Z

K

(
||x− z||

s

)
.
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Based on the usual formula for kernel density estimates (Silverman, 1986, Section 4.2.1),
one might expect a factor of 1/sd here. However, we need our local density estimate to
be monotonic in s, in order to define the kernel filtration, below. In effect, one can re-
introduce the factor 1/sd after taking one-parameter slices, and this is what we do to prove
our consistency result (see Definition 57).

Definition 29 Let K be a kernel, let M be a metric probability space, and let s, k > 0.
Let M[s,k] = {x ∈M : (µM ∗Ks) (x) ≥ k}. Note that, since K is non-increasing, we have
M[s,k] ⊆ M[s′,k′] whenever s′ ≥ s and k′ ≤ k. This forms a 2-parameter filtration of M,
which we call the kernel filtration of M.

In analogy to the definition of degree-Rips, we combine the kernel filtration with single-
linkage to define kernel linkage:

Definition 30 Let K be a kernel, and let M be a metric probability space. Define the
kernel linkage of M as the 3-parameter hierarchical clustering of M:

LK(M) : R>0 × R>0 × Rop
>0 → C(M)

(s, t, k) 7→ SL
(
M[s,k]

)
(t) .

If there is no risk of confusion, we suppress K from the notation, and write L(M).

To build intuition about kernel linkage, it is helpful to first think about degree-Rips,
which is easier to visualize. We provide examples and visualizations in Section 7, where we
describe Persistable. The interested reader may wish to look at these visualizations before
reading the theoretical material in Section 3.

2.4 Slices of Kernel Linkage and λ-linkage

We now formally define the notion of a one-parameter slice of a hierarchical clustering. This
is analogous to taking a one-parameter slice of a multiparameter persistence module; see
the Related Work section of the introduction for references. Taking one-parameter slices of
kernel linkage, one recovers well-known methods for density-based clustering.

Definition 31 Let P be a poset. A curve in P is given by an interval Iγ of R or Rop, and
an order-preserving function γ : Iγ → P . If H : P → C(X) is a P -hierarchical clustering
of a set X, and γ : Iγ → P is a curve in P , then the slice of H by γ is the one-parameter
hierarchical clustering Hγ : Iγ → C(X) given by H ◦ γ.

As discussed in the introduction, some well-known methods for density-based clustering
can be recovered by taking slices of kernel linkage.

Example 32 The robust single-linkage algorithm of Chaudhuri and Dasgupta (2010) can be
recovered by taking slices of kernel linkage. Let M be a finite metric space with n = |M |. Let
κ ∈ N be the density threshold parameter of robust single-linkage, and let α > 0 be its scale
parameter. The robust single-linkage of M is RSLκ,α(M) = LK(M)γ, where we take K to be
the uniform kernel, and γ is the covariant curve γ : (0,∞)→ R×3

>0 with γ(r) = (r, αr, κ/n).
This is a line through the kernel linkage parameter space, which fixes the density threshold
parameter k, and allows the spatial parameters s and t to vary.
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Example 33 If we fix the spatial parameters s and t, and allow the density threshold pa-
rameter k to vary, we recover the plug-in algorithm for density-based clustering, described in
the introduction. See, for example, Cuevas et al. (2000); Chazal et al. (2013). In detail, let
M be a finite metric space. For any s, t > 0, and for any kernel K, the plug-in hierarchical
clustering of M is PIKs,t(M) = LK(M)γ for the contravariant curve γ : (0,∞) → R×3

>0 with
γ(r) = (s, t, r).

Slices in which one parameter is fixed, like in the previous two examples, lead to stability
problems, as we show in Section 3.3. Moreover, such slices can struggle to capture multi-
scale cluster structure in data (see the rideshare data in Section 7.2). So, for Persistable,
we use lines in the kernel linkage parameter space in which all parameters vary.

Example 34 For Persistable, we take slices of kernel linkage by a family of curves λ that
we specify now. See Fig. 2. Each λ parameterizes a line in the (s, k)-space R>0 × Rop

>0,
and we extend this to a curve in the (s, t, k)-space R>0 × R>0 × Rop

>0 by setting s = t. We
specify a line λ by choosing an s-intercept x > 0 and a k-intercept y > 0. We write λx,y

if we need to specify the intercepts. Let σ = −y/x be the slope of λ. If we parameterize
λ with the k coordinate, we get the curve λcon : (0, y)op → R>0 × R>0 × Rop

>0 defined by
λcon(r) = ((r/σ) + x, (r/σ) + x, r). If we parameterize with the s coordinate, we get the
curve λcov : (0, x)→ R>0 × R>0 × Rop

>0 defined by λcov(r) = (r, r, σr + y).
We say that the λ-linkage of a metric probability space M is the hierarchical clustering

λ-link(M) := LK(M)λ

where K is the uniform kernel. Since we use the uniform kernel, the slices λ-link are slices
of the degree-Rips hierarchical clustering.

When the input is a finite metric space, computing λ-linkage is similar to computing
robust single-linkage. So, one can adapt the algorithms of McInnes and Healy (2018) to
compute λ-linkage. This is what we do for our implementation of Persistable (Scoccola and
Rolle, 2023).

3. Stability

In the introduction to this paper, we stated Result A, which says that the degree-Rips hier-
archical clustering method is 2-Lipschitz, with respect to the Gromov–Hausdorff–Prokhorov
distance on finite metric spaces, and the correspondence-interleaving distance on hierarchi-
cal clusterings. In Section 2.3 we defined the degree-Rips hierarchical clustering not just of
a finite metric space, but in the generality of metric probability spaces. In this section, we
prove that degree-Rips is 2-Lipschitz for compact metric probability spaces (this includes
Result A as a special case). Furthermore, we consider the kernel linkage construction,
also defined in Section 2.3, and show that it is uniformly continuous with respect to the
Gromov–Hausdorff–Prokhorov and correspondence-interleaving distances.

3.1 Stability of Kernel Linkage

We begin by recalling the definition of the Gromov–Hausdorff–Prokhorov distance. See
Villani (2009, p. 762) or Miermont (2009) (though note that Villani 2009 takes a sum
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instead of the maximum of dH and dP in the definition). We discussed the Hausdorff
distance in Section 2.2. The second ingredient we need is the Prokhorov distance (Dudley,
2002, Chapter 11.3).

Definition 35 Let µ, ν be Borel probability measures on a metric space M . The Prokhorov
distance between µ and ν is

dP(µ, ν) = inf{ε > 0 : µ(A) ≤ ν(Aε) + ε and ν(A) ≤ µ(Aε) + ε for all Borel sets A ⊆M} .

Now, the Gromov–Hausdorff–Prokhorov distance is a metric on the set of isometry-
equivalence classes of compact metric probability spaces (see, e.g., Miermont, 2009).

Definition 36 Let (M, µM), (N , µN ) be compact metric probability spaces. The Gromov–
Hausdorff–Prokhorov distance between (M, µM) and (N , µN ) is

dGHP(M,N ) = inf
i,j

{
max(dZH(i(M), j(N )), dP(i∗µM, j∗µN ))

}
,

where the infimum is taken over all isometric embeddings i :M→ Z and j : N → Z into
a common metric space Z.

Before proving the stability of kernel linkage, we define a canonical correspondence
between two compact metric spaces embedded in a common metric space.

Definition 37 Let M and N be compact metric spaces, let Z be any metric space, and let
i : M → Z and j : N → Z be isometric embeddings. Define the closest point correspon-
dence Rc ⊆M×N , where (x, y) ∈ Rc if and only if dZ(i(x), j(y)) = miny′∈N dZ(i(x), j(y′))
or dZ(i(x), j(y)) = minx′∈M dZ(i(x′), j(y)).

Theorem 38 Kernel linkage is uniformly continuous with respect to the Gromov–Haus-
dorff–Prokhorov distance on compact metric probability spaces, and the correspondence-
interleaving distance. If kernel linkage is defined using the uniform kernel, then it is 2-
Lipschitz.

Proof Let K be a kernel. We prove the following: for every ε > 0, there exists δ > 0 such
that ifM and N are compact metric probability spaces and i :M→ Z and j : N → Z are
isometric embeddings into a metric space Z with dH(i(M), j(N )), dP(i∗µM, j∗µN ) < δ, then
LK(M) and LK(N ) are (ε, ε, ε)-interleaved with respect to the closest point correspondence
Rc ⊆M×N .

Let r′ ∈ (0,K(0)) and δ > 0, and define δs = 2δ
K−1(r′) and δk = K(0)2/r′−K(0)+K(0)δ.

We now prove that ifM andN are compact metric probability spaces and i :M→ Z and j :
N → Z are isometric embeddings with dH(i(M), j(N )), dP(i∗µM, j∗µN ) < δ, then LK(M)
and LK(N ) are (δs, 2δ, δk)-interleaved with respect to Rc. This implies the statement of the
previous paragraph, by taking r′ ∈ (0,K(0)) such that K(0)2/r′ −K(0) < ε/2, and δ > 0
such that 2δ/K−1(r′) < ε, 2δ < ε, and K(0)δ < ε/2.

It suffices to show that, for any s, t > 0 and k > δk, we have relations in C(Rc):

π∗M
(
LK(M)

)
(s, t, k) � π∗N

(
LK(N )

)
(s+ δs, t+ 2δ, k − δk)

π∗N
(
LK(N )

)
(s, t, k) � π∗M

(
LK(M)

)
(s+ δs, t+ 2δ, k − δk) .
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We show that the first relation holds, and the second relation follows from a symmetric
argument. Let (x, y) ∈ Rc. If (x, y) belongs to a cluster of π∗M(LK(M))(s, t, k), then it
belongs to a cluster of π∗N (LK(N ))(s+ δs, t+ 2δ, k − δk), by Lemma 89. Now, assume that
(x, y) and (x′, y′) ∈ Rc belong to the same cluster in π∗M(LK(M))(s, t, k). This means that
x ∼t x′ in M[s,k]. Since |dM(x1, x2) − dN (y1, y2)| < 2δ for every (x1, y1), (x2, y2) ∈ Rc, we
have that y ∼t+2δ y

′ in N[s+δs,k−δk] as required.
It remains to consider the case where K is the uniform kernel. Then K(0) = 1, and, for

every r′ ∈ (0, 1) we have K−1(r′) = 1, since K−1 = K. Letting r′ → 1, the interleaving we
constructed above approaches a (2δ, 2δ, δ)-interleaving, as needed.

Corollary 39 If M and N are compact metric probability spaces, then

dCI(DR(M),DR(N )) ≤ 2 · dGHP(M,N ) .

Proof Since degree-Rips is defined using the uniform kernel, it is 2-Lipschitz by Theo-
rem 38.

Theorem 38 implies a similar result for the Gromov–Hausdorff–Wasserstein distance,
which is defined just as in Definition 36, except one replaces the Prokhorov distance with
the Wasserstein distance (Gibbs and Su, 2002, p. 424).

Corollary 40 Kernel linkage is uniformly continuous with respect to the Gromov–Haus-
dorff–Wasserstein distance on compact metric probability spaces, and the correspondence-
interleaving distance.

Proof By Gibbs and Su (2002, Theorem 2), if µ and ν are probability measures on a com-
pact metric space, then dP(µ, ν)2 ≤ dW(µ, ν), where dW denotes the Wasserstein distance.
Now the corollary follows immediately from Theorem 38.

Remark 41 We now discuss why we use the Gromov–Hausdorff–Prokhorov distance for
analyzing the stability of the degree-Rips and kernel linkage hierarchical clusterings. Be-
cause these constructions are density-sensitive, they are not continuous with respect to the
Gromov–Hausdorff distance, unlike single-linkage (Carlsson and Mémoli, 2010a). They are
also not continuous with respect to the Gromov–Prokhorov distance. This was observed for
the simplicial degree-Rips bifiltration by Blumberg and Lesnick (2022, Remark 3.8), using
the homotopy interleaving distance on simplicial bifiltrations. The same example shows
that the degree-Rips hierarchical clustering is not continuous with respect to the Gromov–
Prokhorov distance on finite metric spaces (equipped with the uniform measure) and the
correspondence-interleaving distance. However, as we have shown, if one uses the Gromov–
Hausdorff–Prokhorov distance, degree-Rips is continuous, and even Lipschitz.

We note that Blumberg and Lesnick (2022, Theorem 1.7) prove a Gromov–Prokhorov
stability result for the simplicial degree-Rips bifiltration using homotopy interleavings. Nec-
essarily, the conclusion is weaker than continuity. This stability result is complementary to
our results. By working with the Gromov–Prokhorov distance, they make weaker assump-
tions on the input, and get correspondingly weaker conclusions.
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3.2 Stability of Slices of Kernel Linkage

Interleavings between multiparameter hierarchical clusterings restrict to interleavings be-
tween slices, provided the slice does not fix any parameters. This is analogous to the
behavior of interleavings and slices of multiparameter persistence modules; see the Related
Work section of the Introduction for references.

Because the curves λ that we use for Persistable (Example 34) allow all parameters
of kernel linkage to vary, we get Gromov–Hausdorff–Prokhorov stability for λ-link as an
immediate corollary of Theorem 38.

Corollary 42 Let λ = λx,y for x, y > 0, and let σ be the slope of λ. Then, with respect
to the Gromov–Hausdorff–Prokhorov distance on compact metric probability spaces and the
correspondence-interleaving distance:

1. λcon-link is max(2|σ|, 1)-Lipschitz,

2. λcov-link is max(|1/σ|, 2)-Lipschitz.

Proof If M and N are compact metric probability spaces and δ > dGHP(M,N ), then the
proof of Theorem 38 shows that L(M) and L(N ) are (2δ, 2δ, δ)-interleaved with respect to
the closest-point correspondence. Restricting this interleaving to the line λ, as in e.g. Landi
(2018, Lemma 1), we get the required interleavings.

Based on this result, we say that λcon-link and λcov-link are stable with respect to the
Gromov–Hausdorff–Prokhorov distance. The slices λcon-link and λcov-link are also stable
in the choice of λ:

Proposition 43 Let M be a metric probability space. Let λ = λx,y with slope σ = −y/x
be defined by intercepts x, y > 0, and let λ′ = λx

′,y′ with slope σ′ = −y′/x′ be defined by
intercepts x′, y′ > 0.

1. dCI (λcon-link(M), λ′con-link(M)) ≤ max (|y − y′|, |x− x′| ·min(|σ|, |σ′|)).

2. dCI (λcov-link(M), λ′cov-link(M)) ≤ max (|x− x′|, |y − y′| ·min(|1/σ|, |1/σ′|)).

Proof One can construct the required interleavings as in e.g. Landi (2018, Lemma 2).

3.3 Instability of Related Methods

In the introduction, we discussed two well-known methods for density-based clustering,
which can be recovered by taking slices of kernel linkage; these are robust single-linkage
(Example 32) and the plug-in algorithm (Example 33). In contrast to the hierarchical
clusterings λ-link we use for Persistable, we now show that these methods are discontinuous
with respect to the Gromov–Hausdorff–Prokhorov distance.

We begin with robust single-linkage. If one fixes the robust single-linkage parameters κ ∈
N and α > 0, then one can think of robust single-linkage RSLκ,α as a function that takes a
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finite metric space as input and produces a one-parameter hierarchical clustering as output,
and this function is discontinuous:

Proposition 44 Let κ ≥ 2 and α > 0. With respect to the Gromov–Hausdorff–Prokhorov
distance and the correspondence-interleaving distance, RSLκ,α is discontinuous.

We prove this by giving a simple example in Appendix A.2. One could also formalize
robust single-linkage differently, taking the density threshold parameter to be a ratio k ∈
(0, 1), and then letting RSLk,α(M) = L(M)γ for the covariant curve γ : (0,∞)→ R×3

>0 with
γ(r) = (r, αr, k). We show in Appendix A.2 that this variant is also discontinuous with
respect to the Gromov–Hausdorff–Prokhorov distance.

In contrast to the stability of λ-link in λ (Proposition 43), changing the density thresh-
old parameter κ of robust single-linkage can lead to arbitrarily large changes in the output:

Proposition 45 Let κ, κ′ ∈ N with κ 6= κ′, and let α > 0. For any D > 0, there is a finite
metric space M such that dCI(RSLκ,α(M),RSLκ′,α(M)) > D.

There is an analogous result for the variant of robust single-linkage that takes a density
threshold k ∈ (0, 1) instead of κ. See Appendix A.2.

We now consider the plug-in algorithm. As before, if one fixes the parameters s, t > 0,
then PIs,t is a function that takes a finite metric space as input and produces a one-parameter
hierarchical clustering as output, and we have the following:

Proposition 46 Let s, t > 0, and let PI be defined using any kernel. With respect to the
Gromov–Hausdorff–Prokhorov distance and the correspondence-interleaving distance, PIs,t
is discontinuous.

We prove this in Appendix A.2 by giving a simple example. Finally, we consider the in-
stability of the plug-in algorithm in its parameters. For a fixed metric probability spaceM,
Proposition 43 implies that (in both the covariant and contravariant versions) λ-link(M) is
continuous as a function from its parameter space {λx,y}x,y>0 to the space of one-parameter
hierarchical clusterings endowed with the correspondence-interleaving distance. Similarly,
if we fix a finite metric space M , then the plug-in algorithm can be seen as a function
PI−,−(M) that takes input s, t > 0 and produces a one-parameter hierarchical clustering as
output. However, this is not continuous (see Appendix A.2 for the proof):

Proposition 47 Let PI be defined using any kernel, and let M be any finite metric space
with |M | ≥ 2. Then PI−,−(M) is discontinuous, with respect to the Euclidean distance on
R2
>0 and the correspondence-interleaving distance.

3.4 Approximation of λ-linkage by Subsampling

Because degree-Rips and λ-linkage are Gromov–Hausdorff–Prokhorov stable, they admit a
very simple approximation algorithm. For example, say λ = λcon, and we want to compute
λ-link(M), where M is a finite metric space, equipped with the uniform measure. Say
N ⊂ M is a subsample, with ε = dH(M,N). Then, by Proposition 48, one can compute a
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probability measure on N such that dGHP(M,N) ≤ ε, and therefore, by Corollary 42, we
have dCI(λ-link(M), λ-link(N)) ≤ max(2|σ|, 1) · ε.

Therefore, if we can find a small subsample of M that is close in the Hausdorff distance,
we need only compute λ-link of the subsample in order to approximate λ-link(M). Per-
sistable implements several subsampling methods, which can be used to get fast results on
large data sets. We present an example in Section 7.

Proposition 48 Let (M, µM) be a finite metric probability space. Let N ⊆M be a subset
and let i : N → M denote the inclusion. Choose any function f : M → N with the
property that, for every x ∈ M, the point f(x) ∈ N is a closest point of N to x. Define
a probability measure on N by µN = f∗(µM). Then dP(µM, i∗µN ) ≤ dH(M,N ) and, in
particular, dGHP(M,N ) ≤ dH(M,N ).

Proof Let ε > 0 be such that M ⊆ N ε; it is enough to show that dP(µM, i∗µN ) ≤ ε. We
prove that, for every A ⊆M we have µM(A) ≤ µN (Aε) and µN (A) ≤ µM(Aε).

Note that dM(x, f(x)) ≤ ε for all x ∈ M. It follows that f−1(A ∩ N ) ⊆ Aε and
f(A) ⊆ Aε ∩ N for all A ⊆ M. Note also that i∗µN (B) = µM(f−1(B ∩ N )) for every
B ⊆ M, by definition of i∗ and f∗. Let A ⊆ M. Using the above, we get on one hand
i∗µN (A) = µM(f−1(A∩N )) ≤ µM(Aε). On the other hand, A ⊆ f−1(f(A)) ⊆ f−1(Aε∩N ),
and thus µM(A) ≤ µM(f−1(Aε ∩N )) = i∗µN (Aε).

4. Consistency

There is a natural notion of consistency for hierarchical clustering algorithms associated
to the correspondence-interleaving distance. In this section, we define this, show that it
implies Hartigan consistency, and show that λ-linkage is consistent with respect to the
correspondence-interleaving distance.

In this section, unless otherwise stated, a hierarchical clustering will be a one-parameter
hierarchical clustering (Definition 5).

4.1 Notions of Consistency of Hierarchical Clustering Algorithms

Definition 49 A hierarchical clustering algorithm A with parameter space Θ is a
mapping that assigns to each finite metric space M and each parameter θ ∈ Θ a hierarchical
clustering Aθ(M) of M .

We now define the notion of consistency associated to the correspondence-interleaving
distance, using the density-contour hierarchical clustering H(f) (Example 6) and the closest
point correspondence Rc (Definition 37).

Definition 50 Let f : Rd → R be a probability density function with support S(f). A
hierarchical clustering algorithm A with parameter space Θ is CI-consistent with respect
to f if for every n ∈ N there exists a parameter θn ∈ Θ such that, for every ε > 0 and Xn

an i.i.d. n-sample of S(f) with distribution f , the probability that Aθn(Xn) and H(f) are
ε-interleaved with respect to Rc goes to 1 as n goes to ∞.
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Remark 51 In practice, one may want an explicit rule for choosing the parameters θn of
Definition 50 as a function of n. Moreover, one may also want rates of convergence for the
algorithm. Although we do not specifically address this in this paper, we mention that such
results can be extracted from the proof of the consistency result Theorem 108 together with
rates of convergence of samples in the Hausdorff distance (Cuevas and Rodŕıguez-Casal,
2004) and in the Prokhorov distance (Dudley, 1969).

We now define Hartigan consistency, following Hartigan (1981).

Definition 52 Let X be a set. A cluster tree of X is given by a family T of subsets of
X with the property that whenever A and B are distinct elements of T , then one of the
following is true: A ∩B = ∅, A ⊆ B, or B ⊆ A. The elements of T are called clusters.

Example 53 Let H : I → C(X) be a hierarchical clustering of a set X. We can define an
associated cluster tree FH = {C ∈ H(r) : r ∈ I}.

Definition 54 A cluster tree algorithm A with parameter space Θ is a mapping that
assigns to each finite metric space M and each parameter θ ∈ Θ a cluster tree Aθ(M) of
M .

Definition 55 (cf. Hartigan, 1981) Let f : Rd → R be a probability density function
with support S(f). A cluster tree algorithm A with parameter space Θ is Hartigan con-
sistent with respect to f if for every n ∈ N there exists a parameter θn ∈ Θ such that, given
A and A′ distinct elements of H(f)(r) for some r > 0, and Xn an i.i.d. n-sample of S(f)
with distribution f we have

P (An ∩A′n = ∅) n→∞−−−→ 1,

where An is the smallest cluster in Aθn(Xn) that contains A ∩Xn, and A′n is the smallest
cluster in Aθn(Xn) that contains A′ ∩Xn.

The proof of the following result is in Appendix A.3.

Proposition 56 Let f : Rd → R be a continuous and compactly supported probability
density function. If a hierarchical clustering algorithm A is CI-consistent with respect to f ,
then the associated cluster tree algorithm FA is Hartigan consistent with respect to f .

4.2 Consistency of λ-linkage

Let f : Rd → R be a continuous and compactly supported probability density function with
support S(f), and let µf be the probability measure defined by f . We now prove that the
hierarchical clustering algorithm λ-link is CI-consistent with respect to f . The strategy is
to construct an interleaving between H(f) and the λ-link of the metric probability space
(S(f), µf ). Then, the stability of λ-link implies that, for a sufficiently good sample Xn of
f , the λ-link of Xn is a good approximation of the λ-link of (S(f), µf ).

However, in order to interleave λ-link and H(f), we must first reparameterize λ-link,
as discussed in Remark 28.
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Definition 57 Let λ = λx,ycon for x, y > 0 (see Example 34). For s > 0, we write vs for the
volume of a ball in Rd of radius s. Define an order-preserving function ϕ : (0, y)op → Rop

>0

by ϕ(r) = r
vλs(r)

. Note that ϕ is a bijection; we write λ = λ◦ϕ−1. For any metric probability

space M, we write λ-link(M) = LK(M)λ, with K the uniform kernel.

Theorem 58 The hierarchical clustering algorithm λ-link with parameter space {λx,ycon}x,y>0

is CI-consistent with respect to any continuous, compactly supported probability density func-
tion f : Rd → R.

This is a special case of Theorem 108, which is proved in Appendix A.3.

Remark 59 For any λ ∈ {λx,ycon}x,y>0, λ-link and λ-link produce the same underlying
cluster tree. So, it follows from the preceding theorem that the algorithm λ-link with pa-
rameter space {λx,ycon}x,y>0 is Hartigan consistent with respect to any continuous, compactly
supported probability density function f : Rd → R.

5. Structure of One-Parameter Hierarchical Clusterings

Barcodes are used in topological data analysis to summarize structural information about
data (Edelsbrunner et al., 2002; Carlsson et al., 2004; Ghrist, 2008). Since they were first
introduced, a rich theory has been developed for barcodes (see e.g., Chazal et al. 2016).
Barcodes can be defined in many different contexts, and are used to summarize various
geometric and topological properties of different kinds of data. In particular, one-parameter
hierarchical clusterings have barcodes, and these are a key ingredient in the Persistable
pipeline. See Fig. 5 for an example of a barcode.

Barcodes of hierarchical clusterings and related structures are a standard topic in topo-
logical data analysis (see e.g. Curry 2018; Cai et al. 2020). An important point in practice is
that the so-called “elder rule” can be used to efficiently compute the barcode (Edelsbrunner
and Harer, 2010, Ch. VII.1). In the setting of one-parameter hierarchical clusterings, it is
possible to define the barcode and describe an algorithm for computing it without using
any topological or algebraic machinery. So, for the benefit of readers who are not already
familiar with topological data analysis, in this section we provide a definition of the barcode
and describe some of its basic properties. Some readers may wish to skim this section on a
first reading of the paper, and refer to it as needed when encountering barcodes.

5.1 The Poset of Persistent Clusters

We now describe a fundamental object associated to a hierarchical clustering, which we call
the poset of persistent clusters. Picturing a hierarchical clustering as a dendrogram, the
basic idea is to identify the edges in the dendrogram and define a partial order on them (see
Fig. 6 for an illustration). To the best of our knowledge, the poset of persistent clusters
was first defined by Kim et al. (2016, Appendix A), in the setting of the density-contour
hierarchical clustering (though they did not use the terminology “persistent cluster”). This
construction was also considered by McInnes and Healy (2018, Section 2.3) in the setting of
robust single-linkage (Example 32), although phrased in the language of sheaf theory. Jar-
dine (2020b, Section 1) defines an extension of this construction to 2-parameter hierarchical
clusterings. We first define the notion of persistent cluster.
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Figure 5: The barcode B(H) of a hierarchical clustering H is a collection of real intervals,
called bars (displayed in green). Informally, the barcode is constructed using the
following two rules: (1) If a new cluster enters H at parameter r, start a new
bar with left endpoint r. (2) If two clusters merge at r, take the cluster that
entered the hierarchy later (i.e. at a larger parameter value), and end its bar
at r. The second rule is called the elder rule, since the elder bar survives. In the
case of HCs induced by filtered graphs, we give pseudocode for this procedure
(Algorithm 1). A matching is shown between the barcodes of H and E. The
prominence diagram Pr(H) is simply the data of the lengths of the bars in
B(H) (Section 5.4).

H{a} {a, b}

{c}

{a, b, c}

{d}

{a, b, c, d}

︸ ︷︷ ︸

︸ ︷︷ ︸

︷ ︸︸ ︷

︷ ︸︸ ︷
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A

B

C

D

E

birth(D) death(D)

PC(H)D

E

B

C
A

Figure 6: For the hierarchical clustering H, the poset of persistent clusters PC(H) is the
poset with elements A,B,C,D,E, where E,D < C, etc. The leaves of H are
E,D, and B. The parameter values birth(D) and death(D) are marked; the
underlying set of D is U(D) = {a, b}.
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Definition 60 Let X be a set. A persistent cluster C of X consists of an interval
life(C) ⊆ R together with an order-preserving function C : life(C) → P(X), where P(X)
is the power set of X ordered by inclusion. The underlying set of the persistent cluster
C is U(C) = ∪r∈life(C)C(r), and two persistent clusters are disjoint if their underlying
sets are disjoint. Let birth(C) = inf life(C), death(C) = sup life(C), and length(C) =
death(C)− birth(C).

We remark that persistent clusters are, in particular, one-parameter hierarchical clus-
terings, so one can consider interleavings between persistent clusters.

Definition 61 Let I ⊆ R be an interval and let H be an I-hierarchical clustering. The
poset of persistent clusters of H, denoted PC(H), is the poset whose underlying set is
the quotient set

(∐
r∈I H(r)

)
/ ∼ where:

• The set
∐
r∈I H(r) denotes the disjoint union of all clusterings as r varies in I.

• The relation ∼ is the symmetric closure of the following relation. For r1 ≤ r2,
C1 ∈ H(r1), and C2 ∈ H(r2), we have that C1 and C2 are related if and only if
C1 ⊆ C2 and, for every r3 ∈ [r1, r2], there is exactly one cluster C3 ∈ H(r3) such
that C3 ⊆ C2.

Let C ∈ PC(H). The equivalence class C is naturally a persistent cluster in the sense
of Definition 60, with life(C) = {r ∈ I : ∃C ∈ H(r) with C = [C]} and such that, for
r ∈ life(C), we let C(r) = C, with C ∈ H(r) the only cluster in H(r) such that [C] = C.
With this in mind, we define the partial order on PC(H) by letting C ≤ D if U(C) ⊆ U(D).

The second poset axiom (Definition 2) for PC(H) is established in Lemma 110. The
other poset axioms follow immediately from the definition.

Definition 62 Let H be a one-parameter hierarchical clustering. The set of leaves of H,
denoted leaves(H), is the set of minimal elements of PC(H).

See Fig. 6 for an illustration of the poset of persistent clusters and of the leaves of a
hierarchical clustering.

5.2 Tameness Conditions

We now define several tameness conditions that one can impose on hierarchical clusterings
in order to get a notion of a barcode. The barcode is most naturally defined for pointwise
finite HCs. However, some HCs of interest may not be pointwise finite (see Example 66). So,
we introduce a notion of essentially finite HCs. While essentially finite HCs may not have
barcodes, they at least have prominence diagrams, a closely related notion (see Section 5.4).

We begin by introducing the persistence-based pruning of an HC; see Fig. 7. This
pruning procedure is similar in spirit to the pruning of Kim et al. (2016, Section 4.2): the
persistence-based pruning shortens all branches by a chosen amount, making some of them
disappear, while the pruning of Kim et al. (2016) removes all branches shorter than the
chosen amount, and leaves the rest of the branches intact. In particular, the persistence-
based pruning is stable with respect to interleavings (Proposition 121), while the pruning of
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Figure 7: A hierarchical clustering H and the persistence-based pruning H≥ε. The barcode
of H contains two short bars, reflecting short leaves of H. As the third-longest
bar of H is much longer than the fourth-longest, gapsize3(H) is large. Pruning
H by an appropriate ε removes the short leaves.

Kim et al. (2016) is not. Let I ⊆ R be an interval and let H : I → C(X) be a one-parameter
hierarchical clustering of a set X. For r ≤ r′ ∈ I we write H(r ≤ r′) : H(r) → H(r′) for
the function that takes C ∈ H(r) to the unique D ∈ H(r′) such that C ⊆ D.

Definition 63 Let H be an R-hierarchical clustering of a set X. Let τ ≥ 0. The persis-
tence-based pruning of H with respect to the threshold τ is the R-hierarchical clustering
H≥τ of X such that, for all r ∈ I, we let

H≥τ (r) := ImH(r − τ ≤ r) = {C ∈ H(r) : ∃D ∈ H(r − τ) with D ⊆ C}.

Definition 64 An R-hierarchical clustering H is finite if PC(H) is finite; pointwise fi-
nite if, for all r ∈ R, the cardinality of H(r) is finite; and essentially finite if H≥τ is finite
for every τ > 0 ∈ R. A one-parameter hierarchical clustering is finite (respectively pointwise
finite, essentially finite) if its extension (Definition 8) is finite (respectively pointwise finite,
essentially finite).

The above notion of finite hierarchical clustering was introduced by Kim et al. (2016).
For readers familiar with the theory of persistence modules, we now briefly explain the
connection between the other two tameness conditions and well-known tameness conditions
for persistence modules. Given an R-hierarchical clustering H and a choice of field F, there
is a persistence module FH generated by H (see Appendix A.4 for details). Now, an HC
H is pointwise finite if and only if FH is pointwise finite-dimensional (Chazal et al., 2016,
Section 3.8). Say that H is bounded if there is s ≤ t ∈ R such that H is constant on (−∞, s)
and (t,∞). As we show in the proof of Lemma 119, assuming H is bounded, H is essentially
finite if and only if FH is q-tame (Chazal et al., 2016, Section 3.8).
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Example 65 Any one-parameter hierarchical clustering H of a finite set X is finite, since
|PC(H)| is bounded above by the number of subsets of X, by Lemma 110.

We prove the claims in the following example as Lemma 119.

Example 66 For any λ ∈ {λx,ycon}x,y>0 and any compact metric probability space M, the
hierarchical clustering λ-link(M) is essentially finite. If f : Rd → R is continuous and
compactly supported, then H(f) is essentially finite. Note that, even if f : Rd → R is
continuous and compactly supported, the hierarchical clustering H(f) need not be pointwise
finite, as the following simple example with d = 1 shows.

Let h(x) = x · sin(1/x) + 1 if x 6= 0 and h(0) = 1. Let g : R→ R≥0 be continuous, such
that g|(−1/2,1/2) = c > 0, g|(−∞,−1)∪(1,∞) = 0, and such that f(x) := h(x)g(x) integrates
to 1 on R; such a function g can be taken to be piecewise linear, or even smooth. Then f
is a pdf and H(f)(c) has at least as many clusters as there are connected components in
{x ∈ R : x · sin(1/x) ≥ 0, x ∈ (0, 1/2)} = {x ∈ R : sin(1/x) ≥ 0, x ∈ (0, 1/2)} = {1/y :
sin(y) ≥ 0, y > 2}, which clearly has countably many connected components.

5.3 The Barcode

We now define the barcode of a pointwise finite one-parameter HC. In order to give a
definition that does not require any homology theory, we follow Carlsson and Zomorodian
(2009), and define the barcode in terms of the rank invariant, also known as persistent Betti
numbers (Edelsbrunner et al., 2002). For zero-dimensional homology, which is the relevant
context for clustering, the rank invariant had already been introduced under the name of
“size function” by Frosini (1990, 1992a,b); the multiparameter version of size functions is
due to Biasotti et al. (2008).

Let I ⊆ R be an interval and let H : I → C(X) be a one-parameter hierarchical
clustering of a set X. Given r ≤ r′ ∈ I, define the rank invariant of H at r ≤ r′ as

rk(H)(r ≤ r′) := |ImH(r ≤ r′)| = |{C ∈ H(r′) : ∃D ∈ H(r) with D ⊆ C}|.

We interpret the quantity rk(H)(r ≤ r′) as the number of clusters in H(r′) that have lived
for at least r′ − r time. Equivalently, it is the maximum cardinality of a set of clusters
in H(r) that survive, as distinct clusters, until H(r′).

The rank invariant of a pointwise finite I-HC is, a priori, a function mapping comparable
elements of I to natural numbers, and, as such, can be hard to visualize. Nevertheless, the
function can be encoded as a multiset of subintervals of I in a unique way, as the following
theorem asserts. In the generality of pointwise finite HCs, this theorem follows directly
from a theorem of Crawley-Boevey; see Appendix A.4 for a proof of Theorem 67, as well as
for the precise definition of multiset.

Theorem 67 Let I ⊆ R be an interval and let H be a pointwise finite I-hierarchical clus-
tering. There exists a unique multiset of non-empty intervals B(H) = {Bj ⊆ I}j∈J with the
property that, for all r ≤ r′ ∈ R, we have rk(H)(r ≤ r′) = |{j ∈ J : r, r′ ∈ Bj}|.

Definition 68 Let H be a pointwise finite one-parameter HC. The barcode of H is the
multiset of intervals B(H) of Theorem 67.
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5.3.1 Bottleneck Stability of Barcodes

A standard way to compare barcodes is the bottleneck distance. For readers unfamiliar
with this notion, we give an intuitive explanation, and refer to Bauer and Lesnick (2015,
Section 3.2) for details. As in Definition 68, a barcode is a multiset of intervals of the real
line. For barcodes B and C, a matching between B and C is a bijection between a sub-
multiset B′ of B and a sub-multiset C′ of C. For δ ≥ 0, a δ-matching is a matching such
that every interval of B and C with length greater than 2δ is matched (i.e., is in B′ or C′);
and such that, when an interval B ∈ B′ is matched with an interval C ∈ C′, the endpoints
of B and C differ by at most δ. Then, the bottleneck distance between B and C is

dB(B, C) = inf{δ ≥ 0 | ∃ a δ-matching between B and C}.

We now give a proposition that relates the correspondence-interleaving distance between
hierarchical clusterings with the bottleneck distance between their barcodes. This is just
a translation of the well-known bottleneck stability theorem for persistence barcodes into
the setting of hierarchical clusterings. The original versions of this stability result are due
to d’Amico et al. (2003) in the case of zero-dimensional homology, and to Cohen-Steiner
et al. (2007) and Chazal et al. (2009) in the case of homology in arbitrary dimension. We
use the explicit formulation of Bauer and Lesnick (2015, Theorem 6.4) to easily derive the
following proposition (see Appendix A.4 for the proof).

Proposition 69 Let H and E be pointwise finite R-hierarchical clusterings of sets X
and Y . Let ε ≥ 0. If H and E are ε-interleaved with respect to a correspondence be-
tween X and Y , then there exists an ε-matching between B(H) and B(E). In particular,
dB(B(H),B(E)) ≤ dCI(H,E).

The stability results for λ-linkage in Section 3.2 give upper bounds on the correspon-
dence-interleaving distance between certain HCs. Combining these with Proposition 69,
one gets upper bounds on the bottleneck distance between the barcodes of these HCs.

5.3.2 The Barcode of a Finite Hierarchical Clustering

We now describe the barcode of a finite hierarchical clustering in terms of its leaves. Fix an
interval I ⊆ R. Let H be a finite I-hierarchical clustering of a set X and let C ∈ leaves(H).
Define H \C to be the I-hierarchical clustering of X with

(H \C)(r) = {D ∈ H(r) : [D] 6= C ∈ PC(H)}.

Definition 70 Let H be a finite I-hierarchical clustering. Let C,D ∈ leaves(H). We say
that D is born earlier than C if, for every r ∈ life(C), there exists r′ ∈ life(D) such that
r′ ≤ r. A minimal leaf of H is a leaf C such that length(C) is minimal among leaves of
H, and such that if D is another leaf of minimal length, then D is born earlier than C.

If H is a finite I-hierarchical clustering that is not constantly empty, then it admits
some minimal leaf.

Proposition 71 Let H be a finite I-hierarchical clustering. We define a sequence of I-
hierarchical clusterings H0, . . . ,Hk ending at k = |leaves(H)|. Define H0 := H. Given Hi,
let Ci+1 be any minimal leaf of Hi and define Hi+1 := Hi \ Ci+1. Then, this sequence of
hierarchical clusterings is well-defined and B(H) = {life(Ci)}1≤i≤k.
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5.3.3 Computation of Barcodes Using the Elder Rule

We now describe an algorithm that uses the elder rule to compute the barcode of a hierar-
chical clustering induced by a finite filtered graph. The problem of computing the barcode
of a filtered graph has been discussed extensively in the persistent homology literature. The
textbook of Edelsbrunner and Harer (2010, Ch. VII.2) explains how the general persistence
algorithm can be optimized in this case. Curry (2018) describes the elder rule for so-called
Morse sets, which are an abstraction of the path components of a Morse function. Cai et al.
(2020) describe the elder rule for so-called treegrams, which are hierarchical clusterings
with a constructibility condition. The textbook of Dey and Wang (2022, Section 3.5.3) also
describes how the general persistence algorithm can be adapted to the case of a filtered
graph.

Despite the wealth of references for this topic, we give a description of the elder rule
in our setting, for the convenience of readers who are not familiar with notions such as
simplicial homology.

Definition 72 A finite filtered graph is a pair (G, f), where G is a graph on a finite set
X, instantiated as a set of vertices and edges, i.e., G is a set of subsets of X, with {x} ∈ G
for all x ∈ X, and there is an edge between x and y if and only if {x, y} ∈ G; and f : G→ R
is a function such that if σ1 ⊆ σ2 in G, then f(σ1) ≤ f(σ2). A finite filtered graph (G, f)
induces a covariant hierarchical clustering H(G, f) : R→ C(X), with H(G, f)(r) the set of
connected components of the subgraph f−1((−∞, r]) ⊆ G.

We are motivated to consider this case because the hierarchical clustering λ-link(M)
is induced by a finite filtered graph, for any finite metric space M . In more detail, let
λ = λx,ycov, and let σ = −y/x, as in Example 34. For a ∈ M , let f(a) = inf{r > 0 :
|B(a, r)| ≥ (σr + y) · |M |}. For a, b ∈M , let f({a, b}) = min (x,max (f(a), f(b), dM (a, b))).
Let G be a minimum spanning tree of the complete graph on M , weighted by f . Then
λ-link(M) is induced by (G, f).

Algorithm 1 Compute the barcode of the HC induced by a finite filtered graph

1: procedure Barcode(G, f)
2: Order elements of G as [σ1, . . . , σp] with f(σi) ≤ f(σi+1) and σi ⊆ σj ⇒ i ≤ j
3: Let conn comp← {} and barcode← {}
4: for 1 ≤ i ≤ p do
5: if σi = {x} then . A vertex appears and a connected component is born
6: conn comp← conn comp ∪

{
({x}, f(σi))

}
7: barcode← barcode ∪ {[f(σi),∞)}
8: else if σi = {x, y} then . An edge appears
9: Let (c, u), (d, v) ∈ conn comp be such that x ∈ c and y ∈ d

10: if c 6= d then . Two distinct connected components are being merged
11: conn comp←

(
conn comp \

{
(c, u), (d, v)

})
∪
{

(c ∪ d,min(u, v))
}

. Merge components
12: barcode←

(
barcode \

{
[u,∞), [v,∞)

})
∪
{

[min(u, v),∞), [max(u, v), f(σi))
}

. Elder rule
13: end if
14: end if
15: end for
16: Remove from barcode all intervals of the form [t, t)
17: return barcode

18: end procedure
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As is well-known (Edelsbrunner and Harer, 2010, Ch. VII.2), Algorithm 1 can be
implemented to have time complexity in O(p log p), where p is the size of the input graph,
that is, the number of vertices plus the number of edges. To see this, note that the operations
between Line 4 and Line 15 of the algorithm, and specifically the check of Line 10, can be
implemented with a union-find data structure, also known as a disjoint-set data structure
(Tarjan, 1983), which keeps track of the connected components as the graph is filtered by f .
Thus, the time complexity is dominated by that of Line 2, which sorts vertices and edges
according to their f -value, and which has time complexity in O(p log p).

While Algorithm 1 requires an ordering of the elements of G, the output of the algorithm
does not depend on this ordering:

Lemma 73 The output of Algorithm 1 is independent of the ordering of the elements of G
chosen in Line 2.

Proposition 74 Let (G, f) be a finite filtered graph. When given (G, f) as input, Algo-
rithm 1 returns the barcode of H(G, f).

The proofs of Lemma 73 and Proposition 74 are in Appendix A.4.

5.4 The Prominence Diagram

In the theory of barcodes, the lengths of the bars play an important role. The length of
a bar is called the “persistence” (Cohen-Steiner et al. 2010, Edelsbrunner and Harer 2010,
Ch. VII.1) or the “prominence” (Chazal et al., 2013) of the bar. Following Chazal et al.
(2013) we adopt the term prominence, which avoids confusion with the notion of persistence
diagram (Edelsbrunner and Harer, 2010, Ch. VII.1). We will sort all the prominences of a
barcode in descending order, and call the result the prominence diagram. This construction
was considered by Bauer et al. (2017) in the setting of mode hunting, where the sorted list of
prominences (divided by two) was called the “persistence signature”. Our main motivation
for considering the prominence diagram is the persistence-based flattening algorithm we
introduce in Section 6. As we explain there, parameter selection for this algorithm involves
choosing a cut-off between long and short bars in a barcode, and Persistable provides
visualizations of prominence diagrams to guide this choice.

The proofs of all results in this sub-section are in Appendix A.4.

Definition 75 A prominence diagram consists of a non-increasing function P : N →
[0,∞] with P (j) → 0 as j → ∞. Define a distance d∞ between prominence diagrams by
letting

d∞(P,Q) = sup
i∈N
|P (i)−Q(i)|,

for all P,Q : N → [0,∞], with the convention that |∞ − x| = |x − ∞| is equal to ∞ if
x ∈ [0,∞) and to 0 if x =∞.

Definition 76 Let n ∈ N≥1. The nth gap of a prominence diagram P : N→ [0,∞] is the
(possibly empty) interval gapn(P ) = (P (n), P (n − 1)) ⊆ [0,∞]. The nth gap size is the
length of the gap, gapsizen(P ) = P (n− 1)− P (n).
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Let H be a finite R-hierarchical clustering. It follows from Proposition 71 that the
barcode B(H) = {Bj}j∈J of H contains finitely many intervals. Thus, {length(Bj) ∈
[0,∞]}j∈J is a finite multiset of elements of [0,∞].

Definition 77 Let H be a finite R-hierarchical clustering and let {`0, . . . , `k} ⊆ [0,∞]
denote the lengths of the intervals in B(H), with repetitions and ordered from largest to
smallest. The prominence diagram of a finite R-hierarchical clustering H is the decreas-
ing sequence Pr(H) : N → [0,∞] such that Pr(H)(i) = `i if 0 ≤ i ≤ k and Pr(H)(i) = 0
otherwise.

It is a consequence of the stability of barcodes (Proposition 69) that the prominence
diagram is stable with respect to the correspondence-interleaving distance:

Lemma 78 Let H and E be finite R-hierarchical clusterings. Then

d∞(Pr(H),Pr(E)) ≤ 2 dCI(H,E).

Definition 79 Let H be an essentially finite one-parameter hierarchical clustering of a
set X and let H̄ : R → C(X) be its extension as in Definition 8. By Lemma 78 and
Proposition 121, the prominence diagrams Pr(H̄≥τ ) converge uniformly as τ → 0 to a
prominence diagram which we denote by Pr(H) and refer to as the prominence diagram
of H.

Notation 80 Let H be an essentially finite one-parameter hierarchical clustering. The nth

prominence gap of H is gapn(H) = gapn(Pr(H)) and the nth gap size of H is gapsizen(H) =
gapsizen(Pr(H)).

We note that Lemma 78 is true also for essentially finite hierarchical clusterings:

Lemma 81 Let H and E be essentially finite R-hierarchical clusterings. Then

d∞(Pr(H),Pr(E)) ≤ 2 dCI(H,E).

6. Persistence-Based Flattening of One-Parameter Hierarchical
Clusterings

For many applications, one needs a clustering of the input data (in the sense of Definition 1),
not a hierarchical clustering. We say that a flattening algorithm takes a hierarchical cluster-
ing of a set X, and returns a clustering of X. Persistable clusters data by first constructing
a hierarchical clustering of the data (using the λ-link algorithm from Section 2.4), and
then applying the persistence-based flattening algorithm, which we introduce in this section.

The most obvious flattening algorithm takes a hierarchical clustering H, and returns
H(r) for some index r. However, it can happen that H encodes multi-scale clustering
structure in the data that is not reflected in H(r) for any single choice of r. We want a
flattening algorithm that can extract clusters at multiple scales.

An example of such an algorithm is the ToMATo clustering algorithm (Chazal et al.,
2013), which computes a flattening of the hierarchical clustering induced by a filtered graph.

33



Rolle and Scoccola

A major advantage of ToMATo is its innovative parameter selection process: the user
determines how fine the output clustering will be by choosing a merging parameter τ , and
this choice is guided by the barcode of the hierarchical clustering (Fig. 5). On a technical
level however, one disadvantage of this algorithm is that its output depends on a choice of
ordering of the vertices in the input graph, and in some use cases there may not be a clear
way to make this choice. The persistence-based flattening algorithm (PF) is an adaptation
of the ToMATo algorithm that avoids the dependence on an ordering of the input.

As input, PF takes a one-parameter hierarchical clustering H. We prove a stability the-
orem for this algorithm that is stated in terms of interleavings; so, this result is compatible
with our stability and consistency results for λ-link. Parameter selection is very similar to
that of the ToMATo algorithm, however, for PF, the user determines how fine the output
clustering will be by choosing the number of clusters, guided by the barcode of the input.

In many TDA applications, barcodes are used to distinguish significant features in data
from noise. A cut-off is chosen between “long” and “short” bars; the long bars correspond
to significant features, and the short bars to noise (Ghrist, 2008; Fasy et al., 2014). In
order to choose the number of clusters for PF(H), the practitioner chooses how many bars
in the barcode of H to regard as significant features. If n bars are chosen, the output of PF
will consist of n clusters. We call the difference between the length of the nth longest and
(n+1)th longest bars the nth gap size of H. This quantity plays the key role in our stability
theorem for PF. The larger the gap size, the more stable the output will be. So, choosing
the number of clusters boils down to looking at the barcode of H, and finding choices of n
such that the nth gap size is large.

In this section, we restrict attention to R-hierarchical clusterings. One can apply the
constructions and results of this section to any one-parameter hierarchical clustering H by
first taking the H̄ construction from Definition 8.

We now define PF. The basic idea is that one can extract a clustering from a one-
parameter hierarchical clustering by taking the leaves (Definition 62, Fig. 6). However, noise
in the underlying data can lead to spurious, short leaves. So, we first prune the hierarchical
clustering H by taking the persistence-based pruning H≥τ (Definition 63, Fig. 7).

The construction uses the nth prominence gap of H (Notation 80), the notion of persis-
tent cluster (Definition 60), and the prominence diagram Pr(H) (Definition 79).

Definition 82 Let H be an essentially finite R-hierarchical clustering of a set X. Assume
that the nth prominence gap of H is non-empty. The persistence-based flattening of
H with respect to the nth prominence gap of H is the set of n pairwise-disjoint persistent
clusters of X given by PF(H,n) = leaves(H≥τ ), where τ = (Pr(H)(n− 1) + Pr(H)(n))/2.

The output of PF is a set of pairwise-disjoint persistent clusters. This is important for
our stability theorem. However, if we want a clustering of X in the sense of Definition 1,
we take the underlying set (Definition 60) of each persistent cluster in PF(H,n).

When the input of PF is a hierarchical clustering induced by a finite filtered graph
(Definition 72), PF can be computed by adapting the ToMATo algorithm (Chazal et al.,
2013). This is what we do for our implementation of Persistable (Scoccola and Rolle, 2023).

In Definition 82, we take τ to be the average of Pr(H)(n− 1) and Pr(H)(n) for conve-
nience. If one takes a different τ in the nth prominence gap, one gets the same clustering
of the underlying data by the following proposition, which is proved in Appendix A.5.
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Proposition 83 Let H be an essentially finite R-hierarchical clustering, and say n ≥ 1
and τ, τ ′ ∈ gapn(H). There is a bijection m : leaves(H≥τ )→ leaves(H≥τ ′) such that for all
C ∈ leaves(H≥τ ), the underlying sets of C and m(C) are equal.

There are many ways to measure the similarity between two clusterings of a data set (see,
e.g., Meilă (2007) and references therein), so there are many ways one could try to formulate
a stability result for a flattening procedure. Our approach is based on the fact that PF pro-
duces a set of persistent clusters. The following stability theorem guarantees that if H and
E are hierarchical clusterings that are sufficiently close in the correspondence-interleaving
distance, then the persistent clusters in PF(H,n) are interleaved with the persistent clusters
in PF(E,n). Here, the nth gap size of H determines what “sufficiently close” means. The
proof of the theorem is in Appendix A.5.

Theorem 84 Let H and E be essentially finite R-hierarchical clusterings of sets X and
Y respectively. Let n ≥ 1, and assume there is ε < gapsizen(H)/16 such that H and E
are ε-interleaved with respect to a correspondence R ⊆ X × Y . Then there is a bijection
m : PF(H,n) → PF(E,n) such that for all C ∈ PF(H,n), C and m(C) are 3ε-interleaved
with respect to R.

The interleavings guaranteed by this theorem imply that, if C ∈ PF(H,n), and x ∈ U(C)
appears early enough in the lifetime of C, then every point in Y that corresponds to x under
R must belong to U(m(C)).

Because this stability theorem for persistence-based flattening is stated in terms of inter-
leavings, it can be combined with the stability and consistency results proved earlier in this
paper. As an example, we state the following stability results for λ-link (Example 34). The
combination of λ-link and persistence-based flattening is the core algorithm of Persistable.

The first result concerns stability in the input data:

Corollary 85 Let M be a compact metric probability space, let λ = λx,ycov with slope σ, and
assume gapn(λ-link(M)) is non-empty. Let N be a compact metric probability space with

dGHP(M,N ) <
gapsizen(λ-link(M))

16 ·max(|1/σ|, 2)
.

There is a bijection m : PF(λ-link(M), n) → PF(λ-link(N ), n) such that, for all C ∈
PF(λ-link(M), n), C and m(C) are 3ε-interleaved with respect to a correspondence between
M and N , for some ε < gapsizen(λ-link(M))/16.

Proof By Corollary 42(2), dCI(λ-link(M), λ-link(N )) ≤ dGHP(M,N ) ·max(|1/σ|, 2). So,
we can take ε with dCI(λ-link(M), λ-link(N )) < ε < gapsizen(λ-link(M))/16. Then the
result follows from Theorem 84.

The second result concerns stability in the choice of λ:

Corollary 86 Let M be a compact metric probability space, let λ = λx,ycov with slope σ, and

let λ′ = λx
′,y′

cov with slope σ′. Say

ε := max
(
|x− x′|, |y − y′| ·min(|1/σ|, |1/σ′|)

)
< gapsizen(λ-link(M))/16 .
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Then there is a bijection m : PF(λ-link(M), n) → PF(λ′-link(M), n) such that, for all
C ∈ PF(λ-link(M), n), C and m(C) are 3ε-interleaved.

Proof By Proposition 43, λ-link(M) and λ′-link(M) are ε-interleaved. So, the result
follows from Theorem 84.

The ToMATo algorithm takes as input a finite graph and a real-valued function f on its
vertices. This induces the upper-star filtration on the graph, where an edge {x, y} appears
at min{f(x), f(y)}. We now describe the exhaustive persistence-based flattening algorithm
(Algorithm 2), which is essentially a generalization of ToMATo to the more general filtered
graphs of Definition 72. This is of interest because the λ-link of a finite metric space is
induced by a filtered graph, but not by an upper-star filtration. We describe the precise
relationship between ExhaustivePF and ToMATo in Remark 127 in Appendix A.5.

We call the algorithm “exhaustive” because, unlike PF, ExhaustivePF clusters every
point in its input. For PF, points that enter H≥τ outside of a leaf do not get clustered.
ExhaustivePF uses the data of the input graph and an ordering of its simplices to assign
such points to some leaf. For Persistable, we prefer PF to ExhaustivePF, because of the
good stability properties of PF, and the fact that it does not depend on an ordering of the
input. However, ExhaustivePF also produces interesting results (see the Olive oil data in
Section 7.2 for an example).

Algorithm 2 Exhaustive persistence-based flattening of the HC induced by a finite filtered
graph

1: procedure ExhaustivePF(G = [σ1, . . . , σp], f, τ)
2: . Assume the simplices of G are ordered such that f(σi) ≤ f(σi+1) and σi ⊆ σj ⇒ i ≤ j
3: Let clusters← {}
4: for 1 ≤ i ≤ p do
5: if σi = {x} then . A vertex appears and a cluster is born
6: clusters← clusters ∪

{
({x}, f(σi))

}
7: else if σi = {x, y} then . An edge appears
8: Let (c, u), (d, v) ∈ clusters be such that x ∈ c and y ∈ d
9: if c 6= d then

10: if f(σi)− u ≤ τ or f(σi)− v ≤ τ then . At least one cluster did not persist enough
11: clusters←

(
clusters \

{
(c, u), (d, v)

})
∪
{

(c ∪ d,min(u, v))
}

. Merge clusters
12: end if
13: end if
14: end if
15: end for
16: return clusters

17: end procedure

7. Persistable

Persistable is a pipeline for density-based clustering that integrates the algorithms defined
in this paper. In another publication (Scoccola and Rolle, 2023), we described the imple-
mentation of Persistable. In this section, we describe the design choices of Persistable in
detail, and explain how these choices are motivated by the theoretical results in this paper.
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Figure 8: The running example. We cluster the data with Persistable: clusters are indicated
by colors, and gray points are classified as noise.

Compared to existing clustering methods, a novel feature of Persistable is that the
parameter selection process is guided by interactive visualization tools. This parameter
selection process is based on the stability results proved in this paper; the visualization
tools are inspired by tools from multiparameter persistent homology, in particular, the
software library RIVET (2020).

We begin by demonstrating the Persistable pipeline on a simple running example, and
then we evaluate its performance on real-world benchmark data sets. See the Persistable
software repository (link available in Scoccola and Rolle 2023) for code that replicates all
the examples in this section, as well as for further evaluations of Persistable on benchmark
data sets.

7.1 The Persistable Pipeline

As input, Persistable takes a finite metric space M , and produces a clustering of M , in the
sense of Definition 1. As a running example, we use a synthetic data set from the hdbscan
clustering library (McInnes et al., 2017). This data set is designed to be challenging for
clustering algorithms, while being easy to visualize: see Fig. 8.

Conceptually, Persistable begins with the degree-Rips hierarchical clustering DR(M)
that was described in the introduction (see Fig. 1, and see Definition 24 for the formal defi-
nition). We can get insight into DR(M) by plotting the component counting function,
which is the function defined on the first quadrant of the plane where at (s, k) we simply
count the number of clusters in DR(M)(s, k). The first visualization in the Persistable
pipeline is a heat map of the component counting function. See Fig. 9 for this visualization
on the running example.

Now, Persistable constructs a clustering of the input M in two steps.

37



Rolle and Scoccola

Figure 9: The first Persistable visualization is the component counting function; we
show this for the running example. One can see typical behavior of degree-Rips
(DR): when the distance scale s is small and the density threshold k is large,
no points are clustered; when s is large and k is small, all points are clustered
together. In between these two regimes is a band of interesting cluster structure.
The blue line segment defines a slice of DR, and its barcode is plotted in green.
The sixth gap size of this slice is quite large (the sixth-longest bar is much longer
than the seventh-longest bar). So, we choose six clusters for the persistence-based
flattening. The output is displayed in Fig. 8.

Figure 10: The second Persistable visualization is the prominence vineyard. The user
chooses two slices of degree-Rips by choosing the start and end points. This
determines a one-parameter family of slices that interpolate between the two
chosen slices. For each slice in the family, Persistable computes the barcode, and
the prominence vineyard (on the right) displays the prominence (i.e., length) of
each bar in the barcode. So, the first (top) curve in the prominence vineyard
shows the length of the longest bar in the barcode of each slice, the second curve
shows the length of the second-longest bar, etc. We call these curves vines. The
first gap (between the first and second vines, displayed in yellow) is very large:
this just reflects the fact that the longest bar of an HC is typically much longer
than any other bar. The sixth gap (marked in the figure) is also large. This
means there are many slices in the vineyard such that the sixth gap size of the
slice is large. We used this prominence vineyard to choose the slice in Fig. 9.
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7.1.1 Step One: Reduce a Two-Parameter HC to a One-Parameter HC

The first step is to reduce from the two-parameter hierarchical clustering DR(M) to a
one-parameter hierarchical clustering, by taking a slice (see Fig. 2). Using the notation
established in Example 34, this means taking λ-link(M), where λ is a choice of line in the
(s, k)-parameter space. For example, see the blue line segment in Fig. 9. The practitioner
can choose such a slice by clicking on the component counting visualization to choose the
start and end points of a line segment. This determines an interval (sstart, send) on which
the one-parameter hierarchical clustering λ-link(M) is defined, and for s ∈ (sstart, send),
λ-link(M)(s) = DR(M)(s, σ · s+ y), where y is the y-intercept of the selected line, and σ
is its slope. The second visualization in the Persistable pipeline is an interactive tool for
choosing slices. We introduce this tool after we discuss the second step of Persistable.

7.1.2 Step Two: Reduce a One-Parameter HC to a Clustering

The second step is to reduce from the one-parameter hierarchical clustering λ-link(M)
to a clustering of M , by applying the persistence-based flattening procedure, defined in
Section 6. To apply the persistence-based flattening, one chooses the number of clusters in
the output, guided by the barcode of the HC. The barcode is a visual summary of an HC
(see Fig. 5). If one chooses n clusters, these will correspond to the n longest bars in the
barcode. We call the difference between the length of the nth longest and (n+ 1)th longest
bars the nth gap size of the HC. As explained in Section 6, the larger the nth gap size, the
more stable the output with n clusters will be. So, choosing the number of clusters boils
down to looking at the barcode, and finding choices of n such that the nth gap size is large.

In the case of the running example, there is a drop-off between the sixth and seventh
longest bars, so choosing six bars (i.e., six clusters) is a reasonable choice (see Fig. 9). The
resulting clustering of the data is displayed in Fig. 8.

7.1.3 Choosing the Slice

To complete the description of the Persistable pipeline, it remains to discuss how the practi-
tioner chooses a slice. The answer is motivated by Step 2. When one applies the persistence-
based flattening, one looks for large gap sizes in the barcode of λ-link(M). So, the second
visualization tool in the Persistable pipeline helps the user identify slices λ that lead to
barcodes with large gap sizes.

The practitioner begins with the component counting visualization (Fig. 9). From this,
one can find the region of the DR parameter space where interesting cluster structure is
captured. The practitioner is asked to choose two slices in the DR parameter space, which
determine a one-parameter family of slices that interpolate between the two chosen slices.
As λ varies in the family, the slice λ-link(M) changes in a continuous way by Proposition 43.
Thus, the barcode of λ-link(M) also changes in a continuous way. In the prominence
vineyard visualization, Persistable plots the prominence (i.e., length) of each bar in the
barcode of λ-link(M). As λ varies, these prominences trace out curves, which we call vines
(this is standard terminology in topological data analysis, beginning with Cohen-Steiner
et al., 2006). See Fig. 3. In Fig. 10, we display a prominence vineyard for the running
example. There is a large gap between the first and second vines; this is typical behavior,
as the longest bar in the barcode of an HC is just the interval on which the HC is non-empty,

39



Rolle and Scoccola

which is often much longer than any other bar. More interesting structure is captured by
the other gaps in the prominence vineyard. For example, there is a large gap between the
sixth and seventh vines, which is marked in Fig. 10. If we choose a slice that includes this
gap, then the sixth gap size of the barcode of this slice is large. Indeed, this is how we
picked the slice that we used in Step 2, above.

7.2 Examples of Persistable on Benchmark Data Sets

We now demonstrate how Persistable can identify meaningful cluster structure in data.

7.2.1 Rideshare Data

We consider a data set consisting of approximately 560 000 rideshare pickup locations in the
New York City area from April, 2014. The data set is the result of a Freedom of Information
request by the website FiveThirtyEight (2015). This data set has very complex cluster
structure, at many different scales. There are informative clusterings at a very coarse level,
and also at much finer levels.

To get a feel for the data, we begin by considering the subset of points in a square
centered at LaGuardia Airport (see Fig. 11), which consists of approximately 10 000 points.

While this data set is easily visualizable, it is challenging for many density-based cluster-
ing algorithms, because its apparent cluster structure takes place at very different levels of
density. For example, there are approximately 4000 data points clustered near Terminal B
of the airport, and meanwhile, there is a cluster of approximately 60 data points near the
LaGuardia Airport Marriott hotel, and an even smaller cluster of 12 data points near the
P.S. 127 Aerospace Science Magnet School.

In particular, this data set is challenging for HDBSCAN (Campello et al., 2013), a pop-
ular density-based clustering algorithm that is based on the robust single-linkage algorithm
of Example 32 (for a description in these terms, see McInnes and Healy, 2018). Unlike the
related DBSCAN algorithm (Ester et al., 1996), HDBSCAN can detect multi-scale cluster
structure that takes place at a range of distance scales. However, like robust single-linkage,
it relies on a fixed density threshold, and for this reason, cannot find the multi-scale cluster
structure in this example (i.e., it cannot simultaneously find the large cluster near Termi-
nal B and the small cluster near the hotel). See the jupyter notebook for this data set at
the Persistable repository (2023) to try clustering the data with HDBSCAN.

On the other hand, Persistable is sensitive to this kind of multi-scale clustering structure,
because it uses slices of DR in which both the density threshold and the distance scale vary.
In Fig. 12, we show Persistable visualizations for the data. Guided by these visualizations,
one can use Persistable to find clusterings of the rideshare data that simultaneously capture
the large clusters near the airport terminals and the small clusters in the surrounding
neighborhood.

Now we consider the complete Rideshare data set. The complexity of the data is reflected
in the Persistable visualizations; see Fig. 13. Using Persistable, one can obtain informative
clusterings of this data at coarser or finer scales. For example, see Fig. 14 for coarse but
informative results. Using smaller gaps in the prominence vineyard, one can obtain finer
results, with, for example, clusters centered at Penn Station and the Meatpacking district
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Figure 11: The subset of the Rideshare data in a square centered at LaGuardia Airport.
On the left, some relevant landmarks are marked: ACE Rent A Car (A), Na-
tional Car Rental (N), LaGuardia Airport Terminal B (B), Terminal C (C),
Marriott Hotel (M), Hampton Inn Hotel (H), LaGuardia Plaza Hotel (P), P.S.
127 Aerospace Science Magnet School (S). On the right, a clustering produced
by Persistable, using the slice displayed in Fig. 12. Gray points are unclustered.

Figure 12: Persistable visualizations for the subset of the Rideshare data near LaGuardia
Airport. On the left, the component counting visualization, and on the right, a
prominence vineyard visualization. We use the prominence vineyard to choose
a slice, which appears as the blue line segment on the component counting
visualization; the corresponding slice in the vineyard is marked by a vertical line.
The barcode of this slice is displayed in green. Several gaps in this vineyard lead
to interesting clusterings. If we choose the gap below the eighth vine (marked
in this figure), we get the clustering of the data displayed in Fig. 11. See Fig. 16
in Appendix A.6 for the result of choosing the gap below the fourth vine.
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Figure 13: Persistable visualizations for the Rideshare data. On the left, the component
counting visualization, and on the right, a prominence vineyard visualization.
While the component counting visualization is very complicated, one can easily
identify interesting gaps in the prominence vineyard. We use the prominence
vineyard to choose a slice, marked on the component counting function by a
blue line and on the vineyard by a vertical line. If we choose the marked gap,
we get the clustering of the data displayed in Fig. 14.

Figure 14: The Rideshare data, clustered using Persistable. Gray points are unclustered. In
both cases, the clustering is obtained by choosing the slice indicated in Fig. 13.
On the left, the clustering is obtained using the usual Persistable pipeline, choos-
ing the gap marked in Fig. 13. On the right, the clustering is obtained using
ExhaustivePF, rather than PF. We find large clusters in Manhattan, Brook-
lyn, Queens, and New Jersey, as well as smaller clusters at Newark, LaGuardia,
and John F. Kennedy airports.
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in Manhattan, and Williamsburg and Downtown Brooklyn. See the jupyter notebook for
this data set at the Persistable repository (2023) for details.

We are able to easily compute clusterings of this data set with Persistable using the
subsampling approximation described in Section 3.4 (which is justified by the Gromov–
Hausdorff–Prokhorov stability of λ-linkage). Using a subsample of 30 000 data points, we
are able to compute clusterings of the complete Rideshare data set in a matter of seconds,
using approximately 200 MB of RAM, using a laptop with an Intel(R) Core(TM) i5 CPU
(4 cores, 1.6GHz) and 8 GB RAM, running GNU/Linux.

Without the subsampling approximation, clustering this data set would be a significant
computational challenge. For context, we clustered the data using the high-performance
implementation of HDBSCAN of McInnes et al. (2017). This is a natural comparison, be-
cause HDBSCAN and Persistable are very similar on an algorithmic level, and because the
implementation of McInnes et al. (2017) is very similar to our implementation of Persistable
(indeed, important components of our implementation come directly from this implemen-
tation of HDBSCAN). The key performance advantage that Persistable has in this example
is the subsampling approximation. An analogous approximation scheme is not valid for
HDBSCAN, as the hierarchical clustering algorithm underlying HDBSCAN (robust single-
linkage) is not Gromov–Hausdorff–Prokhorov stable (see Section 3.3).

See Table 2 in Appendix A.6 for the results. The memory usage of HDBSCAN scales
with n · k, where n is the number of data points and k is the density threshold parameter
min samples. This means that, on the laptop described above, we are only able to run
HDBSCAN with very small values of the min samples parameter, producing only very fine
clusterings.

7.2.2 Olive Oil Data

We consider a data set concerning the fatty acid composition of 572 samples of olive oil.
For each sample, the percentages of 8 fatty acids were measured. The samples were taken
from nine regions of Italy, and these regions are grouped into three larger areas (South Italy,
Sardinia, and North Italy). Each sample is labeled with its region of origin.

This is a useful test data set for classification and clustering methods, and it is used as a
benchmark data set for density-based clustering by Stuetzle and Nugent (2010). The data
set is due to Forina et al. (1983), and we obtained it from the supplementary materials of
Stuetzle and Nugent (2010). Using Persistable, one can recover much of the hierarchical
clustering structure defined by the regions of origin.

We consider the data as points in R8 with the Euclidean metric; each feature is inde-
pendently centered to have mean zero and scaled to unit variance. One can see many large
gaps in the prominence vineyard visualization (see Fig. 15). This is a consequence of the
multi-scale clustering structure of the data. For example, say we choose the slice indicated
in Fig. 15. If we choose the large gap between the third and fourth vines (i.e., we choose
three clusters in the persistence-based flattening), we get a clustering of the data that fits
the large area labels perfectly, with 89% of the data clustered (see Table 3 in Appendix A.6
for the confusion matrix). Meanwhile, if we choose the gap between the eighth and ninth
vines marked in Fig. 15, we get a clustering that fits the region labels very accurately: the
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Figure 15: Persistable visualizations for the olive oil data. On the left, the component
counting visualization, and on the right, a prominence vineyard visualization.
We use the prominence vineyard to choose a slice, which appears as the blue line
segment on the component counting visualization; the corresponding slice in the
vineyard is marked by a vertical line. The barcode of this slice is displayed in
green. Several gaps in this vineyard lead to interesting clusterings. If we choose
the gap below the eighth vine (marked in this figure), we get a clustering that
fits the region labels very accurately. If we choose the gap below the third vine,
we get a clustering that fits the large area labels.

adjusted Rand index is 0.98, and 49% of the data is clustered (see Table 4 in Appendix A.6
for the confusion matrix).

In order to cluster more data points, we also run the exhaustive persistence-based flat-
tening (Algorithm 2). We choose the same slice and gap as before, but replace the usual
persistence-based flattening with the exhaustive persistence-based flattening. The result
clusters 95% of the data, with an adjusted Rand index of 0.90 with respect to the region
labels (see Table 5 in Appendix A.6 for the confusion matrix).

For comparison, Stuetzle and Nugent (2010) apply a density-based clustering algorithm
to this data, and report an adjusted Rand index of 0.61 with respect to the region labels,
with all data points clustered.

8. Conclusions

We conclude by mentioning some possible directions for future work. As we explained in Re-
mark 41, Blumberg and Lesnick (2022) prove a stability result for the simplicial degree-Rips
bifiltration using the Gromov–Prokhorov distance. The authors also provide experimental
evaluation of their stability result, and suggest the goal of developing a stability theory for
degree-Rips that better explains such experimental results (Blumberg and Lesnick, 2022,
Remark A.3). It may be fruitful to pursue this goal in the setting of the degree-Rips
hierarchical clustering.

In this paper we used slices of kernel linkage given by lines λ in the parameter space.
Our stability theorem for kernel linkage implies that appropriately chosen non-linear slices
are also stable, and our consistency theorem applies also to appropriate non-linear slices.
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An interesting question is whether there are use cases in which non-linear slices lead to
more informative clusterings.

For Persistable, we use a two-step process: we first reduce from degree-Rips to a one-
parameter hierarchical clustering by taking a slice, then we reduce to a clustering using
the persistence-based flattening. We begin by taking a slice of degree-Rips because one-
parameter hierarchical clusterings are much simpler than multiparameter hierarchical clus-
terings. This distinction between one-parameter hierarchical clusterings and multiparameter
hierarchical clusterings is analogous to the distinction between one-parameter persistence
modules and multiparameter persistence modules; see Bauer et al. (2020) for a discussion
of the structural complexity of multiparameter persistence modules with a focus on per-
sistence modules arising from hierarchical clusterings. For our purposes, it is particularly
important that the barcode and the persistence-based flattening algorithm are only defined
for one-parameter hierarchical clusterings. Not much is known about flattening multipa-
rameter hierarchical clusterings directly, but see Jardine (2020b) and Shiebler (2021). An
interesting question for future research is how one can stably extract a single clustering
from degree-Rips or kernel linkage, without taking a one-parameter slice.
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Appendix A. Missing Details

A.1 Details from Section 2

Proof (of Proposition 13) First, say H and E are ε-interleaved for ε ≥ 0. Let x, y ∈ X;
we show |θH(x, y) − θE(x, y)| ≤ ε. Without loss of generality, θH(x, y) ≤ θE(x, y). Let
r > θH(x, y). Then there is C ∈ H̄(r) with x, y ∈ C. By the ε-interleaving property, there is
D ∈ Ē(r+ε) with C ⊆ D, and thus θE(x, y) ≤ r+ε. This shows that |θH(x, y)−θE(x, y)| ≤
ε, and it follows that dI(H,E) ≥ d∞(θH , θE).

Now, say ε > d∞(θH , θE). We show H and E are ε-interleaved. Let r ∈ R, and let
C ∈ H̄(r). Choose x ∈ C. As θH(x, x) ≤ r, we have θE(x, x) < r + ε, so that there is
D ∈ Ē(r + ε) with x ∈ D. Similarly, for any y ∈ C, θH(x, y) ≤ r, so that θE(x, y) < r + ε,
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and thus y ∈ D, and therefore C ⊆ D. This shows that H̄(r) � Ē(r + ε). A symmetric
argument shows that Ē(r) � H̄(r+ ε), and thus H and E are ε-interleaved. It follows that
dI(H,E) ≤ d∞(θH , θE), and the proposition follows.

Proof (of Proposition 14) Let ε ≥ 0. We show that ||f − g||∞ ≤ ε if and only if H(f)
and H(g) are ε-interleaved, and the proposition follows. If ||f − g||∞ ≤ ε, then, for every
r ≥ ε, we have {f ≥ r} ⊆ {g ≥ r − ε}, and {g ≥ r} ⊆ {f ≥ r − ε}. This implies that,
after taking connected components, every connected component of {f ≥ r} is included in
a connected component of {g ≥ r − ε}, and that every connected component of {g ≥ r}
is included in a connected component of {f ≥ r − ε}. If H(f) and H(g) are ε-interleaved,
then, for every x in the support of the functions, if f(x) ≥ ε, then there exists a cluster
in {g ≥ f(x) − ε} containing x, since x ∈ {f ≥ f(x)}. This implies that for any x in
the support of the functions we have g(x) ≥ f(x) − ε. A symmetric argument shows that
f(x) ≥ g(x)− ε for every x in the support, concluding the proof.

Proof (of Proposition 18) The only non-trivial case is the triangle inequality, which is
proved by composing correspondences. If X,Y, Z are sets, and R ⊆ X×Y and S ⊆ Y ×Z are
correspondences, S ◦R ⊆ X×Z is the correspondence S ◦R = {(x, z) : ∃y ∈ Y with (x, y) ∈
R and (y, z) ∈ S}. If H and E are ~ε-interleaved with respect to R, and E and F are ~δ-
interleaved with respect to S, then H and F are (~ε+ ~δ)-interleaved with respect to S ◦ R.
From this it follows that dCI(H,F ) ≤ dCI(H,E) + dCI(E,F ).

Lemma 87 Let H and E be ultrametric hierarchical clusterings of sets X and Y respec-
tively. If R is a correspondence between X and Y , then the distortion of R is dis(R) =
inf{ε ≥ 0 : H,E are ε-interleaved w.r.t. R}.

Proof First we show that if H and E are ε-interleaved with respect to R, then dis(R) ≤ ε.
Let (x, y), (x′, y′) ∈ R. If r > θH(x, x′), then there is C ∈ H̄(r) containing x, x′, and
thus π−1

X (C) contains (x, y), (x′, y′). By the interleaving property, there is a cluster in
π∗Y (Ē)(r + ε) containing (x, y), (x′, y′), and thus there is a cluster in Ē(r + ε) containing
y, y′. So, θE(y, y′) ≤ r + ε, and thus θE(y, y′) ≤ θH(x, x′) + ε. Together with a symmetric
argument, we have |θH(x, x′)−θE(y, y′)| ≤ ε. Thus dis(R) ≤ ε. Now, we show that H and E
are ε-interleaved with respect to R, for any ε > dis(R), which finishes the proof. Let r ∈ R
and let C ∈ H̄(r). We need to show there is D ∈ Ē(r+ ε) such that π−1

X (C) ⊆ π−1
Y (D). Let

x, x′ ∈ C and let (x, y), (x′, y′) ∈ R. We have r ≥ θH(x, x′), therefore θE(y, y′) ≤ r+dis(R),
and thus there is D ∈ Ē(r + ε) with y, y′ ∈ D. It follows that (x, y), (x′, y′) ∈ π−1

Y (D), and
as x, x′ were arbitrary, we have π−1

X (C) ⊆ π−1
Y (D).

Lemma 88 Let K be a kernel, and let M be a metric probability space. Let K−1 : R>0 →
R≥0 be defined as K−1(t) = min{u : K(u) ≤ t}. Then K−1 is a non-increasing function
with compact support, and we have, for every x ∈M,

(µM ∗Ks) (x) =

∫ ∞
0

µM
(
B(x, sK−1(r))

)
dr.
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Proof Since K(r) → 0 as r → ∞, for every t > 0 the set {u : K(u) ≤ t} is non-empty.
Moreover, K is continuous from the right, so the set has a minimum, and thus K−1 is
well-defined. The fact that K−1 is non-increasing is clear, and the fact that it has compact
support follows from the fact that K is bounded.

To prove the statement about (µM ∗Ks), we need the following straightforward fact
about K−1: for every s, t ∈ R≥0 we have K−1(t) > s if and only if t < K(s). We finish the
proof by computing∫

x′∈M
K

(
d(x, x′)

s

)
dµM =

∫
x′∈M

∫ ∞
0

1{
r<K

(
d(x,x′)
s

)} dr dµM

=

∫
x′∈M

∫ ∞
0

1{d(x,x′)<sK−1(r)} dr dµM =

∫ ∞
0

∫
x′∈M

1{d(x,x′)<sK−1(r)} dµM dr

=

∫ ∞
0

µM
(
B(x, sK−1(r)

)
dr,

as required.

A.2 Details from Section 3

Lemma 89 Let K be a kernel and let r′ ∈ (0,K(0)). Let Z be a compact metric space and
let µ and ν be Borel probability measures on Z such that dP(µ, ν) < ε for ε > 0. Let x, y ∈ Z
such that dZ(x, y) < ε′. Then, for all s > 0, we have (µ ∗Ks) (x) ≤ (ν ∗Ks+εs) (y) + εk,

for εs = ε+ε′

K−1(r′) and εk = K(0)
(
K(0)
r′ − 1

)
+K(0)ε.

Proof Using Lemma 88, we know that (µ ∗Ks) (x) =
∫K(0)

0 µ(B(x, sK−1(r))) dr, since, if
r > K(0), then K−1(r) = 0. Note that, for any radius R ≥ 0, we have

µ (B(x,R)) ≤ ν (B(x,R)ε) + ε ≤ ν (B(x,R+ ε)) + ε ≤ ν
(
B(y,R+ ε+ ε′)

)
+ ε,

so we can bound the local density estimate of x as follows:

(µ ∗Ks) (x) ≤
∫ K(0)

0

ν(B(y, sK−1(r)+ε+ε′))+ε dr =

∫ K(0)

0

ν(B(y, sK−1(r)+ε+ε′)) dr+K(0)ε.

Since K−1 is non-increasing, and r′ < K(0), it follows that K−1(rr′/K(0)) ≥ K−1(r) for
every r ≥ 0. Moreover, for any 0 ≤ r ≤ K(0), we have K−1(rr′/K(0)) ≥ K−1(r′). These
two considerations imply that, for 0 ≤ r ≤ K(0), we have

sK−1(r) + ε+ ε′ ≤
(
s+ (ε+ ε′)/K−1(r′)

)
K−1

(
rr′/K(0)

)
.

Combining this with the above bound for the local density estimate of x we get

(µ ∗Ks) (x) ≤
∫ K(0)

0
ν
(
B
(
y,
(
s+ (ε+ ε′)/K−1(r′)

)
K−1

(
rr′/K(0)

)))
dr +K(0)ε

=
K(0)

r′

∫ r′

0
ν
(
B
(
y,
(
s+ (ε+ ε′)/K−1(r′)

)
K−1 (r)

))
dr +K(0)ε

≤ K(0)

r′
(
ν ∗K(s+(ε+ε′)/K−1(r′))

)
(y) +K(0)ε.
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Finally, note that, for 0 ≤ a ≤ M <∞ and c ≥ 1, we have ca ≤ a+M(c− 1). As ν is
a probability measure, any local density estimate is bounded by K(0). This implies that

(µ ∗Ks) (x) ≤
(
ν ∗K(s+(ε+ε′)/K−1(r′))

)
(y) +K(0)

(
K(0)

r′
− 1

)
+K(0)ε,

as required.

Proof (of Proposition 44) We will construct a finite metric space M such that RSLκ,α
is not continuous at M . For any δ > 0, we will show that there is a finite metric space N
with dGHP(M,N) < δ such that dCI(RSLκ,α(M),RSLκ,α(N)) > 1/2.

Let M ⊂ R be a subset with 0, 1 ∈ M , and with κ − 2 points in the interval (− 1
10 , 0)

and κ− 2 points in the interval (1, 11
10). For ` ≥ 1, let M` = M ∪ {x+ 1

` : x ∈M}. We have
dGHP(M,M`) ≤ 1

` for all ` ≥ 1. It remains to show that dCI(RSLκ,α(M),RSLκ,α(M`)) > 1/2
for all sufficiently large `. Note that RSLκ,α(M)(r) = ∅ for r < 1; however, for ` ≥ 10, 0 is
in a cluster of RSLκ,α(M`)(r) for any r > 1/10. This finishes the proof.

As we described in Section 3, one could also formalize robust single-linkage by taking the
density threshold parameter to be a ratio k ∈ (0, 1), and then letting RSLk,α(M) = L(M)γ

for the covariant curve γ : (0,∞)→ R×3
>0 with γ(r) = (r, αr, k). This variant also fails to be

continuous with respect to the Gromov–Hausdorff–Prokhorov distance:

Proposition 90 Let k ∈ (0, 1) be rational, and let α > 0. With respect to the Gromov–
Hausdorff–Prokhorov distance and the correspondence-interleaving distance, RSLk,α is dis-
continuous.

Proof Write k = p/q. Without loss of generality, we may assume p ≥ 2. We will construct
a finite metric space M such that RSLk,α is not continuous at M . Let M ⊂ R be a subset
with 0 ∈M , with |M ∩ (− 1

10 , 0)| = p− 1 and with 1, 2, . . . , q − p ∈M . For n ≥ 1, let

Mn =

(
M ∪M +

1

n2
∪ · · · ∪M +

n− 1

n2

)
\
{
n− 1

n2

}
,

where M +a = {x+a : x ∈M}. The idea is that we replace each point of M with n points
that are tightly grouped together, except 0, which we replace with only n− 1 points (hence
we remove the point n−1

n2 ). We have dGHP(M,Mn)→ 0 as n→∞. We have 0 in a cluster
of RSLk,α(M)(r) for any r > 1/10; however, for n sufficiently large, RSLk,α(Mn)(r) = ∅ for
any r ≤ 1/2. This shows that dCI(RSLk,α(M),RSLk,α(Mn)) > 4/10 for sufficiently large n,
finishing the proof.

Proof (of Proposition 45) For simplicity, we assume κ′ = κ+1, but the construction can
easily be extended to the general case. Let M ⊂ R consist of κ points in the interval (−1, 0),
as well as the point D + 2. Let x ∈ M ∩ (−1, 0). Then x is in a cluster of RSLκ,α(M)(r)
for any r > 1, but RSLκ′,α(M)(r) = ∅ for all r ≤ D + 2.

We also have the analogue of Proposition 45 for the variant of robust single-linkage that
takes a density threshold k ∈ (0, 1) instead of κ:

48



Stable and Consistent Density-Based Clustering

Proposition 91 Let k, k′ ∈ (0, 1) be rational with k 6= k′, and let α > 0. For any D > 0,
there is a finite metric space M such that dCI(RSLk,α(M),RSLk′,α(M)) > D.

Proof The construction of M is similar to the proof of Proposition 90. Write k = p/q.
Without loss of generality, we may assume p ≥ 2, and k < k′. Let M ⊂ R be a subset with
0 ∈ M , with |M ∩ (−1

2 , 0)| = p − 1, and with D + 1, 2(D + 1), . . . , q − p(D + 1) ∈ M . If
s ≥ 1/2, then 0 is in a cluster of RSLk,α(M). However, if s < D+ 1, then RSLk′,α(M) = ∅,
and the proposition follows.

Proof (of Proposition 46) Let M = {0, t} ⊂ R. Say PI is defined using the kernel K.
Because we always use isotropic kernels, we have (µM ∗Ks) (0) = (µM ∗Ks) (t) =: M . So,
PIs,t(M)(r) = ∅ if r > M and PIs,t(M)(r) = {M} if r ≤M . Now, for any ε > 0, let Mε =
{0, t+ ε}. For any correspondence R between M and Mε, we have π∗M (PIs,t(M))(r) = {R}
for r ≤ M , but π∗Mε

(PIs,t(Mε))(r) 6= {R} for any r > 0. So, for any 0 ≤ δ < M , PIs,t(M)
and PIs,t(Mε) are not δ-interleaved with respect toR, and thus dCI(PIs,t(M),PIs,t(Mε)) > δ.
But, as ε→ 0, we have dGHP(M,Mε)→ 0.

Proof (of Proposition 47) Say PI is defined using the kernel K. Let s > 0 be arbitrary,
let t = minx6=x′ dM (x, x′), and let x0, x1 ∈ M be such that dM (x0, x1) = t. If t′ < t, then
PIs,t′(M)(r) consists of singletons for all r > 0, while PIs,t(M)(r) has a cluster containing
x0 and x1 for all r ≤ min((µM ∗Ks) (x0), (µM ∗Ks) (x1)). So, dCI(PIs,t(M),PIs,t′(M)) does
not go to zero as t′ → t from below.

A.3 Details from Section 4

In order to prove that CI-consistency implies Hartigan consistency, we need a lemma, which
is similar to Chaudhuri and Dasgupta (2010, Lemma 14, Appendix: Consistency), except
that we do not require super-level sets to have finitely many connected components.

Lemma 92 Let f : Rd → R be a continuous, compactly supported probability density func-
tion, let r > 0 and A 6= A′ ∈ H(f)(r). There exists ε > 0 and B,B′ ∈ H(f)(r − ε) with
B 6= B′ such that A ⊆ B and A′ ⊆ B′.

Proof Say, towards a contradiction, that for all n with 1/n < r, there is Bn ∈ H(f)(r−1/n)
with A ⊂ Bn and A′ ⊂ Bn. It is a standard fact that if K1 ⊇ K2 ⊇ · · · is a nested sequence
of non-empty, compact, connected sets in Euclidean space, then the intersection ∩∞i=1Ki is
connected (Császár, 1978, 10.1.23). So, the intersection B = ∩Bn is connected. For all
b ∈ B, we have f(b) ≥ r − 1/n for all n large enough, so we must have f(b) ≥ r. As B is
contained in {f ≥ r} and B is connected, B must intersect only one connected component
of {f ≥ r}, but we have A ⊂ B and A′ ⊂ B, a contradiction.

Proof (of Proposition 56) Given r > 0 and distinct elements A and A′ of H(f)(r), we
show that the probability of An ∩ A′n = ∅ goes to 1 as n → ∞, where An is the smallest
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cluster in Aθn(Xn) that contains A∩Xn and likewise for A′, and the θn are the parameters
whose existence is given by CI-consistency of A.

From Lemma 92 it follows that there exists ε > 0 and distinct elements B,B′ ∈
H(f)(r − ε) such that A ⊆ B and A′ ⊆ B′. Let δ ∈ (0, 1). By assumption, there ex-
ists N such that, if n ≥ N , then the probability that Aθn(Xn) and H(f) are ε/2-interleaved
with respect to the closest point correspondence Rc ⊆ Xn × S(f) is greater than 1 − δ.
As Rc contains the pairs (x, x) for x ∈ Xn, if Aθn(Xn) and H(f) are ε/2-interleaved with
respect to Rc, then Aθn(Xn) and i∗(H(f)) are ε/2-interleaved as hierarchical clusterings of
Xn, where i : Xn → S(f) is the inclusion. It is therefore enough to show that if Aθn(Xn)
and i∗(H(f)) are ε/2-interleaved, then An ∩ A′n = ∅. Now, if Aθn(Xn) and i∗(H(f))) are
ε/2-interleaved, then there exist C,C ′ ∈ Aθn(Xn)(r − ε/2) such that A ∩Xn ⊆ C ⊆ B and
A′ ∩Xn ⊆ C ′ ⊆ B′. As An ⊆ C and A′n ⊆ C ′, and B ∩B′ = ∅, we have An ∩A′n = ∅.

We now prove Theorem 58, the CI-consistency of λ-link. Because the argument works
in greater generality, we actually prove this for any “admissible family” of curves (this is
Theorem 108). The curves {λx,ycon}x,y>0 from Theorem 58 will be an example of an admissible
family. We will use the following curves in order to define slices of kernel linkage.

Definition 93 A slicing curve consists of an interval Iγ = (0,maxγ) with maxγ ∈ (0,∞],
and an order-preserving function γ = (γs, γt, γk) : Iop

γ → R>0×R>0×Rop
>0, which we assume

is continuous when viewed as a map between subspaces of Euclidean space. For any slicing
curve γ and any metric probability space M, we write γ-link(M) = L(M)γ.

As in Definition 57, we have to re-parameterize slices of kernel linkage in order to
interleave them with the density-contour hierarchical clustering. We do this as follows.

Definition 94 Let K be a kernel, and let γ be a slicing curve. For s > 0, we write
vs =

∫
Rd K(||x||/s) dx. Define an order-preserving function ϕ : Iγ → R>0 by ϕ(r) =

γk(r)/vγs(r). We say that γ is covering if γs and γk are injective, γs(r)→ 0 as r → maxγ,
and γk(r) → 0 as r → 0. If γ is covering, then ϕ is a bijection. In that case, we write
γ = γ ◦ ϕ−1 : Rop

>0 → R>0 × R>0 × Rop
>0. If γ is a slicing curve that is covering, then γ is

also a slicing curve.

From now on, fix a continuous, compactly-supported density function f : Rd → R with
support S(f).

Notation 95 For s > 0, define fs : S(f)→ R by

fs(x) =

∫
Rd
K

(
||x− y||

s

)
f(y) dy.

Note that fs(x) = (f ∗Ks) (x) = (µf ∗Ks) (x). As S(f) is compact, the continuous
function f is uniformly continuous. An elementary consequence (see e.g. Folland, 2013,
Theorem 8.14) is that fs/vs approximates f for small enough s:

Lemma 96 Given ε > 0 there exists δ > 0 such that if s < δ then ||fs/vs − f ||∞ < ε.
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Notation 97 Let I ⊆ Rop
>0 be an interval, and let H : I → C(X) be a contravariant

hierarchical clustering of a set X. We write ηH : X → [0,∞] for the function defined by
ηH(x) = sup{r ∈ I : ∃C ∈ H(r), x ∈ C}.

Notation 98 We write L(f) for the kernel linkage of the metric probability space (S(f), µf ).
For any slicing curve γ, we write hγ = ηL(f)γ . If γ is covering, we write hγ = ηL(f)γ .

Lemma 99 Let γ be a slicing curve that is covering. Then, for any x ∈ S(f), the quantity
hγ(x) satisfies fγs(hγ(x))(x) = γk(h

γ(x)). And, there exists r1 ∈ Iγ such that hγ(x) < r1 for
every x ∈ S(f).

Proof Note first that, for any x ∈ S(f), hγ(x) = sup {r ∈ Iγ : fγs(r)(x) ≥ γk(r)}. We begin
the proof by showing the following: there is r1 ∈ Iγ such that {x ∈ S(f) : fγs(r1)(x) ≥
γk(r1)} = ∅, and there is r0 ∈ Iγ such that {x ∈ S(f) : fγs(r0)(x) ≥ γk(r0)} = S(f). For
the existence of r1, note that fγs(r)(x) ≤ vγs(r) · max(f) for all x ∈ S(f) and r ∈ Iγ . So
r1 exists, since, as r → maxγ , we have vγs(r) · max(f) → 0 while γk(r) is increasing. For
the existence of r0 note that, for every r ∈ Iγ , the function fγs(r)(x) is continuous in x and
strictly positive for every x ∈ S(f), so we have min(fγs(r)(x)) > 0 for any r ∈ Iγ . So r0

exists since, as r → 0, we have γk(r)→ 0 while min(fγs(r)(x)) is increasing.
Now, the function fγs(r)(x) is decreasing and continuous in r, and γk(r) is continuous

and strictly increasing in r. Since fγs(r0)(x) ≥ γk(r0) and fγs(r1)(x) < γk(r1), we have that
hγ(x) is the unique number r ∈ [r0, r1] such that fγs(r)(x) = γk(r), as required.

Lemma 100 Let ε > 0, and let γ be a slicing curve that is covering. There is δ > 0 such
that, if γs(r) < δ for every r ∈ Iγ, then ||hγ − f ||∞ < ε.

Proof Using Lemma 96, let δ be such that if s < δ, then, for all x ∈ S(f), we have
|fs(x)/vs− f(x)| < ε. By definition of γ, we have hγ(x) = ϕ(hγ(x)). Using Lemma 99, this
implies that, for all x ∈ S(f),

hγ(x) = ϕ(hγ(x)) =
γk(h

γ(x))

vγs(hγ(x))
=
fγs(hγ(x))(x)

vγs(hγ(x))
,

So, if γs(r) < δ for every r ∈ Iγ , then |hγ(x)− f(x)| < ε as γs(h
γ(x)) < δ.

Now, let T be a topological space, and let U = {Ui}ni=1 be an open cover of T , with
Ui 6= ∅ for all i. Consider the graph GU with vertex set {1, . . . , n}, and with an edge (i, j)
if Ui ∩ Uj 6= ∅.

Lemma 101 If T is a connected topological space, and U = {Ui}ni=1 is a finite open cover
of T with Ui 6= ∅ for all i, then the graph GU is connected.

Proof We use induction on n. We assume the statement for n − 1, and prove it for n. If
U1 ∩ Ui = ∅ for all 1 < i ≤ n, then we can write T = U1 t (∪ni=2Ui), contradicting the
assumption that T is connected. So, we can choose 1 < j ≤ n such that U1 ∩ Uj 6= ∅.
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Let U ′ = {U1 ∪ Uj , U2, . . . , Ûj , . . . , Un}, where Ûj indicates that we remove Uj . Then U ′ is
an open cover of T with n − 1 elements, so by induction, GU ′ is connected. Now, GU ′ is
obtained by contracting the edge {1, j} of GU . Thus, GU is connected.

Lemma 102 Let ε > 0 and let γ be a slicing curve that is covering. There is δ > 0 such
that, if γs(r), γt(r) < δ for every r ∈ Iγ, then L(f)γ and H(f) are ε-interleaved.

Proof Using the fact that f is uniformly continuous, Lemma 100, and Lemma 96, choose
δ > 0 such that, for all x, y ∈ Rd, if ||x − y|| < δ, then |f(x) − f(y)| < ε/2, and such
that, if γs(r) < δ for all r ∈ Iγ , then ||hγ − f ||∞ < ε/2, and such that, if s < δ, then
||fs/vs−f ||∞ < ε/2. Let γ be a slicing curve that is covering, and such that γs(r), γt(r) < δ
for every r ∈ Iγ . We show that we have L(f)γ(r) � H(f)(r−ε) and H(f)(r) � L(f)γ(r−ε)
in C(S(f)) for all r > ε.

By Lemma 100, for any x ∈ S(f), if x is contained in a cluster of L(f)γ(r), then x is
contained in a cluster of H(f)(r− ε); and if x is contained in a cluster of H(f)(r), then x is
contained in a cluster of L(f)γ(r−ε). Next, say x, y ∈ C ∈ L(f)γ(r) for r > ε. We show that
x and y belong to the same cluster of H(f)(r−ε). Let r0 = ϕ−1(r), s0 = γs(r0), t0 = γt(r0),
and k0 = γk(r0). So, by the definition of ϕ, we have r = k0/vs0 . Note we have t0, s0 < δ.
As x, y ∈ C, there is a chain x0, . . . , xn ∈ S(f) with x = x0, y = xn, such that fs0(xi) ≥ k0

and ||xi − xi+1|| ≤ t0 for all i. Dividing by vs0 , we have fs0(xi)/vs0 ≥ k0/vs0 = r. Let
0 ≤ i ≤ n− 1, and let αi : [0, 1] → Rd parameterize the straight-line path from xi to xi+1.
Let q ∈ [0, 1]. Because ||xi − αi(q)|| ≤ t0 < δ, we have |f(xi)− f(αi(q))| < ε/2. As s0 < δ,
we have |fs0(xi)/vs0 − f(xi)| < ε/2. So, we have f(αi(q)) > r − ε. The concatenation of
the αi is therefore a path in S(f) from x to y such that f(p) > r− ε for all points p on the
path. So, x and y belong to the same cluster of H(f)(r − ε).

Finally, let x, y ∈ C ∈ H(f)(r). We show that x and y belong to the same cluster of
L(f)γ(r − ε) for r > ε. Write tε = γt(ϕ

−1(r − ε)) > 0; we will show that there is a tε-chain
(x = x0, . . . , xn = y) ∈ C. Let {Pi}i∈I be the set of path components of C. For each i ∈ I,
let P tεi = ∪a∈PiBC(a, tε). Then, {P tεi }i∈I is an open cover of C. Since C is compact, there
is a finite J ⊆ I such that U = {P tεi }i∈J is an open cover of C.

Now, say i, j ∈ J , and P tεi ∩P
tε
j 6= ∅. We show that for any a ∈ Pi and any b ∈ Pj , there

is a tε-chain in C connecting a and b. Choose w ∈ P tεi ∩ P
tε
j ; by definition, there is wi ∈ Pi

and wj ∈ Pj such that ||w − wi|| < tε, and ||w − wj || < tε. Then, there is a tε-chain in Pi
connecting a to wi, and a tε-chain in Pj connecting b to wj , which together give a tε-chain
in C connecting a and b. By Lemma 101, the graph GU is connected. So, there is a tε-chain
in C connecting x and y.

Definition 103 A slicing curve γ = (γs, γt, γk) : Iγ → R3
>0 is non-singular in each

component if it is continuously differentiable and the derivatives γ′s, γ
′
t, and γ′k never van-

ish.

Definition 104 We say that a family {γθ}θ∈Θ of slicing curves is an admissible family
if each γθ is covering and non-singular in each component, and if, for every b > 0, there is
θ ∈ Θ such that for all r ∈ Iγθ , we have γθs (r), γθt (r) < b.
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Lemma 105 Let γ be a slicing curve that is non-singular in each component. Let H and E
be R>0×R>0×Rop

>0-hierarchical clusterings of sets X and Y respectively, and let R ⊆ X×Y
be a correspondence. Assume there exists r ∈ Iγ with Hγ(r) = ∅. For every ε > 0 there is
δ > 0 such that, if H and E are (δ, δ, δ)-interleaved with respect to R, then Hγ and Eγ are
ε-interleaved with respect to R.

Proof Choose r0 ∈ Iγ such that Hγ(r0) = ∅ and let ε > 0. Without loss of generality,
suppose that ε < r0. Choose r1, r2 ∈ Iγ such that r0 < r1 < r2 < maxγ . Let c =
minr∈[ε/3,r2] {min (|γ′s(r)|, |γ′t(r)|, γ′k(r))} > 0. Let δ = min(c(r1 − r0), cε/3). We show that
if H and E are (δ, δ, δ)-interleaved w.r.t. R, then Hγ and Eγ are ε-interleaved w.r.t. R.

Let Hγ
ε/3 be the Iγ-hierarchical clustering of X with Hγ

ε/3(r) = Hγ(r) for r ∈ Iγ with

r > ε/3, and Hγ
ε/3(r) = {X} else. Define Eγε/3 in the same way. Since Hγ

ε/3 and Hγ are ε/3-

interleaved, and similarly for Eγ , it suffices to show that Hγ
ε/3 and Eγε/3 are ε/3-interleaved

w.r.t. R. We first show that Eγ(r1) = ∅. It follows that Eγ(r) = Hγ(r) = ∅ for all r ≥ r1.
By the definition of c, we have γs(r1) + c(r1− r0) ≤ γs(r0), γt(r1) + c(r1− r0) ≤ γt(r0), and
γk(r1)− c(r1− r0) ≥ γk(r0). Using these equations, the (δ, δ, δ)-interleaving between H and
E, and the assumption that δ ≤ c(r1−r0), we have π∗Y (Eγ)(r1) � π∗X(Hγ)(r0) = ∅, and thus
Eγ(r1) = ∅. Now, to show that Hγ

ε/3 and Eγε/3 are ε/3-interleaved w.r.t. R, it suffices to

show that, for r ∈ (2ε/3, r1), we have π∗X(Hγ
ε/3)(r) � π∗Y (Eγε/3)(r− ε/3), and π∗Y (Eγε/3)(r) �

π∗X(Hγ
ε/3)(r − ε/3). Again by the definition of c, we have γs(r) + c(ε/3) ≤ γs(r − ε/3),

γt(r) + c(ε/3) ≤ γt(r − ε/3), and γk(r) − c(ε/3) ≥ γk(r − ε/3) for any r ∈ (2ε/3, r2). Us-
ing these equations, the (δ, δ, δ)-interleaving between H and E, and the assumption that
δ ≤ cε/3, we obtain the desired relations.

Lemma 106 Let {γθ}θ∈Θ be an admissible family of slicing curves, and let Xn be a sample
of f . For every ε > 0 there exist θ ∈ Θ and δ > 0 such that, if dP(µn, µf ), dH(Xn,S(f)) < δ,

then L(Xn)γ
θ

and H(f) are ε-interleaved with respect to the closest point correspondence
Rc ⊆ Xn × S(f).

Proof By Lemma 102, and the fact that the family {γθ}θ∈Θ is admissible, we can fix the

parameter θ so that H(f) and L(f)γ
θ

are ε/2-interleaved. It is then enough to show that

we can choose δ > 0 such that, if dP(µn, µf ) < δ and dH(Xn,S(f)) < δ, then L(f)γ
θ

and

L(Xn)γ
θ

are ε/2-interleaved with respect to Rc. To see that this can be done, note that the

operation L(−)γ
θ

is the composite of L(−) and slicing by γθ, and apply Theorem 38 (note
that the interleaving constructed in the proof is with respect to Rc) and Lemma 105, where

the last result applies by Lemma 99, since γθ is covering.

Lemma 107 Let (M, d, µ) be a compact metric probability space with full support and let
Xn be an i.i.d. n-sample of M, seen as a subspace of M. Let ε > 0. Then, the probability
that max(dP(µn, µ), dMH (Xn,M)) > ε goes to 0 as n→∞. Here µn is the empirical measure
given by the sample Xn.
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Proof We show that P (dMH (Xn,M) > ε) → 0 as n → ∞. Since M is compact, for any
ε > 0 we can cover M with finitely many ε-balls, all of which have positive measure, by
assumption. This implies that the probability that there is a sample point inside of each
of these goes to 1 as n goes to ∞. We conclude by showing that P (dP(µn, µ) > ε) → 0 as
n→∞. This follows from the facts that i.i.d. samples of a separable metric space with the
empirical measure converge weakly to the sampled space, in probability (Parthasarathy,
1972, Chapter II, Theorem 7.1), and that weak convergence implies convergence in the
Prokhorov distance (Billingsley, 1999, Section 6).

Theorem 108 Let {γθ}θ∈Θ be an admissible family of slicing curves. The hierarchical
clustering algorithm γ-link with parameter space Θ, defined using any kernel K, is CI-
consistent with respect to any continuous, compactly supported probability density function
f : Rd → R.

Proof The theorem follows from Lemma 106 and the fact that samples converge to the
space being sampled, Lemma 107.

A.4 Details from Section 5

Lemma 109 Let I ⊆ R be an interval, let H be an I-hierarchical clustering, and let C <
D ∈ PC(H). Then, there exists E ∈ PC(H) such that E < D and C and E are incomparable.

Proof Let r < s ∈ I and C ∈ H(r) and D ∈ H(s) such that [C] = C and [D] = D. Since
C 6= D, there must exist t ∈ [r, s] and E ∈ H(t) such that E ⊆ D but C 6⊆ E. Then, the
persistent cluster E ∈ PC(H) satisfies the required conditions.

Lemma 110 Let I ⊆ R be an interval, H be an I-hierarchical clustering, and let C,D ∈
PC(H). If U(C) ∩ U(D) 6= ∅, then U(C) ⊆ U(D) or U(D) ⊆ U(C). Moreover, if U(C) =
U(D), then C = D ∈ PC(H).

Proof Say U(C)∩U(D) 6= ∅, and let x ∈ U(C)∩U(D). Choose r ∈ life(C) with x ∈ C(r)
and r′ ∈ life(D) with x ∈ D(r′). Without loss of generality, r ≤ r′, and thus C(r) ⊆ D(r′).
We show U(C) ⊆ U(D). Say y ∈ U(C). Choose i ∈ life(C) with y ∈ C(i). We may assume
i ≥ r. If r′ ∈ life(C), then C(r′) = D(r′), and thus C = D. So, assume r′ 6∈ life(C). As
life(C) is an interval, i < r′, and thus C(i) ⊆ D(r′). So, y ∈ D(r′) ⊆ U(D).

Now, assume U(C) = U(D). As in the first step above, we have without loss of gen-
erality C(r) ⊆ D(r′) for some r ≤ r′. We show C(r) ∼ D(r′). Let r′′ ∈ [r, r′], and let
A,A′ ∈ H(r′′) with A,A′ ⊆ D(r′). We have A,A′ ⊆ U(D) = U(C). Let B ∈ H(r′′) be the
cluster such that C(r) ⊆ B. It is straightforward to show A = B, and similarly A′ = B.
Thus A = A′, finishing the proof.
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Lemma 111 Let I ⊆ R be an interval, let H be an I-hierarchical clustering, and let C <
D ∈ PC(H). Then, the set {D ∈ PC(H) : D ≥ C} is linearly ordered in PC(H).

Proof Let r, r′ ∈ I, D ∈ H(r), D′ ∈ H(r′) such that [D] = D and [D′] = D′. Assume, with-
out loss of generality, that r ≤ r′. Since C ≤ D,D′, we have U(C) ⊆ D and U(C) ⊆ D′. If
follows that U(D) ∩ U(D′) 6= ∅ and thus D ≤ D′ or D′ ≤ D, by Lemma 110.

Definition 112 Let H be a one-parameter hierarchical clustering and let C ∈ PC(H). The
successor of C is, if it exists, the unique minimal element of {D ∈ PC(H) : D > C},
where uniqueness follows from the fact that {D ∈ PC(H) : D > C} is linearly ordered
(Lemma 111).

We now recall the terminology of persistence modules; we refer the interested reader to
Chazal et al. (2016); Bauer and Lesnick (2015) for details. Fix a field F. Let I ⊆ R be an
interval, and let H be an I-hierarchical clustering of a set X. For each r ∈ I, consider the
vector space FH(r) that is freely generated by the clusters of H(r). For r ≤ r′, there is a
linear map FH(r)→ FH(r′) defined on the basis given above by H(r ≤ r′). This data gives
a functor FH : I → F-vec, where F-vec is the category of vector spaces over F. Analogously
to Definition 4, we call such a functor an I-persistence module.

Let I ⊆ R be an interval and let M : I → F-vec be an I-persistence module. Given
r ≤ r′ ∈ I, define the rank invariant (Zomorodian and Carlsson, 2005) of M at r ≤ r′ as
rk(M)(r ≤ r′) = rk(M(r)→M(r′)). Note that rk(H) = rk(FH).

For our purposes, given a set A, a multiset of elements of A consists of an indexing set
J and a function a : J → A. We usually denote such a multiset by {aj}j∈J . We say that
two multisets {aj}j∈J and {bk}k∈K of elements of A are equal if there exists a bijection
β : J → K such that aj = bβ(j) for all j ∈ J .

Let B ⊆ I ⊆ R be inclusions of intervals. The I-persistence module FB : I → F-vec is
the functor taking the value F on every r ∈ B and the value 0 elsewhere, with structure
morphism being the identity F → F whenever that is possible. The following theorem is
due to Crawley-Boevey.

Theorem 113 (Crawley-Boevey 2015, Theorem 1.1) Let F be a field, let I ⊆ R be
an interval, and let M : I → F-vec be an I-persistence module. If M is pointwise finite-
dimensional, then there exists a unique multiset of intervals {Bj ⊆ I}j∈J such that M is
isomorphic to

⊕
j∈J FBj .

Lemma 114 Let I ⊆ R be an interval. Let H be a pointwise finite I-hierarchical clustering
and let F be any field. Then B(H) is the unique multiset {Bj ⊆ I}j∈J such that FH ∼=⊕

j∈J FBj .

Proof By definition, the I-persistence module FH : I → F-vec is pointwise finite dimen-
sional, in the sense of Crawley-Boevey (2015). Thus, by Theorem 113, there exist a unique
multiset of intervals {Bj ⊆ I}j∈J such that FH ∼=

⊕
j∈J FBj . By unfolding definitions, we

get

rk

⊕
j∈J

FBj

 (r ≤ r′) =
∑
j∈J

rk
(
FBj

)
(r ≤ r′) = |{j ∈ J : r, r′ ∈ Bj}|,
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so {Bj ⊆ I}j∈J is a barcode for H.
The fact that the barcode is unique is a particular case of (Botnan et al., 2022, Propo-

sition 2.8), where the poset P is taken to be I and the collections of intervals Î and I are
all intervals included in I.

Proof (of Theorem 67) This follows at once from Theorem 113 and Lemma 114.

Lemma 115 Let H be a finite I-hierarchical clustering. Then

|leaves(H)| = max{k ∈ N : ∃{rj ∈ I}1≤j≤k, {Dj ∈ H(rj)}1≤j≤k s.t. Di ⊆ Dj ⇒ i = j},

and any set {Dj ∈ H(rj)}1≤j≤k attaining the maximum must be such that {[Dj ] ∈ PC(H)} =
leaves(H).

Proof The inequality (≤) follows immediately by taking the set of clusters {Dj} to be a
set of representatives of the leaves of H. The inequality (≥) follows from the fact that,
given a set {Dj ∈ H(rj)}1≤j≤k as in the statement, the set {[Dj ] ∈ PC(H)}1≤j≤k forms an
antichain of PC(H) and thus its cardinality is bounded above by the cardinality of the set
of minimal elements of PC(H), which is, by definition, the set of leaves. To prove the last
claim, note that any antichain of PC(H) of cardinality |leaves(H)| must necessarily be the
set leaves(H) itself, since PC(H) forms a forest.

Lemma 116 Let H be a finite I-hierarchical clustering of a set X. Assume that H is not
constantly empty and let C ∈ leaves(H). Then

1. H \C is a finite I-hierarchical clustering;

2. |leaves(H \C)| = |leaves(H)| − 1;

3. If |leaves(H)| ≥ 2, then minD∈leaves(H) length(D) ≤ minD′∈leaves(H\C) length(D′).

Proof Note first that if D1 ∈ H(r1) and D2 ∈ H(r2) are such that [D1] = [D2] in PC(H)
and [D1] 6= C, then [D1] = [D2] in PC(H \ C). Using this fact, we can define a function
ϕ : PC(H) \ C → PC(H \ C) as follows. For D ∈ PC(H) \ C, pick any D ∈ D, and
let ϕ(D) = [D] ∈ PC(H \ C). We now prove that ϕ is surjective, which implies the first
statement of the lemma. Let D ∈ PC(H \C), and let D ∈ D. Then [D] 6= C in PC(H) by
definition of H \C. So, ϕ([D]) = D.

Next, we show that, when ϕ is restricted to leaves(H) \ C, ϕ is a bijection between
leaves(H) \C and leaves(H \C); this proves the second statement of the lemma. For this,
we will use the following fact, which is straightforward to check. If G is an I-hierarchical
clustering, and A ∈ PC(G), then A is a leaf if and only if for any r ∈ life(A) and for
any r′ ∈ I with r′ < r, there is at most one cluster B ∈ H(r′) with B ⊆ A(r). Now, let
D ∈ leaves(H) \ C. We need to show ϕ(D) is a leaf. Let D = D(r) for some r, so that
ϕ(D) = [D]. If there is r′ < r and B,B′ ∈ (H \ C)(r′) with B,B′ ⊆ D, then as D is a
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leaf of H, we have B = B′. Let s ∈ life(ϕ(D)), and let s′ ∈ I with s′ < s. If s′ < r, then
we have shown that there is at most one cluster in (H \ C)(s′) contained in ϕ(D)(s). If
r ≤ s′, then as ϕ(D)(r) ∼ ϕ(D)(s), there is exactly one cluster in (H \C)(s′) contained in
ϕ(D)(s). So, ϕ(D) is a leaf.

We show that ϕ|leaves(H)\C is injective. Say D,E ∈ leaves(H) \ C and D 6= E. Let
D = D(r) and E = E(r′) for some r, r′. As D and E are distinct leaves, Lemma 110 implies
D ∩ E = ∅. As D = ϕ(D)(r) and E = ϕ(E)(r′), we have ϕ(D) 6= ϕ(E).

Next we show that the image of ϕ|leaves(H)\C is leaves(H \C). Say D ∈ leaves(H \C).
Let D = D(r) for some r. If [D] ∈ leaves(H), then we are done, since ϕ([D]) = D. So,
say [D] is not a leaf of H. Then there is r′ ∈ I with r′ < r and B,B′ ∈ H(r′) with
B 6= B′ and B,B′ ⊆ D. Without loss of generality, B 6∈ (H \C)(r′), so [B] = C in PC(H).
Thus, [B′] 6= C, so that B′ ∈ (H \ C)(r′). As D is a leaf of H \ C, we have [B′] = D in
PC(H \C), so that ϕ([B′]) = D. We show that [B′] ∈ leaves(H) \C. Say there is r′′ < r′

and A,A′ ∈ H(r′′) with A,A′ ⊆ B′. Then A ∩B = ∅ and A′ ∩B = ∅, so that [A] 6= C and
[A′] 6= C in PC(H). Thus, A,A′ ∈ (H \C)(r′′), and since D is a leaf of H \C, A = A′.

We have shown that ϕ|leaves(H)\C is a bijection between leaves(H)\C and leaves(H \C),
proving the second statement of the lemma. We will also use this fact to prove the third
statement of the lemma. Note first that if D ∈ PC(H) \ C, then life(D) ⊆ life(ϕ(D)),
and so length(D) ≤ length(ϕ(D)). Now, say |leaves(H)| ≥ 2, so that |leaves(H \ C)| ≥
1. Choose E′ ∈ leaves(H \ C) such that length(E′) = minD′∈leaves(H\C) length(D′). Let
E ∈ leaves(H) \C be such that ϕ(E) = E′. Then minD∈leaves(H) length(D) ≤ length(E) ≤
length(E′) = minD′∈leaves(H\C) length(D′).

Lemma 117 Let H be a finite I-hierarchical clustering that is not constantly empty, and
let C be a minimal leaf of H. Then FH ∼= F(H \C)⊕ Flife(C).

Proof Let H be a finite I-hierarchical clustering of a set X. For convenience, denote
H ′ = H \C. We start by defining a morphism of I-persistence modules FH ′⊕Flife(C) → FH
as a sum of two morphisms φ : FH ′ → FH and ψ : Flife(C) → FH. Let φ : FH ′ → FH
be given by mapping the basis element of FH ′(r) corresponding to D ∈ H ′(r) to the basis
element of FH(r) corresponding to the same cluster D ∈ H(r).

To define ψ, we consider two cases. If C has no successor in PC(H), then the morphism
ψ : Flife(C) → FH defined by mapping the basis element 1 ∈ F = Flife(C)(r) to the basis
element of FH(r) corresponding to C(r) ∈ H(r) is well-defined.

If C does have a successor D, let A denote any leaf of H smaller than D and different
from C, which must exist by Lemma 109. Since C is a minimal leaf, for each r ∈ life(C),
there exists r′ ∈ life(A) such that r′ ≤ r. Let A′ : life(C) → C(X) denote the persistent
cluster defined as A′(r) = H(r′ ≤ r)(A(r′)) ∈ H(r). Let ψ : Flife(C) → FH be defined by
mapping the basis element 1 ∈ F = Flife(C)(r) to the subtraction of basis elements of FH(r)
given by C(r)−A′(r). In order to see that this is well-defined, note that, if t ∈ life(D), then
H(r ≤ t)(C(r)) = H(r ≤ t)(A′(r)), since both C and A are smaller than D in PC(H), and
thus C(r)−A′(r) maps to 0 in FH(t) as soon as t is larger than all elements in life(C).

To conclude the proof, it is enough to prove that the morphism φ+ψ : FH ′⊕Flife(C) →
FH is an epimorphism, since, in that case, it must also by a monomorphism, by dimension-
counting. Let r ∈ I; it is clear that all basis elements of FH(r) corresponding to clusters
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B ∈ H(r) such that [B] 6= C are in the image of φ+ψ, since they are already in the image of
φ, by construction. It is then enough to prove that basis elements of FH(r) corresponding
to clusters C ∈ H(r) such that [C] = C are in the image of φ+ψ, and for this we necessarily
have r ∈ life(C). To conclude, note that the element of FH(r) corresponding to A′(r) is
in the image of φ, since it is a basis element of FH ′(r), and the element corresponding to
C(r)−A′(r) is in the image of ψ, by construction.

Proof (of Proposition 71) Note that the process is well-defined and terminates in
|leaves(H)| by Lemma 116. By induction and Lemma 117, we have FH =

⊕
1≤i≤k Flife(Ci),

so the claim follows from Lemma 114.

Corollary 118 Let H be a finite hierarchical clustering. Then,

min
C∈leaves(H)

length(C) = min
B∈B(H)

length(B).

Proof This follows from the first step in Proposition 71 and the third claim of Lemma 116.

Lemma 119 For any λ ∈ {λx,ycon}x,y>0 and any compact metric probability space M, the
hierarchical clustering λ-link(M) is essentially finite. If f : Rd → R is continuous and
compactly supported, then H(f) is essentially finite.

Proof Let H be an R-hierarchical clustering. For the purposes of this proof, and in analogy
with the notion of q-tameness introduced in Chazal et al. (2009), we say that H is q-tame if,
for every r < r′ ∈ R, the cardinality of the image of the function H(r ≤ r′) : H(r)→ H(r′)
is finite, and, we say that H is bounded if there exist s ≤ t ∈ R such that H is constant
on (−∞, s) and on (t,∞). We start by proving that the hierarchical clusterings of interest
are q-tame and bounded.

LetM be a compact metric probability space. Then, the extension of λ-link(M) to an
R-hierarchical clustering is q-tame since λ-link(M) is pointwise finite, as its values are a
single-linkage clustering of a totally bounded metric space. The extension is also bounded,
since it is an extension of a hierarchical clustering defined over a finite interval.

Let f : Rd → R be continuous and compactly supported. The hierarchical clustering
H(f) is q-tame by Cagliari and Landi (2011, Theorem 2) (or Chazal et al. 2016, Theo-
rem 3.33), and it is bounded since f takes values in a compact set. Then, the result follows
from the following claim.

Claim. A bounded R-hierarchical clustering is q-tame if and only if it is essentially finite.

Proof of claim. Let H be a bounded R-hierarchical clustering.

Assume that H is essentially finite. If r < r′ ∈ R, there exists τ > 0 such that r ≤ r′−τ ;
thus H(r ≤ r′) = H(r′ − τ ≤ r′) ◦H(r ≤ r′ − τ). The image of the function H(r′ − τ ≤ r′)
is finite, since H≥τ is a finite hierarchical clustering. It follows that the image of H(r ≤ r′)
is finite, and thus that H is q-tame.
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Now assume that H is q-tame, and, towards a contradiction, let τ > 0, assume PC(H≥τ )
is infinite, and let {Cn}n≥0 be a countably infinite family of elements of PC(H≥τ ). Let
s ≤ t ∈ R be such that H≥τ is constant on (−∞, s) and on (t,∞); such s and t must exist
since H is bounded. Only finitely many elements of {Cn} can have support intersecting
(−∞, s) ∪ (t,∞), since H≥τ is constant on (−∞, s) and on (t,∞). Thus, after taking a
subsequence of {Cn} we may assume that all intervals life(Cn) are contained in [s, t]. Since
[s, t] is compact, after taking a subsequence of {Cn}, we may assume that, as n → ∞, we
have bn := birth(Cn) → b and dn := death(Cn) → d, with b ≤ d. Let sn = (bn + dn)/2
and let s = (b + d)/2. For each n, there is Cn ∈ H≥τ (sn) with [Cn] = Cn, and therefore
there is C ′n ∈ H(sn − τ) with H(sn − τ ≤ sn)(C ′n) = Cn. As n → ∞, we have sn → s, so
there exists n0 ∈ N such that sn − τ < s − 2τ

3 < s − τ/3 < sn for all n ≥ n0. Thus, for
n ≥ n0, the elements H(s− τ ≤ s− τ

3 )(C ′n) form an infinite subset of H(s− 2τ
3 ≤ s−

τ
3 ), a

contradiction. This concludes the proof of the claim.

Proof (of Proposition 69) Note that, by Lemma 114, the barcode of a pointwise finite
HC H is equal to the barcode of FH for any field F. If H and E are ε-interleaved with
respect to some correspondence, then FH and FE are ε-interleaved in the sense of Bauer
and Lesnick (2015), so it follows from Bauer and Lesnick (2015, Theorem 6.4) that there
exists an ε-matching between the barcodes of H and E.

Proof (of Lemma 73) As every permutation can be written as a composition of adjacent
transpositions, it suffices to consider modifying an ordering [σ1, . . . , σp] by transposing σi
and σi+1. If this transposition results in an ordering satisfying the assumptions, then
necessarily f(σi) = f(σi+1). There are three cases.

In Case 1, σi and σi+1 are both vertices. In this case it is clear that the transposition
does not effect the output. In Case 2, one of the simplices is a vertex x and the other
an edge e. In this case, since it is admissible to order e before x, x is not an endpoint
of e. Thus, processing e does not effect the connected component nor the bar introduced
when processing x, so the transposition does not effect the output. In Case 3, σi = {x, y}
and σi+1 = {a, b} are both edges. Let (cx, ux) be the connected component containing x
after processing σi−1, and similarly for y, a, b. If cx = cy or ca = cb, then it is clear that
the transposition has no effect on the output. So, we assume cx 6= cy and ca 6= cb. If
{cx, cy, ca, cb} has 2 or 4 elements, then it is straightforward to check that the transposition
has no effect on the output. Say {cx, cy, ca, cb} has 3 elements. Without loss of generality,
we assume cy = cb. Let r = f({x, y}) = f({a, b}) and let u1, u2, u3 be ux, uy, ua ordered
from smallest to largest. Then, after processing σi and σi+1 in either order, we have

conn comp←
(
conn comp \

{
(cx, ux), (cy, uy), (ca, ua)

})
∪
{

(cx ∪ cy ∪ ca,min(ux, uy, ua))
}

barcode←
(
barcode \

{
[ux,∞), [uy,∞), [ua,∞)

})
∪
{

[u1,∞), [u2, r), [u3, r)
}

So, the transposition does not effect the output.

Proof (of Proposition 74) Let X be the set of vertices of G, and let H = H(G, f). By
Example 65, H is a finite hierarchical clustering. We begin by noting some useful facts
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about Algorithm 1. Note first that if G = G1 ∪ · · · ∪ Gq is the decomposition of G into
connected components, then the output of the algorithm on (G, f) is equal to the union of
the output of the algorithm on (Gi, f |Gi), and similarly the barcode of H is equal to the
union of the barcodes of H(Gi, f |Gi). So, if G is non-empty, we may assume it is connected.

Second, note that if T is a minimum spanning tree of (G, f), then we have H(G, f) =
H(T, f |T ). Furthermore, the output of the algorithm on (G, f) is equal to the output on
(T, f |T ). To see this, order the simplices of G such that, among all simplices σ with f(σ) = r,
we first take all the vertices, then all the edges in T , then all the edges not in T . Now, if
we run the algorithm on (G, f) and process an edge e = {x, y} not in T , then the algorithm
does nothing at this step, since T contains a path between x and y such that every edge on
this path has f value less than or equal to f(e). So, we may assume G is a tree.

Third, note that if G is a tree with an edge e = {x, y} such that f(e) = f(x), then
the output of the algorithm on (G, f) is equal to the output on (G̃, f̃), where G̃ = G/e
arises from contracting the edge e, and f̃(σ) = f(σ) for σ 6∈ {x, y, e}, and f̃(ve) = f(y),
where ve is the vertex onto which e contracts. And, the barcodes of H(G, f) and H(G̃, f̃)
are equal; to see this, note that H(G, f) and H(G̃, f̃) are 0-interleaved with respect to
the correspondence that identifies x, y with ve, so that there is a 0-matching between the
barcodes of H(G, f) and H(G̃, f̃) by Proposition 69. So, we may assume G contains no
edges e such that f(e) = f(v) for v ∈ e.

Fourth, say that G contains no edges e such that f(e) = f(v) for v ∈ e. Then for x ∈ X,
there is a leaf C of H such that C(birth(C)) = {x}. This defines a bijection X ∼= leaves(H).

We prove the correctness of the algorithm by induction on the number of leaves of H.
Consider the case |leaves(H)| = 0. Then G is empty and the output of the algorithm is
correct. Consider the case |leaves(H)| = 1. We may assume G contains no edges e such
that f(e) = f(v) for v ∈ e, and thus |X| = 1. Then it’s straightforward to check that the
output of the algorithm is correct.

Consider the case |leaves(H)| ≥ 2. Let C be a minimal leaf of H. We may assume
G is connected, so we have death(C) < ∞. We may assume G contains no edges e such
that f(e) = f(v) for v ∈ e, and thus U(C) = {x} for some x ∈ X. Let f ′ : G → R
coincide with f on G \ {x} and have f ′(x) = death(C). In this case, H(G, f ′) = H \C. By
Lemma 116 and the inductive hypothesis, the algorithm is correct on the input (G, f ′). So,
by Proposition 71, it is enough to prove that the output of the algorithm on (G, f) is equal
to the union of the output on (G, f ′) and the interval life(C). Say we run the algorithm
on (G, f) using the ordering [σ1, . . . , σp]. Let σi = {x, y} be the first edge adjacent to x in
this ordering. We run the algorithm on (G, f ′) with the ordering obtained from [σ1, . . . , σp]
by moving x to the first position such that the ordering satisfies the assumptions of the
algorithm. Let (d, v) be the connected component with y ∈ d after processing σi−1 (this is
the same whether running the algorithm on (G, f) or (G, f ′)). We have f(σi) = death(C),
and as C is a minimal leaf, we have v ≤ f(x), else H would contain a leaf shorter than C.
After processing σi on the input (G, f), conn comp and barcode are updated as

conn comp←
(
conn comp \

{
({x}, f(x)), (d, v)

})
∪
{

({x} ∪ d, v)
}

barcode←
(
barcode \

{
[f(x),∞)

})
∪
{

[f(x), death(C))
}
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After processing σi on the input (G, f ′), the variable conn comp is updated in the same way,
and barcode is updated as

barcode←
(
barcode \

{
[death(C),∞)

})
∪
{

[death(C), death(C))
}
.

It follows that the output of the algorithm on (G, f) is equal to the union of the output on
(G, f ′) and the interval life(C), as desired.

Lemma 120 Let P,Q : N → [0,∞] be prominence diagrams and let σ : N → N be a
bijection. Then,

sup
i∈N
|P (i)−Q(i)| ≤ sup

i∈N
|P (i)−Q(σ(i))|.

Proof Consider the bijection σ1 : N→ N given by

σ1(i) =


0 if i = 0

σ(0) if i = σ−1(0)

σ(i) otherwise.

In words, the bijection σ1 coincides with σ, except that it maps 0 to 0 and σ−1(0) to σ(0).
We then proceed inductively by considering a bijection σj+1 which coincides with σj except
that it maps j to j and σ−1

j (j) to σj(j).
As j → ∞, the bijection σj converges pointwise to the identity function N → N. Since

both P (i) and Q(i) converge to 0 as i→∞, it follows that supi∈N |P (i)−Q(σj(i))| converges
to supi∈N |P (i)−Q(i)| as j →∞. Then, the result follows from the following claim.

Claim. For all j ≥ 1 ∈ N, we have

sup
i∈N
|P (i)−Q(σj+1(i))| ≤ sup

i∈N
|P (i)−Q(σj(i))|.

Proof of claim. Since σj and σj+1 coincide except on j and σ−1
j (j), it is sufficient to prove

that

max
(
|P (j)−Q(σj+1(j))|, |P (σ−1

j (j))−Q(σj+1(σ−1
j (j)))|

)
≤ max

(
|P (j)−Q(σj(j))|, |P (σ−1

j (j))−Q(j)|
)

By definition of σj+1, the left-hand side of the inequality is equal to

max
(
|P (j)−Q(j)|, |P (σ−1

j (j))−Q(σj(j))|
)
.

Recall that, if a ≤ a′ ∈ R and b ≤ b′ ∈ R we have max(|a−b|, |a′−b′|) ≤ max(|a−b′|, |a′−b|).
It is thus enough to prove that P (j) ≥ P (σ−1

j (j)) and Q(j) ≥ Q(σj(j)). This follows from

the fact that we have σj(i) = i for all i < j and thus j ≤ σ−1
j (j) and j ≤ σj(j).
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Proof (of Lemma 78) Let B(H) = {A0, . . . , Ak} and B(E) = {B0, . . . , Bm}, such that
Pr(H)(i) = length(Ai) for 0 ≤ i ≤ k and Pr(E) = length(Bi) for 0 ≤ i ≤ m. By Proposi-
tion 69, there exists an ε-matching f : {0, . . . , k} → {0, . . . ,m} between B(H) and B(E).
We can thus extend the matching f to a bijection f : N → N and any such extension
has the property that |Pr(H)(i) − Pr(E)(f(i))| ≤ 2ε. This is because, if i ∈ {0, . . . ,m} is
in the domain of f , then |length(Ai) − length(Bf(i))| ≤ 2ε, if i ∈ {0, . . . ,m} is not in the
domain of f , then |length(Ai)| ≤ 2ε, and if j ∈ {0, . . . ,m} is not in the codomain of f , then
|length(Bi)| ≤ 2ε. Now, the result follows from Lemma 120.

Proof (of Lemma 81) By Lemma 78, d∞(Pr(H≥τ ),Pr(E≥τ )) ≤ 2 dCI(H≥τ , E≥τ ) for any
τ > 0. By Proposition 121, dCI(H≥τ , E≥τ ) ≤ dCI(H,E). So, d∞(Pr(H≥τ ),Pr(E≥τ )) ≤
2 dCI(H,E). By definition, as τ → 0, we have d∞(Pr(H≥τ ),Pr(H))→ 0. So, letting τ → 0
and using the triangle inequality, we have d∞(Pr(H),Pr(E)) ≤ 2 dCI(H,E).

A.5 Details from Section 6

Proposition 121 Let H and E be R-hierarchical clusterings of sets X and Y respectively,
and let τ ≥ 0. The hierarchical clusterings H≥τ and H are τ -interleaved and, if H and
E are ε-interleaved with respect to a correspondence R ⊆ X × Y , then H≥τ and E≥τ are
ε-interleaved with respect to R.

Proof The fact that H≥τ and H are τ -interleaved follows immediately from the defini-
tions. We show that H≥τ and E≥τ are ε-interleaved with respect to R. Let r ∈ R and let
C ∈ H≥τ (r). As H and E are ε-interleaved with respect to R, there is D ∈ E(r + ε) such
that π−1

X (C) ⊆ π−1
Y (D). As C ∈ H≥τ (r), there is C ′ ∈ H(r − τ) with C ′ ⊆ C. Again by

the interleaving, there is D′ ∈ E(r − τ + ε) such that π−1
X (C ′) ⊆ π−1

Y (D′). It follows that
D′ ⊆ D, and thus D ∈ E≥τ (r + ε), as desired.

Notation 122 Let H and E be R-hierarchical clusterings of sets X and Y respectively.
Let ε ≥ 0, and let R ⊆ X × Y be a correspondence such that H and E are ε-interleaved
with respect to R. For r ∈ R, we write RX : H(r) → E(r + ε) for the function such that
π−1
X (A) ⊆ π−1

Y (RX(A)) for all A ∈ H(r).

An interval of a poset P (Definition 2) consists of a subset I ⊆ P such that whenever
we have x � y � z ∈ P with x, z ∈ I, we also have y ∈ I. A subset T of a poset P is
totally-ordered if, for all x, y ∈ T , we have x � y or y � x. Let TOI(P ) denote the set of
totally-ordered intervals of P . Let H and E be R-hierarchical clusterings of sets X and Y
respectively, and assume there is ε ≥ 0 such that H and E are ε-interleaved with respect
to a correspondence R ⊆ X ×Y . Define a function iX : PC(H)→ TOI(PC(E)) by mapping
a persistent cluster C to the totally-ordered interval {[RX(C(r))]}r∈life(C). If H and E are
finite, then we get an order-preserving function mX : PC(H) → PC(E) by mapping C to
min(iX(C)). Note that this depends on ε.
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Lemma 123 Let H and E be finite R-hierarchical clusterings of sets X and Y respec-
tively, and assume there is ε ≥ 0 such that H and E are ε-interleaved with respect to a
correspondence R ⊆ X × Y . Let C ∈ PC(H).

1. We have birth(mX(C)) ≤ birth(C) + ε.

2. Assume all the leaves of H and E have length strictly greater than 2ε. If C ∈
leaves(H) and D ∈ leaves(E), then D ≤ mX(C) if and only if C ≤ mY (D).

Proof For part (1), we can choose r > birth(C) that is arbitrarily close to birth(C) such
that mX(C) = [RX(C(r))], and thus r + ε ∈ life(mX(C)).

For part (2), say we have C ∈ leaves(H) and D ∈ leaves(E) with D ≤ mX(C). We show
that C ≤ mY (D). Choose r0 ∈ life(C) such that r0 + 2ε ∈ life(C) and such that mX(C) =
[RX(C(r0))]. As D ≤ mX(C), we can choose r1 ≤ r0 + ε with r1 ∈ life(D) and such that
mY (D) = [RY (D(r1))]. We have D(r1) ⊆ RX(C(r0)); choose y ∈ D(r1). If (x, y) ∈ R,
then as y ∈ RX(C(r0)), we have x ∈ RY (RX(C(r0))). Meanwhile, as r0 + 2ε ∈ life(C), we
have C = [RY (RX(C(r0)))], and so x ∈ U(C). Now, as y ∈ D(r1), x ∈ RY (D(r1)), and
so x ∈ U(mY (D)). We have therefore shown that U(C) ∩ U(mY (D)) 6= ∅, and thus C and
mY (D) are comparable in the poset PC(H), by Lemma 110. As C is a leaf, we must have
C ≤ mY (D). By a symmetric argument, D ≤ mX(C) if and only if C ≤ mY (D).

Lemma 124 Let H and E be finite R-hierarchical clusterings of sets X and Y respectively,
and assume there is ε ≥ 0 such that H and E are ε-interleaved with respect to a correspon-
dence R ⊆ X × Y . If the leaves of H and E all have length strictly greater than 2ε, then
mX restricts to a bijection leaves(H)→ leaves(E) such that C and mX(C) are ε-interleaved
with respect to R for every C ∈ leaves(H).

Proof Let C ∈ leaves(H). We start by proving that mX(C) is a leaf; a symmetric argument
shows that mY sends leaves to leaves. Let D ∈ leaves(E) with D ≤ mX(C); we have C ≤
mY (D), by Lemma 123 (2). Towards a contradiction, say D 6= mX(C). As length(D) > 2ε,
we have birth(D) + 2ε < birth(mX(C)) ≤ birth(C) + ε ≤ birth(mY (D)) + ε. So, we have
birth(D) + ε < birth(mY (D)), which contradicts Lemma 123 (1). So, D = mX(C), and
thus mX(C) is a leaf. It follows that we have mY (mX(C)) = C for any leaf C, since
C ≤ mY (mX(C)) and C and mY (mX(C)) are both leaves. Together with a symmetric
argument, this shows that mX and mY restrict to inverse bijections on leaves. The proof
that C and mX(C) are ε-interleaved is straightforward.

Next, we need a lemma that describes the barcode of H≥τ in terms of the barcode of
H. Let H be a pointwise finite I-hierarchical clustering with I ⊆ R an interval, and let
B(H) = {Bj}j∈J . For τ > 0, let B(H)τ = {B̃j}j∈J̃ , where for any j ∈ J , B̃j ⊂ Bj is the

sub-interval B̃j = {x ∈ Bj : x− τ ∈ Bj}, and J̃ ⊆ J consists of j such that B̃j 6= ∅.

Lemma 125 Let H be a pointwise finite I-hierarchical clustering with I ⊆ R an interval.
For any τ > 0, B(H≥τ ) = B(H)τ .
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Proof We need to check that, for all r ≤ r′, we have rk(H≥τ ) = |{j ∈ J̃ : r, r′ ∈ B̃j}|.
As H≥τ (r) = ImH(r − τ ≤ r), we have ImH≥τ (r ≤ r′) = ImH(r − τ ≤ r′). And
by definition of the barcode, we have |ImH(r − τ ≤ r′)| = |{j ∈ J : r − τ, r′ ∈ Bj}|.
Now, for any j ∈ J , we have r − τ, r′ ∈ Bj if and only if we have r, r′ ∈ B̃j . So,
|{j ∈ J : r − τ, r′ ∈ Bj}| = |{j ∈ J̃ : r, r′ ∈ B̃j}|. This finishes the proof.

Lemma 126 Let H be an essentially finite I-hierarchical clustering with I ⊆ R an in-
terval. Let n ≥ 1 and assume gapn(H) is non-empty. If τ ∈ gapn(H), then for every
C ∈ leaves(H≥τ ), we have length(C) ≥ Pr(H)(n− 1)− τ .

Proof First, say H is finite. Then minC∈leaves(H≥τ ) length(C) = minB∈B(H≥τ ) length(B) by
Corollary 118. As H is finite, it is pointwise finite, so we can apply Lemma 125. Let
(`0, . . . , `k) be the lengths of the intervals in B(H) = {Bj}j∈J ordered from largest to
smallest, as in Definition 77. We have B(H≥τ ) = {B̃j}j∈J̃ , and thus the lengths of the

intervals in B(H≥τ ), ordered from largest to smallest, are (˜̀
0, . . . , ˜̀

n−1), where ˜̀
p = `p − τ .

Thus, minB∈B(H≥τ ) length(B) = ˜̀
n−1 = `n−1 − τ = Pr(H)(n − 1) − τ . Now we con-

sider the case where H is essentially finite. Let 0 < σ < τ . As σ → 0, we have
Pr(H≥σ)(n − 1) → Pr(H)(n − 1) and Pr(H≥σ)(n) → Pr(H)(n). So, if σ is small enough,
gapn(H≥σ) is non-empty and τ ∈ gapn(H≥σ). We have H≥τ = (H≥σ)≥τ−σ. Applying
the finite case, we have, for every C ∈ leaves(H≥τ ), length(C) ≥ Pr(H≥σ)(n− 1)− (τ − σ).
As σ → 0, we have Pr(H≥σ)(n−1)−(τ−σ)→ Pr(H)(n−1)−τ , which finishes the proof.

Proof (of Proposition 83) Without loss of generality, τ < τ ′. Let C ∈ leaves(H≥τ ).
By Lemma 126, length(C) ≥ Pr(H)(n − 1) − τ , and thus length(C) > τ ′ − τ . So, there is
r ∈ R such that, with C = C(r), C ′ := H(r < r + (τ ′ − τ))(C) ∈ C. By construction,
C ′ ∈ H≥τ ′(r + (τ ′ − τ)). It is easy to check that [C ′] ∈ leaves(H≥τ ′). Define m by setting
m(C) = [C ′]. We show m is injective. Let C,D ∈ leaves(H≥τ ), and say [C ′] = [D′], using
the notation from above. Without loss of generality, C ′ ⊆ D′. Then U(C) ∩ U(D) 6= ∅, so
by Lemma 110, C ≤ D or D ≤ C. As C and D are leaves, it follows that C = D.

We show m is a bijection by showing |leaves(H≥τ )| = |leaves(H≥τ ′)|. By Proposi-
tion 71, for any finite R-hierarchical clustering E, |leaves(E)| = |B(E)|. By an argu-
ment like the last step of the proof of Lemma 126, we have |B(H≥τ )| = |B(H≥τ ′)|. Thus,
|leaves(H≥τ )| = |leaves(H≥τ ′)| and therefore m is a bijection. It is easy to check that for
any C ∈ leaves(H≥τ ), U(C) = U(m(C)).

Proof (of Theorem 84) By definition, PF(H,n) = leaves(H≥τH ), where τH = (Pr(H)(n−
1) + Pr(H)(n))/2, and PF(E,n) = leaves(E≥τE ), where τE = (Pr(E)(n− 1) + Pr(E)(n))/2.
By Proposition 121, H≥τH and E≥τH are ε-interleaved with respect to R, and E≥τH and
E≥τE are |τH − τE |-interleaved. So, H≥τH and E≥τE are (ε + |τH − τE |)-interleaved with
respect to R. By Lemma 81, d∞(Pr(H),Pr(E)) ≤ 2 dCI(H,E) ≤ 2ε. So, |τH − τE | ≤ 2ε,
and thus H≥τH and E≥τE are 3ε-interleaved with respect to R.

For any C ∈ leaves(H≥τH ), Lemma 126 implies that length(C) ≥ Pr(H)(n− 1)− τH =
(Pr(H)(n−1)−Pr(H)(n))/2 > 8ε. Similarly, for any D ∈ leaves(E≥τE ), we have length(D) ≥
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Pr(E)(n−1)−τE = (Pr(E)(n−1)−Pr(E)(n))/2 ≥ ((Pr(H)(n−1)−Pr(H)(n))/2)−2ε > 6ε.
As H≥τH and E≥τE are finite hierarchical clusterings that are 3ε-interleaved with respect
to R, and the leaves of H≥τH and E≥τE all have length strictly greater than 6ε, Lemma 124
implies that there is a bijection m : PF(H,n) → PF(E,n) such that for all C ∈ PF(H,n),
C and m(C) are 3ε-interleaved with respect to R.

Remark 127 We describe the relationship between ExhaustivePF (Algorithm 2) and
ToMATo (Chazal et al., 2013, Algorithm 1). In line 10 of ExhaustivePF we use ≤ rather
than < in order to follow the behavior of the persistence-based flattening. In this remark, we
consider the version of ExhaustivePF that uses < in line 10. Say given the input (G, f̃ , τ)
to ToMATo. Extend the filtering function to edges, by setting f̃({x, y}) = min{f̃(x), f̃(y)}.
Reverse the filtration, by setting f(σ) = −f̃(σ) for σ ∈ G. Order the simplices of G as
follows. Begin with any ordering of the vertices x1, . . . , xq such that f(xi) ≤ f(xi+1). For
each i, insert directly after xi those edges {xj , xi} with j < i, ordered by j. Now, the output
of ExhaustivePF on this input agrees with the output of ToMATo on (G, f̃ , τ), with one
exception: ToMATo excludes clusters C such that maxx∈C f̃(x) < τ .

A.6 Details from Section 7

k Memory (GB) Time (s) Number of clusters

20 0.46 65 6524

40 0.82 58 2618

80 1.54 64 1057

160 2.99 68 473

320 5.88 79 230

Table 2: Evaluation of the HDBSCAN implementation of McInnes et al. (2017) on the
Rideshare data set. The columns are the algorithm parameter k = min samples,
the peak memory usage in GB, the runtime in seconds, and the number of clusters.
The algorithm parameter min cluster size is set equal to min samples (the default).
The implementation includes several algorithms for computing HDBSCAN. We
use the Dual-Tree Bor̊uvka algorithm with kd-trees (the default choice for low-
dimensional Euclidean data, as in this case), which is the only choice that gives
reasonable performance on this data set. Memory usage scales linearly with k
because the algorithm stores the k nearest neighbors of each data point.
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1 2 3 noise

South Italy 293 30

Sardinia 97 1

North Italy 118 33

Table 3: A confusion matrix comparing the Persistable clustering (clusters 1–3 and points
labeled as noise), and the large area labels of the Olive oil data. The adjusted
Rand index is 1.0, and 89% of the data is clustered.

1 2 3 4 5 6 7 8 noise

South Italy

North Apulia 12 13
Calabria 7 1 48

South Apulia 100 106
Sicily 3 33

Sardinia
Inland Sardinia 51 14
Coast Sardinia 19 14

North Italy
East Liguria 14 1 35
West Liguria 29 21

Umbria 42 9

Table 4: A confusion matrix comparing the Persistable clustering (clusters 1–8 and points
labeled as noise), and the region labels of the Olive oil data. The adjusted Rand
index is 0.98, and 49% of the data is clustered.
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1 2 3 4 5 6 7 8 noise

South Italy

North Apulia 21 2 2
Calabria 50 3 1 2

South Apulia 1 196 9
Sicily 6 20 7 3

Sardinia
Inland Sardinia 65
Coast Sardinia 2 31

North Italy
East Liguria 41 2 7
West Liguria 47 3

Umbria 2 48 1

Table 5: A confusion matrix comparing the Persistable clustering, using the exhaustive
persistence-based flattening (clusters 1–8 and points labeled as noise), and the
region labels of the Olive oil data. The adjusted Rand index is 0.90, and 95% of
the data is clustered.

Figure 16: The Persistable clustering of the Rideshare data using the slice in Fig. 12, choos-
ing the gap below the fourth vine. Gray points are unclustered.
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