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#### Abstract

Causal inference grows increasingly complex as the dimension of confounders increases. Given treatments $X$, outcomes $Y$, and measured confounders $Z$, we develop a non-parametric method to test the do-null hypothesis that, after an intervention on $X$, there is no marginal dependence of $Y$ on $X$, against the general alternative. Building on the Hilbert-Schmidt Independence Criterion (HSIC) for marginal independence testing, we propose backdoorHSIC (bd-HSIC), an importance weighted HSIC which combines density ratio estimation with kernel methods. Experiments on simulated data verify the correct size and that the estimator has power for both binary and continuous treatments under a large number of confounding variables. Additionally, we establish convergence properties of the estimators of covariance operators used in bd-HSIC. We investigate the advantages and disadvantages of bd-HSIC against parametric tests as well as the importance of using the do-null testing in contrast to marginal or conditional independence testing. A complete implementation can be found at https://github.com/MrHuff/kgformula.
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## 1. Introduction and Related Work

Modern causal inference often considers very large data sets with many observed confounding variables that may have vastly different properties. These settings are considered in a wide range of applications where randomized controlled trials are not always readily available: these include epidemiology (Rothman and Greenland, 2005), brain imaging (Castro et al., 2020), retail (Moriyama and Kuwano, 2021), and entertainment platforms (Dawen Liang and Blei, 2020). The inference setting is often complex, with high dimensional confounding variables needing to be accounted for. In such complex settings, non-parametric inference schemes that answer a simple query of causal association from observational data
are needed as an initial step before more sophisticated causal relationships can be established.

G-computation (Robins, 1986) is a classical method for estimating a causal effect from observational studies involving variables that are both mediators and confounders. Its popularity persists to this day (Daniel et al., 2013; Keil et al., 2020), because it allows one to test for a non-null causal effect using a variety of postulated models. The causal effect can also be identified for models fulfilling the so-called backdoor criterion (Pearl, 2009) and ignorability assumptions (Rosenbaum and Rubin, 1983).

In this paper, we propose a non-parametric approach to testing for the presence of a causal effect. In the Reproducing Kernel Hilbert Space (RKHS) and machine learning literature, the Hilbert-Schmidt Independence Criterion (HSIC) introduced by Gretton et al. (2005) is a widely used approach to non-parametric testing of independence. As the HSIC has good power properties and it is applicable to multivariate settings as well as to random variables taking values in generic domains, we use it as a foundation in this paper. Using g-computation principles, we introduce an extension of HSIC that can be applied to causal association testing.

Variations of HSIC have been proposed to test for conditional independence (Doran et al., 2014; Zhang et al., 2011; Honavar and Lee, 2017; Strobl et al., 2019) and while testing for conditional independence and causal association is different, some of the techniques used for conditional independence testing can be carried over to causal association. Kernel methods have been applied to tests for causal association in the binary treatment case in Muandet et al. (2021), and for average treatment effect estimation by Singh et al. (2023). In this paper, we will extend the approach of Muandet et al. to a general treatment setting. This extension is challenging as instead of modeling propensity scores, we work with general conditional densities and as such need to consider a suite of density ratio estimation techniques. We hope to bring further insights on how MMD-based approaches proposed in Singh et al. (2023) can be used for hypothesis testing.

Non-parametric tests for causal association generally come with the additional difficulty of correctly simulating the null distribution through permutations, as direct permutations often break confounding relationships as we show in Section 3.3. In this paper, we also aim to give a formal treatment on the permutation aspects of non-parametric kernel tests and expand upon ideas in Rosenbaum (1984) to consider cases beyond binary treatment.

We summarize our contributions as follows:

1. We introduce bd-HSIC, which is derived analogously to HSIC but instead uses importance weighted covariance operators, and further establish the convergence properties of the corresponding estimators in the causal setting, coupled with a novel optimization strategy to improve effective sample size.
2. We provide a novel permutation strategy for bd-HSIC that yields a permutation test with theoretically correct size for arbitrary treatment types.
3. We demonstrate that bd-HSIC has correct size and good power for different types of treatments and a large number of confounders when testing the do-null.
4. We analyze bd-HSIC by providing ablation studies and characterize under which circumstances it becomes invalid.

The rest of the paper is organized as follows: Section 2.2 describes the problem setting and provides a background on HSIC, Section 3 presents bd-HSIC and establishes convergence properties of the associated estimators, Section 4 presents additional details on the estimation procedure of bd-HSIC, Section 5 provides the experimental results and we conclude the paper in Section 6.

## 2. Background

### 2.1 Terminology

We start by reviewing some terminology commonly used in causal inference:
Outcome: Intuitively represents the outcome of interest possibly caused by the treatment. It is denoted by $Y$ and could be continuous such as blood pressure, or binary if it represented as recovery or not from disease.

Treatment: Treatments intuitively refer to the variables whose effect on the outcome $Y$ we are trying to infer. We denote treatments by $X$ and in the case where treatment is placebo-controlled we can consider $X \in\{0,1\}$ representing control and active treatment respectively. In general however, treatment could be a random variable taking values in continuous or multivariate domains.

Observed confounding variables: Intuitively represents patient characteristics that may affect both treatment and outcome. We denote these variables with $Z$ and these could be continuous variables such as height and weight, or binary variables such as sex.

Assignment: In many confounded settings, certain patient characteristics $(Z)$ affect treatment assignment. As an example, one can imagine socioeconomic factors having an effect on the availability of medical treatment. This creates a bias in treatment assignment which needs to be adjusted for.

### 2.2 Setup

Consider a situation where we observe treatments $X$, outcomes $Y$ and potential confounders $Z$ defined on measurable spaces $\mathcal{X}$, $\mathcal{Y}$, and $\mathcal{Z}$, respectively. We assume these quantities are observed as $\left\{\left(z_{i}, x_{i}, y_{i}\right)\right\}_{i=1}^{n} \sim p$, where $p$ is some joint probability density on the product space $\mathcal{Z} \times \mathcal{X} \times \mathcal{Y}$. We are interested in establishing a causal relationship between treatments $X$ and outcomes $Y$, meaning that we manage to isolate whether there precisely exists a dependency between $X$ and $Y$ whilst holding all pre-treatment variables constant. In ideal circumstances, we would not have any confounders and such a relationship can be established straightforwardly, using e.g. regression methods. However, such circumstances are unusual outside randomized trials and would require


Figure 1. Graph showing the relationship between treatments $X$, outcomes $Y$, and confounders $Z$
that the treatment is assigned to units by some exogenous process. In the more common case of observational studies, dependencies among $X, Y, Z$ are often depicted as in Figure 1. The existence of confounders $Z$ complicates establishing the causal relationship between $X$ and $Y$, as they introduce dependence between $X$ and $Y$ which is difficult to disentangle from the postulated causal effect.

A motivating real-world problem In development economics, it is of great importance to establish causes of infant mortality (Ensor et al., 2010). The causes may often have a non-linear association with the mortality while being confounded by circumstantial factors such as the socio-economical background of the parents and the medical history of the mother.

In this setting, it is also important to test for distributional differences different policies might induce, as tests based on average treatment effect may fail to capture such differences as discussed in (Muandet et al., 2021; Fawkes et al., 2022). As the mean embedding framework offers a natural way to non-parametrically quantify distributional differences, kernel-based test statistics will be our preferred strategy. We will illustrate throughout the paper the importance of a non-parametric test that is able to capture non-linear dependencies for different treatments under a large number of confounders.

Definition 1. (do-null hypothesis) Let

$$
p(y \mid d o(x)):=\int p(y \mid x, z) p(z) d z
$$

where in general $p(y \mid x) \neq p(y \mid d o(x))$ since $X$ and $Z$ may be dependent. We are interested in testing if the interventional distribution $Y \mid \operatorname{do}(X=x)$ does not depend on the value of the treatment variable $X$. We refer to this hypothesis as a do-null hypothesis, which can be stated as $Y \perp X \mid d o(X=x)$. In terms of distributions, we can consider

$$
\begin{equation*}
H_{0}: p(y \mid d o(x))=p^{*}(y) \tag{1}
\end{equation*}
$$

as our null hypothesis versus the general alternative, where $p^{*}$ is an arbitrary distribution that does not depend upon the value of $X$. We consider $H_{0}$ for all values of $d o(x)$ and the observational regime. Note that our null hypothesis does not imply that $p(y \mid d o(x))=p(y)$, which is why we introduce $p^{*}$.

For a remark on why we need $p^{*}$, see Appendix A.

In this paper, we will introduce a test statistic for the hypothesis (1), but first, we review HSIC (Gretton et al., 2005), which serves as the foundation for our contribution.

### 2.3 Hilbert-Schmidt Independence Criterion

The Hilbert-Schmidt Independence Criterion (HSIC) is a powerful non-parametric test of independence for high-dimensional data. It considers the problem of empirically establishing whether there is any form of departure from independence between two random variables taking values on generic domains.

Definition 2 (Marginal Independence Testing). Let $P_{x y}$ be a Borel probability measure defined on a domain $\mathcal{X} \times \mathcal{Y}$ and let $P_{x}$ and $P_{y}$ be the respective marginal distributions on $\mathcal{X}$ and $\mathcal{Y}$. Given an i.i.d. sample $(X, Y)=\left\{\left(x_{1}, y_{1}\right), \ldots,\left(x_{m}, y_{m}\right)\right\}$ of size $m$ drawn according to $P_{x y}$, does $P_{x y}$ factorize as $P_{x} P_{y}$ ? We usually consider the null hypothesis to be

$$
H_{0}: P_{x y}=P_{x} P_{y}
$$

against the general alternative

$$
H_{1}: P_{x y} \neq P_{x} P_{y}
$$

Since we do not have access to $P_{x y}, P_{x}$, or $P_{y}$, we need to estimate or represent these distributions through either parametric or non-parametric means. A convenient way for representing distributions is to use the RKHS formalism (Scholköpf and Smola, 2001).

HSIC can intuitively be understood as a covariance between RKHS representations of random variables.

Definition 3 (Reproducing Kernel Hilbert Spaces). Let $\mathcal{X}$ be a non-empty set and $\mathcal{H} a$ Hilbert space of functions $f: \mathcal{X} \rightarrow \mathbb{R}$. Then $\mathcal{H}$ is called a reproducing kernel Hilbert space endowed with dot product $\langle\cdot, \cdot\rangle$ if there exists a function $k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ with the following properties:

1. $k$ has the reproducing property

$$
\langle f, k(x, \cdot)\rangle=f(x), \quad \forall f \in \mathcal{H}, x \in \mathcal{X} ;
$$

2. $k$ spans $\mathcal{H}$, that is, $\mathcal{H}=\overline{\operatorname{span}\{k(x, \cdot) \mid x \in \mathcal{X}\}}$ where the bar denotes the completion of the space.

We generally refer to the function $k$ as a kernel. For certain choices of $k$, the corresponding RKHS is characteristic, i.e. the mapping of a probability measure $\mu, \mu \mapsto \int_{X} k(x, \cdot) d \mu(x)$ is injective, i.e. $\mu$ is mapped to a unique element in the RKHS. We refer to Sriperumbudur et al. (2011) for more details. This property is very practical, as it allows us to embed probability distributions into the RKHS and calculate their expectations based on observations. These embeddings are called kernel mean embeddings, see Muandet et al. (2017) for a thorough exposition.

Definition 4. Let $\mathcal{X}$ be a measurable space and let $\mathcal{H}_{\mathcal{X}}$ be an $R K H S$ on $\mathcal{X}$ with kernel $k$. Let $P$ be a Borel probability measure on $\mathcal{X}$. An element $\mu_{x} \in \mathcal{H}_{\mathcal{X}}$ such that $\mathbb{E}_{x \sim P}[f(x)]=$ $\left\langle f, \mu_{x}\right\rangle, \forall f \in \mathcal{H}_{\mathcal{X}}$ is called the kernel mean embedding of $P$ in $\mathcal{H}_{\mathcal{X}}$, where $\mu_{x}: P \mapsto$ $\int_{\mathcal{X}} k(x, \cdot) d P(x)$.

A sufficient condition for the existence of a kernel mean embedding is that $\mathbb{E}_{x \sim P}[\sqrt{k(x, x)}]<$ $\infty$, which is satisfied for, e.g. bounded kernel functions.
Given some observations $\left\{x_{i}\right\}_{i=1}^{n} \sim P$, the empirical mean embedding of $P$ is estimated as:

$$
\hat{\mu}_{x}=\frac{1}{n} \sum_{i=1}^{n} k\left(x_{i}, \cdot\right)
$$

Kernel mean embeddings intuitively allow us to estimate expectations under each of $p_{x y}$, $p_{x}$, and $p_{y}$. In order to test for marginal dependence, we consider a test statistic based on $\operatorname{Cov}[f(X), g(Y)]$, where $f, g$ are arbitrary continuous functions evaluating random variables $X, Y$. Instead of picking individual functions $f, g$, we consider the representation of their covariance using the RKHS.

Definition 5. Let $(X, Y)$ be a pair of random variables defined on $\mathcal{X} \times \mathcal{Y}$ and let $\mathcal{H}_{\mathcal{X}}$ and $\mathcal{H}_{\mathcal{Y}}$ be RKHSs on $\mathcal{X}$ and $\mathcal{Y}$, respectively. An operator $C_{X, Y}: \mathcal{H}_{\mathcal{X}} \rightarrow \mathcal{H}_{\mathcal{Y}}$ such that

$$
\left\langle g, C_{X, Y} f\right\rangle=\operatorname{Cov}[f(X), g(Y)], \forall f \in \mathcal{H}_{\mathcal{X}}, g \in \mathcal{H}_{\mathcal{Y}}
$$

is called a cross-covariance operator of $X$ and $Y$. We note that $C_{X, Y}$ is the property of the joint distribution of pair $(X, Y)$. We denote it simply by $C$ when there is no ambiguity. The Hilbert-Schmidt Independence Criterion (HSIC) is then defined as the squared HilbertSchmidt (HS) norm of C, i.e.

$$
\operatorname{HSIC}(X, Y):=\|C\|_{\mathrm{HS}}^{2}=\sum_{i} \sum_{j}\left\langle C u_{i}, v_{j}\right\rangle^{2}
$$

with $u_{i}$ and $v_{j}$ being orthogonal basis of $\mathcal{H}_{\mathcal{X}}$ and $\mathcal{H}_{\mathcal{Y}}$ respectively.
It is readily shown via reproducing property that $C$ can be written as

$$
C:=\mathbb{E}[(k(X, \cdot)) \otimes(l(Y, \cdot))]-\mathbb{E}[k(X, \cdot)] \otimes \mathbb{E}[l(Y, \cdot)],
$$

where $k, l$ are kernels of $\mathcal{H}_{\mathcal{X}}$ and $\mathcal{H}_{\mathcal{Y}}$ respectively, and $\otimes$ denotes the outer product. An alternative view of HSIC is that it measures the squared RKHS distance between the kernel mean embedding of $P_{x y}$ and $P_{x} P_{y}$. For sufficiently expressive kernels (Sriperumbudur et al., 2011), this distance is zero if and only if $X$ and $Y$ are independent. To see that $C$ indeed is a Hilbert-Schmidt operator, we refer to Muandet et al. (2017).
Given a sample $\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{n}$ from the joint distribution $P_{x y}$, an estimator ${ }^{1}$ of HSIC is given by:

$$
\begin{aligned}
\widehat{\operatorname{HSIC}}(X, Y) & =\frac{1}{n^{2}} \sum_{i, j=1}^{n} k\left(x_{i}, x_{j}\right) l\left(y_{i}, y_{j}\right)+\frac{1}{n^{2}} \sum_{i, j=1} k\left(x_{i}, x_{j}\right) \frac{1}{n^{2}} \sum_{k, l=1}^{n} l\left(y_{k}, y_{l}\right) \\
& -\frac{2}{n^{3}} \sum_{i, j, k=1}^{n} k\left(x_{i}, x_{j}\right) l\left(y_{i}, y_{l}\right) .
\end{aligned}
$$

The estimator above serves as the test statistic, for complete derivation, we refer to Gretton et al. (2005). To estimate its distribution under the null hypothesis, we resort to repeatedly permuting $y_{i}$ 's to obtain $\left\{\left(x_{i}, y_{\pi(i)}\right)\right\}_{i=1}^{n}$ where $\pi$ is a random permutation, and recomputing HSIC on this permuted data set. We note that the asymptotic null distribution of HSIC has a complicated form (Zhang et al., 2017), and it is hence standard practice to use a permutation approach to approximate it. For more details on HSIC, we refer to (Gretton et al., 2005).

1. This is the most commonly used, biased estimator of HSIC. An unbiased estimator also exists, cf. Song et al. (2007)

### 2.4 Difference between the do-null, marginal independence and conditional independence

While the do-null intuitively bears many similarities to marginal independence and conditional independence, we briefly illustrate the difference between these independencies and provide an experimental demonstration that conditional independence tests (RCIT) and marginal independence tests (HSIC) cannot be used to test for the do-null.

### 2.4.1 The do-null is not marginal independence $X \perp Y$.

We contrast the do-null with marginal independence $X \perp Y$, by constructing a data set where the do-null is true, but there is marginal dependence between $X$ and $Y$. We illustrate the dependency in Figure 2a.

We further plot size $(\alpha=0.05)$ against sample size when applying HSIC and bd-HSIC (true weights) in Figure 2b. HSIC is not calibrated under the do-null.

This can further be interpreted as equality in distribution of $Y$ for all values $d o(x)$ excluding the observational regime, meaning our hypothesis does not test for marginal independence between $X$ and $Y$.

### 2.4.2 The do-null is not conditional independence $X \perp Y \mid Z$.

We similarly contrast the do-null with conditional independence $X \perp Y \mid Z$. We simulate a data set such that there is a conditional dependence $X \not \perp Y \mid Z$ while the do-null is true. See Figure 2c for an illustration of the dependency between $X$ and $Y$. We apply the "RCIT" method, a kernel-based conditional independence test proposed in Strobl et al. (2019) and demonstrate in Figure 2d that it rejects almost all the time when applied to the data under the do-null.


Figure 2. Difference between the do-null, marginal independence and conditional independence. See Appendix F. 2 on how the data in Figure 2a and Figure 2c is generated.

## 3. Backdoor-HSIC

Our proposed method has two parts, a weighted HSIC test statistic and a density ratio estimation procedure. In this section, we introduce the test statistic, which we term backdoor-HSIC (bd-HSIC).

### 3.1 Overview

### 3.1.1 THE DO-OPERATOR AND IDENTIFIABILITY

We start with reviewing the meaning of the do-operator and how it lays the foundation for bd-HSIC. In the remainder of the paper, we will assume that all relevant probability distributions admit densities.


Figure 3. Illustration of the interventional distribution $p(y \mid d o(x))$

In Figure 3, we first consider the graphical representation of the problem of establishing the relationship between $X$ and $Y$ under observed confounders $Z$. We apply the do-operation (Pearl, 2009) on our treatment $X$, in order to remove any dependency between $X$ and $Z$. This adjusts for the effect of confounding on our treatment. The resulting distribution for the above graph, which we denote $p(z, y \mid d o(x))$, can be seen as the conditional distribution of $Y, Z$ given $X$ where we have made $Z$ and $X$ independent, but not affected the conditional distribution of $Y$ given $Z, X$. This distribution can then be used to understand the causal relationship between $X$ and $Y$.

We want to ensure the causal effect adjusted for confounders $Z$ is identifiable for the graph in Figure 3. We revisit the backdoor criterion presented by Pearl (2009).

Definition 6. A set of variables $Z$ satisfies the back-door criterion relative to an ordered pair of variables $(A, B)$ in a $D A G G$ if:

- no node in $Z$ is a descendant of $A$; and
- $Z$ blocks every path between $A$ and $B$ that contains an arrow into $A$.

Similarly, if $X$ and $Y$ are two disjoint subsets of nodes in $G$, then $Z$ is said to satisfy the back-door criterion relative to $(X, Y)$ if it satisfies the criterion relative to any pair $(A, B)$ such that $A \in X$ and $B \in Y$.

We see that our confounders $Z$ satisfy the backdoor criterion. By Theorem 3.3.2 in Pearl (2009) the causal effect is identifiable as

$$
\begin{aligned}
p^{*}(y \mid x)=p(y \mid d o(x)) & =\int p(y \mid d o(x), z) p(z \mid d o(x)) d z \\
& =\int_{\text {Only causal association between } x \text { and } y} p(y \mid x, z) p(z \mid d o(x)) d z \\
& =\int_{\text {Dependency between } x \text { and } z \text { gone }} p(y \mid x, z) p(\underbrace{z}) d z .
\end{aligned}
$$

Given some arbitrary density $p^{*}(x)$, this defines a joint density $p^{*}(z, x, y)=p(z) p^{*}(x) p(y \mid x, z)$.
The core idea is to calculate the HSIC between $X$ and $Y$ under the interventional regime, a distribution we denote by $p^{*}$. and conduct a permutation test to establish whether $p^{*}(y)=p^{*}(y \mid x)$. Since we consider the interventional distribution $p^{*}(y \mid x)$, care must be taken to obtain the correct mean embedding. It turns out that one can use importance weights to express the mean embedding of $p^{*}(y \mid x)$, where the importance weights are defined as

$$
\begin{equation*}
w(x, z)=\frac{p^{*}(x)}{p(x \mid z)}, \tag{2}
\end{equation*}
$$

which defines a density ratio. Note that the dependence upon $z$ complicates the necessary permutation procedure. Our method then comprises of two steps:

1. Estimate the importance weights $w(x, z)$.
2. Run a permutation test and calculate a p-value to establish whether $p^{*}(y)=p^{*}(y \mid x)$.

We present our proposed method in detail for step 2 in the remainder of this section, and step 1 together with the overall procedure in Section 4.

### 3.2 Estimation

We are now ready to present the first link between HSIC and $p(y \mid d o(x))$, as we are interested in expectations under $p^{*}$ using samples from $p$. We define the expectation operator $\mathbb{E}_{p}$ in the usual way:

$$
\mathbb{E}_{p}\left[f\left(X_{1}, \ldots, X_{k}\right)\right]=\int \cdots \int f\left(x_{1}, \ldots, x_{k}\right) p\left(x_{1}, \ldots, x_{k}\right) d x_{1} \ldots d x_{k}
$$

We would also like to calculate the expectation under the interventional distribution $p^{*}$, using samples from $p$. This can be done by using a weight function $w(z, x)=p^{*}(x) / p(x \mid z)$ so that

$$
\mathbb{E}_{p^{*}}[f(Z, X, Y)]=\mathbb{E}_{p}[w(X, Z) \cdot f(Z, X, Y)]
$$

Proposition 1. Consider continuous and bounded real-valued functions $f, g$. The covariance between $f(X)$ and $g(Y)$ under $p^{*}$ can be calculated as

$$
\begin{aligned}
\operatorname{Cov}_{p^{*}}[f(X), g(Y)] & =\mathbb{E}_{p^{*}}[f(X) g(Y)]-\mathbb{E}_{p^{*}}[f(X)] \mathbb{E}_{p^{*}}[g(Y)] \\
& =\mathbb{E}_{p}[W f(X) g(Y)]-\mathbb{E}_{p^{*}}[f(X)] \mathbb{E}_{p}[W g(Y)],
\end{aligned}
$$

where $W=w(X, Z)$, provided that $p(X \mid Z)>0, \forall X, Z$ s.t. $p^{*}(X)>0$ and the integrals exist. Using these weights we can now calculate any expectation term under $p^{*}$ in the covariance estimator.

Proof We show that $\mathbb{E}_{p^{*}}[g(Y)]$ and $\mathbb{E}_{p^{*}}[f(X) g(Y)]$ indeed can be calculated as $\mathbb{E}_{p}[W g(Y)]$ and $\mathbb{E}_{p}[W f(X) g(Y)]$ respectively. To see this, we have that

$$
\begin{aligned}
\mathbb{E}_{p}[W f(X) g(Y)] & =\iiint f(x) g(y) \frac{p^{*}(x)}{p(x \mid z)} p(x, y, z) d x d y d z \\
& =\iiint f(x) g(y) p(z) p^{*}(x) p(y \mid z, x) d z d x d y \\
& =\iiint f(x) g(y) p(z) p^{*}(z, x, y) d z d x d y \\
& =\mathbb{E}_{p^{*}}[f(X) g(Y)] .
\end{aligned}
$$

The case for $f(x)=1$ then also follows.

In the above example, we will need to estimate importance weights $w_{i}$ from observations $x_{i} \in \mathcal{X}$ and $z_{i} \in \mathcal{Z}$ such that $w_{i}=p^{*}\left(x_{i}\right) / p\left(x_{i} \mid z_{i}\right)$. Under the do-null, we have that $\mathbb{E}_{p}[W f(X) g(Y)]=\mathbb{E}_{p^{*}}[f(X)] \mathbb{E}_{p}[W g(Y)]$.

### 3.2.1 Choosing the marginal distribution of $X$

Calculating the covariance between two arbitrary functions can generally be challenging and may require parametric assumptions. This is obviously undesirable, so similarly to HSIC, we will consider cross-covariance operators, which represent the covariances between two functions of the variables. The key object of interest is the cross-covariance operator of treatments $X$ and outcomes $Y$ under $p^{*}$ in the interventional regime, which we denote by $C_{p^{*}}$. This operator plays an analogous role to that of the cross-covariance under an observational distribution $p$ in standard independence testing. In particular, the squared HS norm of $C_{p^{*}}$ is the population HSIC under $p^{*}$ and hence the size of this operator measures departure from the do-null hypothesis. Similarly to HSIC, whenever we use characteristic kernels, we have that $\left\|C_{p^{*}}\right\|^{2}=0 \Longleftrightarrow p^{*}(y)=p(y \mid d o(x))$. Of course, we are unable to estimate this quantity directly since we do not have access to samples from $p^{*}(y \mid x)$. The following immediate corollary to Proposition 1 relates $C_{p^{*}}$ to expectations under $p$.

Corollary 1. The cross-covariance operator $C_{p^{*}}$ of $X$ and $Y$ under $p^{*}(y \mid x)$ satisfies

$$
\left\langle f, C_{p^{*}} g\right\rangle=\mathbb{E}_{p}\left[W_{p^{*}} f(X) g(Y)\right]-\mathbb{E}[f(X)] \mathbb{E}_{p}\left[W_{p^{*}} g(Y)\right], \forall f \in \mathcal{H}_{\mathcal{X}}, g \in \mathcal{H}_{\mathcal{Y}} .
$$

and $C_{p^{*}}$ can be expressed as

$$
C_{p^{*}}:=\mathbb{E}_{p}\left[W_{p^{*}} k(X, \cdot) \otimes l(Y, \cdot)\right]-\mathbb{E}\left[k\left(X_{p^{*}}, \cdot\right)\right] \otimes \mathbb{E}_{p}\left[W_{p^{*}} l(Y, \cdot)\right]
$$

with $W_{p^{*}}=\frac{p^{*}(X)}{p(X \mid Z)}$.
Following this corollary, we can empirically estimate $C_{p^{*}}$ using the following expression:

$$
\begin{equation*}
\widehat{C}_{p^{*}}=\frac{1}{n} \sum_{i=1}^{n} \tilde{w}_{i} k\left(\cdot, x_{i}\right) \otimes l\left(\cdot, y_{i}\right)-\left(\frac{1}{n} \sum_{j=1}^{n} k\left(\cdot, x_{j}^{p^{*}}\right)\right) \otimes\left(\frac{1}{n} \sum_{i=1}^{n} \tilde{w}_{i} l\left(\cdot, y_{i}\right)\right) \tag{3}
\end{equation*}
$$

where $\left\{\left(z_{i}, x_{i}, y_{i}\right)\right\}_{i=1}^{n} \sim p(z, x, y)$ and $\left\{x_{j}^{p^{*}}\right\} \sim p^{*}$. In the case where both $p^{*}\left(x_{i}\right)$ and $p\left(x_{i} \mid z_{i}\right)$ are known, one would simply use the "true weights" $w_{i}=\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}$. We can show that the resulting estimator (3) is consistent.

Theorem 1. Assuming $\operatorname{Var}\left(\frac{p^{*}(X)}{p(X \mid Z)}\right)<\infty$, and that $\mathbb{E}_{X, X^{\prime}}\left[k\left(X, X^{\prime}\right)\right]<\infty, \mathbb{E}_{Y, Y^{\prime}}\left[l\left(Y, Y^{\prime}\right)\right]<$ $\infty$, then $\widehat{C}_{p^{*}}$ using true weights is a consistent estimator of $C_{p^{*}}$ and satisfies

$$
\mathbb{E}\left[\left\|C_{p^{*}}-\widehat{C}_{p^{*}}\right\|_{\mathrm{HS}}^{2}\right]=\mathcal{O}\left(\frac{1}{n}\right)
$$

Proof See Appendix B.1.

In practice, however, the true weights are rarely available and they would need to be estimated using density ratio estimation techniques, which we shall discuss in detail in Section 4. The weights estimation corresponds to estimating a function $h$, s.t. $\tilde{w}_{i}=h\left(x_{i}, z_{i}\right)$. We note that estimating $h$ will need to be performed on a different data set than the one used to estimate the covariance in (3), to ensure independence between $h$ and the samples used for testing independence. We now give a result regarding the convergence rate when density ratios are estimated, which shows how the convergence rate of the density ratio estimator affects that of the corresponding estimator of the cross-covariance operator.

Theorem 2. Take the conditions of Theorem 1, and assume also that $\hat{h}_{n}(x, z)$ is a consistent estimator of the density ratio $\frac{p^{*}(x)}{p(x \mid z)}$ with uniform convergence rate $\mathcal{O}\left(\frac{1}{n^{\alpha}}\right)$ for $\alpha>0$, i.e.

$$
\lim _{n \rightarrow \infty} \sup _{x, z}\left|\hat{h}_{n}(x, z)-\frac{p^{*}(x)}{p(x \mid z)}\right| \propto \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)
$$

Then

$$
\mathbb{E}\left[\left\|C_{p^{*}}-\widehat{C}_{p^{*}}\right\|_{\mathrm{HS}}^{2}\right]=\mathcal{O}\left(\frac{1}{n^{\min (1, \alpha)}}\right)
$$

Proof See Appendix B.2.

In summary, the convergence rate for the bd-HSIC estimator using estimated weights is at worst the slower rate between the estimator and the uniform convergence rate of the weight estimates. Now that we have established how to estimate the cross-covariance operator $C_{p^{*}}$, analogously to HSIC, we will use the squared HS norm of $\hat{C}_{p^{*}}$ as our test statistic.


Figure 4. In the left example plot, $p(X)$ has samples where $p(X \mid Z)$ has little support. By constructing $p^{*}(x)$, samples from $p^{*}(x)$ have support where $p(X \mid Z)$ has support, which yields a higher effective sample size. In this example, we consider $p(X)$ and $p(X \mid Z)$ a 2 d distribution with observations on the form $x=(a, b)$. The axes represent the values for $a$ and $b$.

Remark 1. To the best of our knowledge, no density ratio estimator we consider in this work provides any uniform convergence guarantees. Theorem 2 only gives an indicative convergence rate if such density ratio estimation guarantees could be established. In the absence of such bounds, consistency will be hard to guarantee without other strong assumptions. The result can be further refined to settings where uniform convergence is not assumed for the density ratio estimator, however, we leave this to future work.

Proposition 2. Let $\circ$ denote the element-wise matrix product and $\mathbf{K}_{++}$denote the sum of all elements in the matrix $\mathbf{K}$. The squared HS norm of the estimator in (3) is given by

$$
\begin{equation*}
\left\|\widehat{C}_{p^{*}}\right\|_{H S}^{2}=\frac{1}{n^{2}} \tilde{\mathbf{w}}^{\top}(\mathbf{K} \circ \mathbf{L}) \tilde{\mathbf{w}}+\frac{1}{n^{4}}\left(\mathbf{K}^{X_{p^{*}}, X_{p^{*}}}\right)_{++}(\mathbf{L} \circ \tilde{\mathbf{W}})_{++}-\frac{2}{n^{3}} \cdot \tilde{\mathbf{w}}^{\top}\left(\mathbf{K}^{X, X_{p^{*}}} \mathbf{1}_{n} \circ \mathbf{L} \tilde{\mathbf{w}}\right) \tag{4}
\end{equation*}
$$

where $\tilde{\mathbf{w}}=\left[h\left(x_{1}, z_{1}\right), \ldots, h\left(x_{n}, z_{n}\right)\right], \tilde{\mathbf{W}}=\tilde{\mathbf{w}}^{\top} \tilde{\mathbf{w}}, \mathbf{K}=\left[k\left(x_{i}, x_{j}\right)\right]_{i, j=1}^{n}, \mathbf{L}=\left[l\left(y_{i}, y_{j}\right)\right]_{i, j=1}^{n}$, $\mathbf{K}^{X_{p^{*}}, X_{p^{*}}}=\left[k\left(x_{i}^{p^{*}}, x_{j}^{p^{*}}\right)\right]_{i, j=1}^{n}, \mathbf{K}^{X, X_{p^{*}}}=\left[k\left(x_{i}, x_{j}^{p^{*}}\right)\right]_{i, j=1}^{n}$ and $\mathbf{1}_{n}$ is a vector of ones with length n. Proof See Appendix C.

Equation 4 can be viewed as a weighted version of HSIC. We henceforth will refer to this as bd-HSIC and use it as our test statistic. We note that a weighted form of HSIC has previously been considered in a different context - when testing for independence on right-censored data (Rindt et al., 2020).

### 3.2.2 The choice of the $p^{*}$-marginal

Using $p^{*}(x)$ vs $p(x)$ In general, we would expect $p^{*}(x)$ to provide a higher effective sample size of $w^{\prime}$ 's if chosen appropriately. To maximize effective sample size we can choose $p^{*}(x)$ such that samples $x_{i}^{p^{*}} \sim p^{*}(x)$ are given by $x_{i}^{p^{*}}=c_{p^{*}} \cdot x_{i}$. For continuous $x_{i}$ with mean 0 , this can be viewed as scaling the variance of samples $x_{i}$. We illustrate this in Figure 4. We describe how to choose an optimal $c_{p^{*}}$ for continuous densities in the paragraphs below. Choice of $c_{p^{*}}$ To find an optimal $c_{p^{*}}$ for univariate and multivariate $X, Z$, we optimize the
effective sample size of $w_{i}=\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}$. We choose the effective sample size to be as large as possible to try to maximize the power of the test. Since the marginals of $X, Z$ are generally unknown, we derive a heuristic based on Gaussian distributions.

Proposition 3. Assuming standard normal marginals for univariate $X, Z$ with correlation $\rho$. Then $c_{p^{*}}$ maximizes effective sample size ( $E S S$ )

$$
E S S:=\frac{\left(\sum_{i} w_{i}\right)^{2}}{\sum_{i} w_{i}^{2}}
$$

where $w_{i}$ is the weight used to re-sample observations. The optimal $c_{p^{*}}$ is then given by $c_{p^{*}}=\sqrt{1-2 \rho^{2}}$, where $\rho$ is the correlation between $X$ and $Z$.

Proof See Appendix D.1.
Here, under the assumption of joint normality, the optimal $c_{p^{*}}$ is found analytically.
Proposition 4. Assuming $(X, Z) \sim \mathcal{N}_{m+n}(0, \Sigma)$, where we take $\Sigma=\left[\begin{array}{cc}\Sigma_{x x} & \Sigma_{x z} \\ \Sigma_{z x} & \Sigma_{z z}\end{array}\right]$ and assume that $\Sigma_{x x}=I_{m}$ and $\Sigma_{z z}=I_{n}$, the optimal new covariance matrix is found by maximizing the quantity

$$
\operatorname{det}(D) \operatorname{det}\left(2 T^{-1}-\left(I_{m}-\Sigma_{x z} \Sigma_{z x}\right)^{-1}-B D^{-1} B^{\top}\right)
$$

with respect to the positive definite matrix $T$, where $B:=\left(I_{m}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} \Sigma_{x z}$ and $D:=$ $I_{n}-\Sigma_{z x}\left(I_{m}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} \Sigma_{x z}$.

Proof See Appendix D.2.
In practice in the multivariate case, we choose $T=I_{m} \cdot c_{p^{*}}$, and perform the optimization using gradient descent with $c_{p^{*}} \in \mathbb{R}_{>0}$.

### 3.3 The importance of using the correct permutation

For HSIC, Rindt et al. (2021) shows that permutation tests indeed provide the correct size under the null. However, when permuting under confounders their Theorem 2 does not hold anymore due to the extra dependency on $Z$ between $X$ and $Y$.

To see this, consider i.i.d. samples $\left(z_{i}, x_{i}, y_{i}\right) \sim p$ and that $H_{0}$ is true, i.e. $p(y \mid d o(x))=p^{*}(y)$. If you would permute on $x_{i}$ 's or $y_{i}$ 's directly it would violate the exchangeability and hence the guarantee that the test will have the correct size $\alpha$ in expectation, due to the additional dependencies with $z_{i}$ 's. Permuting $y_{i}$ 's directly breaks the required dependency with $z_{i}$. Further permuting $x_{i}$ 's directly breaks the interventional distribution $d o(X=x)$ as it is obtained by re-weighting $x_{i}$ 's according to $\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}$. Thus we have that, for a random permutation $D$,

$$
(\underbrace{D \mathbf{x}}_{\text {permuting }}, \mathbf{y}) \stackrel{d}{\neq}(\mathbf{x}, \mathbf{y})
$$

$$
\begin{array}{c|cc} 
& z=0 & z=1 \\
\hline x=0 & p & 1-p \\
x=1 & 1-p & p
\end{array}
$$

Table 1. Probabilities for $p(X=x \mid Z=z)$
and

$$
(\mathbf{x}, \underbrace{D \mathbf{y}}_{\text {permuting }}) \stackrel{d}{y_{i}^{\prime} \mathrm{s}},(\mathbf{x}, \mathbf{y}) .
$$

Hence the size of the test is not guaranteed to be at most $\alpha$.
To circumvent this, we consider a similar approach to Doran et al. (2014) who permute only where the covariates $Z$ are similar. As bd-HSIC uses the density ratio as an importance weight, we show that permuting $Y, Z$ against $X$ where $p\left(x_{i} \mid z_{i}\right)$ is similar yields an exchangeable sample.

Theorem 3. (Correct type 1 error rate for bd-HSIC using finite permutations) Assume we have i.i.d. samples $\left(z_{i}, x_{i}, y_{i}\right) \sim p$ and that $H_{0}$ is true, i.e. $p(y \mid d o(x))=p^{*}(y)$. If a permutation test with finite samples is applied to bd-HSIC to test for causal association at level $\alpha$, this test will reject with probability at most $\alpha$ if only $y_{i}$ 's with the same conditional density $p\left(x_{i} \mid z_{i}\right)$ are being permuted.

Proof Let $D^{\prime}$ be a permutation such that only $y_{i}$ 's with the same conditional density $p\left(\cdot \mid z_{i}\right)$ are being permuted. As the samples are permuted within $p\left(\cdot \mid z_{i}\right)$, the following holds

$$
(\mathbf{x}, \mathbf{y}) \stackrel{d}{=}(\mathbf{x}, \underbrace{D \mathbf{y}}_{\text {permuting } y_{i^{\prime}}{ }^{\prime}})
$$

for any permutation $D$. The computed test statistics (unpermuted and permuted data) are now exchangeable under the null, and thus the rankings will be uniformly distributed.

It might seem counter-intuitive that the weights $w_{i}$ from the density ratio estimation cannot be used for the permutation test. We provide a corollary below why using such $w_{i}$ 's would fail.

Corollary 2. Assuming a non-constant true density ratio weights, permuting "within" the density ratio weights $w_{i}$ yields incorrect permutations.

Proof We provide an example that breaks exchangeability when permuting within density ratio weights. Consider binary $Z$ and $X$ with $p=0.5$ marginally, with $Y$ being a clone of $Z$. Let $p(X=x \mid Z=z)$ be defined as in Table 1 with $p \neq 0.5$. As $Y$ is a clone of $Z, p(X=x \mid Y=y)$ has the same probabilities as above. Under these assumptions, it is easy to see that $(x, y)$ samples $(0,0)$ and $(1,1)$ (as well as $(1,0)$ and $(0,1))$ will have to permute since $p(X=0 \mid Y=0)=p(X=1 \mid Y=1)=p$. If one considers a situation in which the same number of pairs $(0,0$ and 1,1$)$ and $(1,0$ and 0,1$)$ appear in a sample, the
resulting conditional distribution under permutation will be $p(Y=y \mid X=x)=0.5$ for all $x, y \in\{0,1\}$. Since we took $p \neq 0.5$, the permuted samples are no longer exchangeable with the original sample, even though the do-null clearly holds.

### 3.3.1 MMD CLustering

In practice, we are unlikely to get a group of samples with exactly the same density ratio. To approximately permute $y_{i}$ 's within $p\left(x_{i} \mid z_{i}\right)$, we propose a maximum mean discrepancy (MMD, Gretton et al., 2005) based k-means clustering method (MacQueen, 1967), which uses non-parametric kernel conditional density estimation. The procedure can be summarized in Algorithm 1.

```
Algorithm 1: Clustering using Conditional Mean Embedding
    Input: Training data \(\left\{x_{i}\right\}_{i=1}^{n_{\text {tr }}}\), labels \(\left\{z_{i}\right\}_{i=1}^{n_{\text {tr }}}\), test data \(\left\{z_{j}\right\}_{j=1}^{n_{\text {test }}}\), regularization
            parameter \(\lambda\), number of clusters \(k\)
    Output: Cluster assignments \(c_{j}\) for test data points
    Training Phase:
    Estimate the conditional mean embedding: \(\hat{\mu}_{X \mid Z=z}(\cdot)=\sum_{i=1}^{n_{\text {tr }}} w_{i}(z) l\left(x_{i}, \cdot\right)\)
    Compute \(\mathbf{w}(z)=\left(\mathbf{L}_{Z}+\lambda I\right)^{-1} \mathbf{l}_{z}\), where \(\mathbf{1}_{z}=\left(l\left(z_{1}, z\right), \ldots, l\left(z_{n_{\text {tr }}}, z\right)\right)^{\top}\).
    Run k-means to get cluster centers \(C_{k}\), by optimizing the MMD metric:
    \(\sum_{i}\left\|\hat{\mu}_{X \mid Z=z_{i}}(\cdot)-\hat{\mu}_{X \mid Z=C_{k}}(\cdot)\right\|^{2}=\sum_{i=1}^{n_{\text {tr }}}\left(\mathbf{w}\left(z_{i}\right)-\mathbf{w}\left(C_{k}\right)\right)^{\top} \mathbf{L}_{X}\left(\mathbf{w}\left(z_{i}\right)-\mathbf{w}\left(C_{k}\right)\right)\).
    Testing Phase: for \(j=1\) to \(n_{\text {test }}\) do
        \(c_{j}=\min _{k}\left(\mathbf{w}\left(z_{j}\right)-\mathbf{w}\left(C_{k}\right)\right)^{\top} \mathbf{L}_{X}\left(\mathbf{w}\left(z_{j}\right)-\mathbf{w}\left(C_{k}\right)\right)\).
    end
    Return: Cluster assignments \(c_{j}\) for test data points
```

One permutes $y_{j}$ 's within assigned clusters to get a $D^{\prime}$ permutation. To select the optimal number of clusters, we maximize the silhouette score (Rousseeuw, 1987) over a fixed number of clusters.

Remark 2. We note that MMD-clustering procedure uses Conditional Mean Embedding (CME) estimators (since the true $p(x \mid z)$ is unknown). Li et al. (2023) show these estimators to be consistent with rate $\mathcal{O}\left(\frac{\log n}{n}\right)$, under realistic smoothness assumptions. It is an interesting avenue for further research to investigate if the clustering obtained using estimated CMEs can be related to the clustering obtained using the true CMEs in the large sample limit.

### 3.4 Consistency of bd-HSIC

So far we have provided results on correct type 1 errors for permutation tests. To prove the asymptotic consistency of bd-HSIC, it suffices to show that Lemma 1 in Rindt et al. (2021) holds for bd-HSIC, assuming correctly estimated weights and access to $p\left(x_{i} \mid z_{i}\right)$. Consistency then follows from Theorem 3 in Rindt et al. (2021).

Proposition 5. Let $\psi$ be a random permutation of $y_{i}$ 's such that they only are permuted within groups that have the same $p\left(x_{i} \mid z_{i}\right)$. We write $\left\|\widehat{C}_{p^{*}}\right\|_{H S}^{2}(\psi)$ to denote the HS-norm of $\widehat{C}_{p^{*}}$, under the permutation $\psi$ to all $y_{i}$. Then

$$
\left\|\widehat{C}_{p^{*}}\right\|_{H S}^{2}(\psi) \rightarrow 0
$$

in probability.
Proof See Appendix B.3.

Remark 3. It should be noted that we have not used samples $x^{p^{*}} \sim p^{*}$ in the test statistic for the proposition above. If one were to use $x^{p^{*}}$ in the test statistic, the proof strategy can be repeated up to the final sum of $A_{n}+B_{n}-2 C_{n}$, which instead will be

$$
\underbrace{\mathbb{E}\left[l\left(Y, Y^{\prime}\right)\right] \mathbb{E}\left[k\left(X, X^{\prime}\right)\right]}_{A_{n}}+\underbrace{\mathbb{E}\left[l\left(Y, Y^{\prime}\right)\right] \mathbb{E}\left[k\left(X^{p^{*}}, X^{\prime p^{*}}\right)\right]}_{B_{n}}-2 \underbrace{\mathbb{E}\left[l\left(Y, Y^{\prime}\right)\right] \mathbb{E}\left[k\left(X, X^{p^{*}}\right)\right]}_{C_{n}}
$$

which generally will not sum to 0 as $n \rightarrow \infty$, implying that we lose consistency. Thus, we use samples $x^{p^{*}}$ to empirically improve power at the cost of being biased.

It is worth noting that the assumptions here are a couple of steps removed from the practical algorithm - in particular, they require access to true weights and a perfect permutation strategy. However, the results do indicate that we can expect the power of the test to improve with sample size when weights are estimated in a consistent manner and when the clustering approach to permutations consists of clusters with approximately equal conditional densities.

## 4. Estimation of Weights

Since we will generally never have access to the true weights needed for backdoor adjustment, we need to estimate them from observed data. We denote estimated weights as $\tilde{w}_{i}$. In this section, we describe how to estimate these $\tilde{w}_{i}$ for both categorical and continuous $X$.

### 4.1 Categorical treatment variable $X$

For categorical $x_{i}$ we estimate $w_{i}$ using the ratio $\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} z_{i}\right)}$, where we take $p^{*}(x)=p(x)$. We first estimate $p(x)$ by simply taking the empirical probabilities for each category using the training data. For $p(x \mid z)$, we fit a probabilistic classifier mapping from $z$ to each class of $x$. When $X$ consists of multiple categorical dimensions, i.e. $d_{X}>1$, we consider the $p^{*}(x)$ and $p(x \mid z)$ over the joint space of $\mathcal{X}_{1} \times \ldots \times \mathcal{X}_{d_{X}}$. In the cases where $d_{X}$ is large $(\geq 8)$, we assume each $x^{d}$ to be independent of each other and take $p(x)=\prod_{d=1}^{d_{X}} p\left(x_{d}\right)$ and $p(x \mid z)=\prod_{d=1}^{d_{X}} p\left(x_{d} \mid z\right)$.

### 4.2 Continuous treatment variable $X$

In the continuous case, we can no longer estimate $p(x \mid z)$ or $p^{*}(x)$ using a classifier straightforwardly. This complicates the estimation of the density ratio $w=\frac{p^{*}(x)}{p(x \mid z)}$, as we could
either estimate $p^{*}(x)$ and $p(x \mid z)$ separately using density estimation or estimate the density ratio directly. We review some existing methods below.

Direct density estimation of $p^{*}(x)$ and $p(x \mid z)$ allows for a broad range of methods such as normalizing flows (Rezende and Mohamed, 2015), generative adversarial networks (Goodfellow et al., 2014) and kernel density estimation (Botev et al., 2010) among many. While these methods provide accurate density estimation, they tend to be computationally expensive and hard to train (Mescheder et al., 2018). In this paper, we do not explore them further since densities themselves are not of direct interest.

RuLSIF (Yamada et al., 2011) propose using kernel ridge regression to directly estimate the density ratio $r(x)=\frac{p_{1}(x)}{p_{2}(x)}$ between distributions $p_{1}(x)$ and $p_{2}(x)$. While this method offers an analytical approach to estimating the density ratio, a regression may often not be flexible enough to learn our density ratio of interest in a high dimensional setting. We compare against RuLSIF in the experiment section.

Noise contrastive density estimation (NCE) (Gutmann and Hyvärinen, 2012) considers the problem of estimating an unknown density $p_{\text {true }}(\mathbf{x} ; \theta)$ with parameters $\theta$ from samples $\mathbf{x} \in \mathbb{R}^{d}$. The key idea of NCE is to convert a density estimation problem to a classification problem by selecting an auxiliary noise contrastive distribution $p_{\text {noise }}(\mathbf{x})$ to compare with samples from $p_{\text {true }}$. This noise contrastive distribution is used to train a density ratio $\hat{p}\left(\mathbf{x} ; \theta^{\prime}\right)$ with parametrization $\theta^{\prime}$ of $p_{\text {true }}$ to distinguish between fake samples $\mathbf{z} \sim p_{\text {noise }}$ and observations $\mathbf{x}_{i} \sim p_{\text {true }}$ through binary classification. We can then derive $p_{\text {true }}$ by using this estimated density ratio. NCE has numerous desirable properties, including consistency under mild assumptions. We will propose and use a slightly modified NCE method to estimate our desired density ratio. We detail this method in the next section.

Telescoping density ratio (TRE) (Rhodes et al., 2020) considers the problem of estimating the density ratio between distributions $p_{0}$ and $p_{m}$ using samples $\mathbf{x}_{0} \sim p_{0}$ and $\mathbf{x}_{m} \sim p_{m}$. However, these density ratio problems tend to become pathological when $p_{0}$ and $p_{m}$ are too far apart, exhibiting a phenomenon coined density chasm. The main idea of TRE is then to decompose this density ratio into several sub-tasks through a telescoping product

$$
\frac{p_{0}(\mathbf{x})}{p_{m}(\mathbf{x})}=\frac{p_{0}(\mathbf{x})}{p_{1}(\mathbf{x})} \frac{p_{1}(\mathbf{x})}{p_{2}(\mathbf{x})} \cdots \frac{p_{m-2}(\mathbf{x})}{p_{m-1}(\mathbf{x})} \frac{p_{m-1}(\mathbf{x})}{p_{m}(\mathbf{x})}
$$

and estimate each individual ratio with separate estimators $r_{k}\left(\mathbf{x} ; \theta_{k}\right) \approx p_{k}(\mathbf{x}) / p_{k+1}(\mathbf{x})$ for $k=0, \ldots, m-1$; we can then compose the original density ratio as

$$
r(\mathbf{x} ; \theta)=\prod_{k=0}^{m-1} r_{k}\left(\mathbf{x} ; \theta_{k}\right) \approx \prod_{k=0}^{m-1} \frac{p_{k}(\mathbf{x})}{p_{k+1}(\mathbf{x})}=\frac{p_{0}(\mathbf{x})}{p_{m}(\mathbf{x})}
$$

To train each estimator $r_{k}\left(\mathbf{x} ; \theta_{k}\right)$ we require a gradual transformation of samples between $\mathbf{x}_{0}$ and $\mathbf{x}_{m}$, resulting in intermediate samples $\mathbf{x}_{k} \sim p_{k}, \quad k=0, \ldots, m-1$. We define these samples as a linear combination of $\mathbf{x}_{0}$ and $\mathbf{x}_{m}$

$$
\mathbf{x}_{k}=\sqrt{1-\alpha_{k}^{2}} \mathbf{x}_{0}+\alpha_{k} \mathbf{x}_{m}, \quad k=0, \ldots, m
$$

where the $\alpha_{k}$ 's form an increasing sequence from 0 to 1 . The training objective

$$
\begin{aligned}
\mathcal{L}_{\mathrm{TRE}}(\theta) & =\frac{1}{m} \sum_{k=0}^{m-1} \mathcal{L}_{k}\left(\theta_{k}\right) \\
\mathcal{L}_{k}\left(\theta_{k}\right) & =-\mathbb{E}_{\mathbf{x}_{k} \sim p_{k}} \log \left(\frac{r_{k}\left(\mathbf{x}_{k} ; \theta_{k}\right)}{1+r_{k}\left(\mathbf{x}_{k} ; \theta_{k}\right)}\right)-\mathbb{E}_{\mathbf{x}_{k+1} \sim p_{k+1}} \log \left(\frac{1}{1+r_{k}\left(\mathbf{x}_{k+1} ; \theta_{k}\right)}\right)
\end{aligned}
$$

is the average of all $m$ losses of the subtasks.

### 4.3 NCE for bd-HSIC

In the do-null context, we have access to samples $\left\{\left(x_{i}, y_{i}, z_{i}\right)\right\}_{i=1}^{n} \sim p$. To calculate $\left\|\widehat{C}_{p^{*}}\right\|^{2}$ we need to estimate the density ratio $\tilde{w}_{i}=\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}$ from our observations. Here $p^{*}(x)$ is a chosen marginal distribution of $X$. We can express the density ratio as

$$
w_{i}=\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}=\frac{p^{*}\left(x_{i}\right) p\left(z_{i}\right)}{p\left(x_{i}, z_{i}\right)}
$$

If we take $p^{*}(x)=p(x)$, the problem translates into finding the density ratios between the product of the marginals and the joint density.

We can make use of the NCE framework by taking joint samples $D_{1}=\left\{\left(x_{i}, z_{i}\right)\right\}_{i=1}^{n_{1}}$ and approximate samples from the product of the marginals $D_{2}=\left\{\left(x_{i}, z_{\pi(i)}\right)\right\}_{i=1}^{n_{2}} \sim p(x) p(z)$, for a randomly drawn permutation $\pi$. We obtain $D_{1}$ and $D_{2}$ by splitting the data set to ensure independence between positive samples and negative samples in NCE.

By setting $p_{\text {true }}(x, z)=p(x, z)$ and $p_{\text {noise }}(x, z)=p(x) p(z)$, we can parametrize the noise contrastive classifier as $h(x, z ; \theta)=\sigma\left(\ln \left(\frac{1}{\nu} \frac{p(x) p(z)}{p(x, z ; \theta)}\right)\right)=\sigma\left(\ln \left(\frac{1}{\nu} r(x, z ; \theta)\right)\right)$, where $r(x, z ; \theta)$ is a classifier parametrized by $\theta, \sigma(x)=\frac{1}{1+e^{-x}}$ and $\nu=\frac{n_{2}}{n_{1}}$, the ratio between samples from the product of the marginal to the joint distribution. By using NCE to directly estimate the density ratio between the product of the marginals and the joint density we gain the advantage that we do not need to specify an explicit noise contrastive distribution (and potentially introduce bias), as we can already obtain samples approximately through permutation. The problem is then reduced to a classification problem where we have to discriminate between samples from the product of marginals and the joint distribution. We introduce two modifications which take advantage of using the marginal $p^{*}(x)$.

### 4.3.1 NCE- $p^{*}$

Consider any $p^{*}(x) \neq p(x)$. We then build a classifier to discriminate data sets $D_{1}=$ $\left\{\left(x_{i}, z_{i}\right)\right\}$ from $D_{2}^{p^{*}}=\left\{\left(x_{j}^{p^{*}}, z_{j}\right)\right\}$ where $\left\{x_{j}^{p^{*}}\right\} \sim p^{*}$ independently of $z_{j}$, so $D_{2}^{p^{*}}$ contains samples from $p^{*}(x) p(z)$. When we pass any new pair $(x, z)$ (i.e. regardless where it comes from, and in particular it can come from $p(x, z))$ to the classifier, it gives us the density ratio

$$
\frac{p^{*}(x) p(z)}{p(x, z)}=\frac{p^{*}(x)}{p(x \mid z)}
$$

which is then parametrized as

$$
h(x, z ; \theta)=\sigma\left(\ln \left\{\frac{1}{\nu} \frac{p^{*}(x) p(z)}{p(x, z ; \theta)}\right\}\right)=\sigma\left(\ln \left\{\frac{1}{\nu} r(x, z ; \theta)\right\}\right)
$$

### 4.3.2 TRE- $p^{*}$

We can apply TRE to density ratio estimations between joint samples $\mathbf{x}_{0}=(x, z)$ and product of marginals $\mathbf{x}_{m}=\left(X^{p^{*}}, z\right)$. For our particular context involving a chosen $p^{*}(x)$, we generate intermediate samples $\mathbf{x}_{k}=\left(\sqrt{1-\alpha_{k}^{2}} x+\alpha_{k} X^{p^{*}}, z\right)$ by fixing $z$ for $k=0, \ldots, m$.

It should be noted that neither TRE- $p^{*}$ or NCE- $p^{*}$ provides any guarantees in regard to uniform convergence rates of consistency.

### 4.4 Mixed treatment $X$

When $X$ contains both continuous and categorical treatments, modifications to the continuous method are needed. We observe that if we take $X=x_{\text {cat }} \cup x_{\text {cont }}$ we have

$$
\begin{align*}
w\left(x_{\mathrm{cat}}, x_{\mathrm{cont}}\right)=\frac{p\left(x_{\mathrm{cat}}, x_{\mathrm{cont}}\right)}{p\left(x_{\mathrm{cat}}, x_{\mathrm{cont}} \mid z\right)} & =\quad \frac{p\left(x_{\mathrm{cat}}, x_{\mathrm{cont}}\right)}{\frac{p\left(x_{\mathrm{cat}} \mid z, x_{\mathrm{cont}}\right) p\left(x_{\mathrm{cont}} \mid z\right)}{}}  \tag{5}\\
& =\quad \underbrace{\frac{p\left(x_{\mathrm{cat}} \mid x_{\mathrm{cont}}\right)}{p\left(x_{\mathrm{cat}} \mid z, x_{\mathrm{cont}}\right)}}_{\text {Classifiers }} \cdot \frac{p\left(x_{\mathrm{cont}}\right)}{p\left(x_{\mathrm{cont}} \mid z\right)} \tag{6}
\end{align*}
$$

We note that we can decompose the density ratio into a product of density ratios estimated using classifiers and density ratio estimation methods. We will use this as the main method for mixed treatment data since this composition allows us to simplify the problem by avoiding estimating density ratios over joint categorical and continuous treatment data which could induce density chasms (Rhodes et al., 2020). We compare our proposed method to dimension-wise mixing, proposed in Rhodes et al. (2020). The same techniques can also be applied to NCE- $p^{*}$.

### 4.5 Algorithmic procedure

We describe the procedures for estimating weights $\tilde{w}$ and our proposed testing procedure.

### 4.5.1 Training the density ratio estimator

We train our density ratio estimators $r(x, z ; \theta)$ through gradient descent. We parameterize all our estimators as Neural Networks (NN), due to their ability to fit almost any function. We summarize the training procedure for categorical data in Algorithm 2 and continuous data in Algorithm 3. We take our validation criteria in Algorithm 3 to be out-of-sample loss.

### 4.5.2 Testing procedure

The entire procedure of the test can be summarized in Algorithm 4.
It should be noted that we partition the data such that the data used for the estimation of weights are independent of the data used for the permutation test.

## 5. Simulations

We run experiments using bd-HSIC in the following contexts of do-null testing:

```
Algorithm 2: Training a density ratio estimator for categorical \(X\)
    Input: Data \(\mathcal{D}=\left\{x_{i}, z_{i}, x_{i}^{p^{*}}\right\}_{i=1}^{n / / 2}\)
    Output: Trained estimator \(r\left(x, z ; \theta^{\prime}\right)\)
    Partition data into training and validation \(\mathcal{D}=\mathcal{D}_{t r} \cup \mathcal{D}_{\text {val }}\)
    Initialise estimator \(r\left(x, z, \theta^{\prime}\right)\)
    if \(D>8\) then
        for each categorical \(x^{d}\) do
            Estimate \(p\left(x^{d}\right)\) using empirical probabilities
            Estimate \(p\left(x^{d} \mid z\right)\) using a classifier with parameters \(\theta_{d}\)
            Set \(r^{d}\left(x^{d}, z ; \theta_{d}\right)=\frac{p\left(x^{d}\right)}{p\left(x^{d} \mid z ; \theta_{d}\right)}\)
        end
        Set \(r(x, z)=\prod_{d=1}^{n} r^{d}\left(x^{d}, z ; \theta_{d}\right)\)
    end
    else
        Estimate \(p(x)\) over joint space
        Estimate \(p(x \mid z)\) using a classifier \(\theta\)
        Set \(r(x, z)=\frac{p(x)}{p(x \mid z ; \theta)}\)
    end
    Return: Trained estimator \(r(x, z)\)
```

```
Algorithm 3: Training an NCE-based density ratio estimator
    Input: Data \(\mathcal{D}=\left\{x_{i}, z_{i}, x_{i}^{p^{*}}\right\}_{i=1}^{n / / 2}\)
    Output: Trained estimator \(r(x, z ; \theta)\)
    Partition data into training and validation \(\mathcal{D}=\mathcal{D}_{t r} \cup \mathcal{D}_{\text {val }}\)
    Initialize estimator \(r(x, z, \theta)\)
    Partition data into joint and product of the margin samples \(\mathcal{D}_{t r}=\mathcal{D}_{t r}^{\text {pom }} \cup \mathcal{D}_{t r}^{\text {joint }}\),
    \(\mathcal{D}_{\text {val }}=\mathcal{D}_{\text {val }}^{\text {pom }} \cup \mathcal{D}_{\text {val }}^{\text {joint }}\)
    while validation criteria \(\nu\) not converged do
        Sample positive and negative samples \(\delta_{+} \subset \mathcal{D}_{t r}^{\text {pom }}, \delta_{-} \subset \mathcal{D}_{t r}^{\text {joint }} ;\)
        Calculate loss \(l=\mathcal{L}\left(r\left(\delta_{+}\right), r\left(\delta_{-}\right)\right)\);
        Gradient Descent \(\theta=\theta+\frac{\partial l}{\partial \theta}\);
        Calculate validation loss \(\mathcal{L}\left(r\left(\mathcal{D}_{\text {val }}^{\text {pom }}\right), r\left(\mathcal{D}_{\text {val }}^{\text {joint }}\right)\right)\);
    end
    Return: Trained estimator \(r(x, z)\)
```

1. Linear $X, Y$ dependencies under multiple treatments and treatment types, multiple confounders and multiple outcomes
2. Non-linear $X, Y$ dependencies under multiple treatments, multiple confounders and multiple outcomes
```
Algorithm 4: Testing \(H_{0}: p(y \mid d o(x))=p^{*}(y)\)
    Input: Data \(\left\{\left(x_{i}, y_{i}, z_{i}\right)\right\}_{i=1}^{n}\), Distribution \(p^{*}(x)\), density ratio estimator \(r(\cdot)\),
            number of permutations \(n_{q}\)
    Output: p-value for \(H_{0}\)
    Find optimal \(c_{p^{*}}\) for continuous \(X\)
    Sample \(\left\{X_{i}^{p^{*}}\right\}_{i=1}^{n} \sim p^{*}\)
    Partition data into \(\mathcal{D}_{1}=\left\{\left(x_{i}, y_{i}, z_{i}, X_{i}^{p^{*}}\right)\right\}_{i=1}^{\lfloor n / 2\rfloor}\) and
    \(\mathcal{D}_{2}=\left\{\left(x_{i}, y_{i}, z_{i}, X_{i}^{p^{*}}\right)\right\}_{i=\lfloor n / 2\rfloor+1}^{n}\)
    Train \(r\) on \(\mathcal{D}_{1}\)
    Estimate \(p(x \mid z)\) on \(\mathcal{D}_{1}\) using modified k-means
    Get weights \(\left\{\tilde{w}_{i}\right\}_{i=\lfloor n / 2\rfloor+1}^{n}=r\left(\left\{\left(x_{i}, z_{i}, X_{i}^{p^{*}}\right)\right\}_{i=\lfloor n / 2\rfloor+1}^{n}\right)\)
    Calculate \(\left\|\widehat{C}_{p^{*}}\right\|^{2}\) using \(\mathcal{D}_{2}\)
    Calculate permuted test statistics \(\left\{\left\|\widehat{C}_{p^{*}}\right\|_{1}^{2}, \ldots,\left\|\widehat{C}_{p^{*}}\right\|_{n_{q}}^{2}\right\}\)
    Calculate the p-value as
    \(p=2 \min \left(1-\frac{1+\sum_{i=1}^{n_{q}} 1_{\left\|\widehat{C}_{p^{*}}\right\|^{2}<\left\|\widehat{C}_{p^{*}}\right\|_{i}^{2}}}{1+n_{q}}, \frac{1+\sum_{i=1}^{n_{q}} 1_{\left\|\widehat{c}_{p^{*}}\right\|^{2}<\left\|\widehat{C}_{p^{*}}\right\|_{i}^{2}}}{1+n_{q}}\right)\)
    Return: \(p\)
```

To extend the exposition of bd-HSIC, we contrast against post-double selection (PDS), which serves as a representative benchmark with pathologies that bd-HSIC attempts to amend.

### 5.1 Comparison against semi-parametric methods

We compare against the popular post-double selection (PDS) method (Belloni et al., 2014), a semi-parametric lasso-based model that is widely used for causal estimation. PDS considers the following setup

$$
\begin{array}{ll}
y_{i}=d_{i} \alpha_{0}+g\left(z_{i}\right)+\zeta_{i}, &  \tag{7}\\
\mathbb{E}\left[\zeta_{i} \mid z_{i}, d_{i}\right]=0 \\
d_{i}=m\left(z_{i}\right)+v_{i}, & \\
\mathbb{E}\left[v_{i} \mid z_{i}\right]=0
\end{array}
$$

where $y_{i}$ is the outcome variable, $d_{i}$ is the policy/treatment variable whose impact $\alpha_{0}$ is the quantity of interest, $z_{i}$ represents confounding factors, and $\zeta_{i}$ and $v_{i}$ are disturbances. The problem is then recast into a linear form

$$
\begin{align*}
& y_{i}=d_{i} \alpha_{0}+\underbrace{x_{i}^{\prime} \beta_{g 0}+r_{g i}}_{g\left(z_{i}\right)}+\zeta_{i}  \tag{8}\\
& d_{i}=\underbrace{x_{i}^{\prime} \beta_{m 0}+r_{m i}}_{m\left(z_{i}\right)}+v_{i}
\end{align*}
$$

where $x_{i}^{\prime} \beta_{g 0}$ and $x_{i}^{\prime} \beta_{m 0}$ are approximations to $g\left(z_{i}\right)$ and $m\left(z_{i}\right)$, and $r_{g i}$ and $r_{m i}$ are the corresponding approximation errors. PDS then uses lasso to estimate $m\left(z_{i}\right)$ and $g\left(z_{i}\right)$ and for selecting non-zero control variables, and then regresses $y_{i}$ on $d_{i}$ together with the union of
selected non-zero control variables. Note that PDS is a lasso-based model, which makes it susceptible to non-linear confounding effects and causal effects. Given the above contexts, the coverage of PDS includes linear $X, Y$ dependencies with multiple treatments under multiple confounders.

To make comparisons straightforward, we only compare to PDS in univariate treatment, confounder and outcome cases.

### 5.2 Comparisons against CfME and Singh et al. (2023)

We additionally compare against CfME proposed in Muandet et al. (2021) for the binary treatment case and Singh et al. (2023) for general treatment. While it is not immediately clear how to adapt Singh et al. (2023) for a hypothesis test, we provide a derivation in Appendix E. We will refer to the newly derived test as backdoor-CME (bd-CME). For both these cases, we consider direct permutation on $Y$ following the implementation of CfME.

An inherent limitation of CfME is that it only can be used for binary treatment cases. For bd-CME, which is entirely kernel dependent, problems could arise when the data consists of both categorical and continuous variables, as it becomes unclear how to adequately select kernels for both of these data types. One could of course consider a product kernel, but such a kernel may break certain dependencies that render the test invalid.

### 5.2.1 Ablation study

We further compare to $\tilde{w}_{i} \sim \operatorname{Uniform}(0,1)$. While this choice of weights is not a very principled approach, it serves as a reference to see whether bd-HSIC actually needs correctly estimated weights to have power.

### 5.2.2 Studying the size under $H_{0}$

When the null hypothesis is true, we would expect the p-value distribution of the test run on several data sets to have the correct size. Here we use level $\alpha=0.05$.

### 5.2.3 Studying the power under $H_{1}$

Under the alternative, a desired property is high power across all parameters of the data generation. We will conduct experiments to demonstrate when the test has high power and when it does not. We calculate power for level $\alpha=0.05$.

We present our results in bivariate plots, where we plot $\beta_{X Y}$ ( x -axis) against the power at level $\alpha=0.05$ (y-axis). An ideal plot would be a discontinuous function with height 0.05 at $\beta_{X Y}=0$ and height 1.0 for $\beta_{X Y}>0$. We would then expect that as the sample size increases, the plot would approach this ideal.

### 5.3 Results

We divide our experiments into two steps: we first take the true weights and use them in the subsequent permutation test for bd-HSIC. In this initial step, we chose $p^{*}=p$. This is
intended as a unit test to validate that the parameter selection used for data generation is working. It should be noted that generally the choice of $p^{*}$ and estimation of $c_{p^{*}}$ must be done cautiously to avoid double use of data.

In the second step we estimate weights from the data and investigate the effectiveness of our proposed density ratio estimation procedure. We consider the following methods for weight estimation: RuLSIF, random uniform, NCE- $p^{*}$ and TRE- $p^{*}$ as described in Section 4.3 and Section 4.

### 5.3.1 Binary treatment $X$

We simulate univariate binary data according to Appendix F.1. We vary the dependence $\beta_{X Y}$ between $X$ and $Y$ to be $\{0.0,0.005,0.01,0.02,0.04,0.06,0.08,0.1\}$. We plot the power for the level $\alpha=0.05$ against $\beta_{X Y}$ in Figure 5 .


Figure 5. bd-HSIC(NCE- $p^{*}$ ):
CfME: ——bd-CME:
Binary treatment for $n=1000,5000,10000$ using an RBF kernel in bd-HSIC. Both CfME and bd-CME has incorrect size. The horizontal line denotes when power is 0.05 as a visual reference.

### 5.3.2 Continuous treatment $X$

Linear dependency between $X$ and $Y$
The data are simulated for $\left(d_{z}, d_{x}, d_{y}\right) \in\{(1,1,1),(3,3,3),(15,3,3),(50,3,3)\}$. In our experiments, we found that a strong confounding effect (i.e. large $\beta_{X Z}$ ) led to a smaller effective sample size, making it harder to obtain a consistent test under $H_{0}$. For $H_{1}$, the difficulty was mostly controlled by the magnitude of $\beta_{X Y}$, where small magnitudes often led to a test with little or no power. We have chosen rejection sampling parameters $\theta, \phi, \beta_{X Z}, \beta_{Y Z}$ such that the tests are non-trivial but not a failure mode, where $\theta, \phi$ control variance of the marginal distribution of the treatment and the variance of proposal distribution respectively. For exact simulation details, we refer to the appendix. We consider $\beta_{X Y} \in[0.0,0.05]$, with $\beta_{X Y}=0.0$ corresponding to $H_{0}$. We present results for continuous treatment in Figure 6 . We note that bd-CME has inflated type 1 errors for $d_{Z}=15$.
Non-linear dependency between $X$ and $Y$
Here we simulate data for $\left(d_{z}, d_{x}, d_{y}\right) \in\{(1,1,1),(50,3,3)\}$ using the same parameters as in


Figure 6. bd-HSIC(NCE- $p^{*}$ ): —— bd-HSIC(TRE- $p^{*}$ ): _ bd-HSIC(random uniform): ——bd-HSIC(RuLSIF): $\quad$ bd-HSIC(true weights): $\quad$ PDS:
bd-CME:
Continuous treatment results. We find that RuLSIF has incorrect size under the null and that uniform weights has less power. NCE-p* seems to have the best power while being calibrated under the null. We generally note that random uniform weights have less or no power when compared to "true weights" and estimated weights.


Figure 7. Samples from $p^{*}$ under $H_{1}$ where the dependency is non-linear.
the linear case. The only difference now is that we consider a non-linear dependency between $X$ and $Y$ illustrated in Figure 7. Figure 7a illustrates a U-shaped dependency between $X$ and $Y$, which can be found in relationships between happiness vs. age (Kostyshak, 2017), and BMI vs. fragility (Watanabe et al., 2020) to name a few. The U-shaped dependency can be generalized to symmetric non-linear relationships between $X$ and $Y$ illustrated in Figure 7b. We show the results in Figure 8 and Figure 9. We note that PDS has no power against the alternative when the dependency between $X$ and $Y$ is symmetric and non-linear, which is expected due to the linear nature of PDS.


Figure 8. bd-HSIC(NCE-p*): — bd-HSIC(random uniform): - bdHSIC(RuLSIF): $\quad$ bd-HSIC(true weights): —— PDS: —— bd-CME:

Experiments for U-shaped dependency between $X$ and $Y$.

### 5.3.3 Mixed treatment $X$

The data are simulated for $\left(d_{z}, d_{x}, d_{y}\right) \in\{(2,2,2),(4,4,3),(15,6,6),(50,8,8)\}$. We simulate the mixed data according to Algorithm F.3. Here we fix half of the $X$ 's to be continuous and the other half binary. We consider $\beta_{X Y} \in[0.0,0.1]$. We follow the same principles as in the continuous case when selecting $\theta, \phi, \beta_{X Z}, \beta_{Y Z}$.

In our experiments, we compare against RuLSIF and randomly sampled uniform weights. We also compare between estimating the density ratio of the binary treatments separately (denoted with suffix "prod") and all treatments simultaneously (no suffix). The "mixed" suffix is a reference to the dimension-wise mixing proposed in Rhodes et al. (2020), which is applied when using TRE-p*. We present the results in Figure 10. We note that bd-CME has an inflated type 1 error rate for $d_{Z}=50$.


Figure 9. bd-HSIC(NCE-p*): _ bd-HSIC(random uniform): _ bdHSIC(RuLSIF): $\quad$ bd-HSIC(true weights): $\quad$ PDS: $\quad$ bd-CME:

Experiments for general non-linear symmetric dependency between $X$ and $Y$.

### 5.4 Pitfalls

### 5.4.1 Choice of kernels, a cautionary tale

To improve the power of bd-HSIC, we could instead use a linear kernel. Figure 11 illustrates that bd-HSIC has comparable power to PDS, when using a linear kernel for testing the donull when one considers the univariate binary treatment case.


Figure 11. bd-HSIC(NCE- $p^{*}$ ): —— bd-HSIC(true weights): —— PDS:
Binary treatment for $n=1000,5000,10000$ using an linear kernel in bd-HSIC. Compared to Figure 5, bd-HSIC now has similar power to PDS.


Figure 10. bd-HSIC(NCE- $p^{*}$, mixing): $\quad$ bd-HSIC(TRE- $p^{*}$, mixing): $\quad$ bdHSIC(random uniform): ——bd-HSIC(RuLSIF): ——bd-HSIC(true weights): bd-HSIC(NCE-p* prod): $\quad$ bd-HSIC(TRE- $p^{*}$ product): ——bd-HSIC(RuLSIF product): bd-CME:
Mixed treatment results. We find that RuLSIF has an incorrect size under the null. TRE-p* prod seems to have the best power while being calibrated under the null.

However, when applying the linear kernel to univariate data for a continuous treatment the test becomes uncalibrated. In fact, the linear kernel makes bd-HSIC much more sensitive to confounding, exhibited in Figure 12a

### 5.4.2 When does bd-HSIC break?

We demonstrate a typical failure mode of bd-HSIC, when the value of $\beta_{X Z}$ is so strong that the density ratio estimation fails. We show that NCE- $p^{*}$ and TRE- $p^{*}$ have incorrect size when $\beta_{X Z}$ becomes large enough in Figure 12c. Here we generate data under the null for $\beta_{X Z} \in\{0.0,0.05,0.1,0.15,0.25,0.5,0.75,1.0,1.5,2.0\}$ for $d_{X}=d_{Y}=3, d_{Z}=15$.

(A) Applying a linear kernel to univariate continuous treatment data. The linear kernel may cause the test to have incorrect size.

(B) Applying a RBF kernel to univariate continuous treatment data.

(c) bd-HSIC with estimated density ratios exhibits incorrect size for a certain amount of confounding. True weights are consistent.

Figure 12. bd-HSIC(NCE-p*): — bd-HSIC(TRE-p*): $\quad$ bd-HSIC(true weights): - bd-CME:

### 5.5 Experiments on real-world data

We apply bd-HSIC to two real-world data and compare against PDS and bd-CME.

### 5.5.1 Lalonde data set experiments

The Lalonde data set comes from a study that looked at the effectiveness of a job training program (the treatment) on the real earnings of an individual, a couple of years after completion of the program (the outcome). Each individual has several descriptive covariates such as age, academic background, which confound the relationship between the treatment and the outcome. We compare the power between PDS and bd-HSIC on the Lalonde data set in Figure 13. This is done by calculating the p-value on 100 bootstrap sampled subsets of the data set. We further generate a random independent dummy outcome to verify that our tests are calibrated. We note that both PDS and bd-HSIC have the correct type 1 control for dummy outcome, while their power is comparable for the real earnings outcome.

### 5.5.2 Twins data set experiments

The twins data set (Louizos et al., 2017) considers data of twin births in the US between 1989-1991. Here the treatment is being born the heavier twin and the outcome is mor-


Figure 13. PDS suggests that there exists a causal association between receiving training and real earnings. bd-CME appears to have incorrect size.
tality. Besides treatment and outcome, there are also descriptive confounders such as the smoking habits of the parents, education level of the parents, and medical risk factors of the children among many. For our experiments, we construct a slight variation of the experiment presented in Louizos et al. (2017), where we instead take the treatment to be $T=\left(\right.$ Weight $_{\text {heavier twin }}$, Weight $_{\text {lighter twin }}$, Weight $_{\text {heavier twin }}-$ Weight $\left._{\text {lighter twin }}\right)$ and the outcome to be in the set $\{-1,0,1\}$, where -1 indicates that the lighter twin died, 1 that the heavier twin died, and 0 that either, neither or both died; everything else is kept the same. Similar to the Lalonde data sets we calculate the p-value on 100 bootstrap sampled subsets of the data set and present results in Figure 14. Similar to the Lalonde data set, we generated a random independent dummy outcome to verify that our tests are calibrated. All three methods suggest there exists a causal association between infant weight and mortality.

## 6. Conclusion

We present a novel non-parametric method termed backdoor-HSIC (bd-HSIC), which is an importance-weighted covariance-based statistic to test the causal null hypothesis, or do-null. We first show that our proposed estimator for bd-HSIC is consistent. Experiments on a variety of synthetic data sets, including linear and non-linear dependencies, with different numbers of confounders and treatments, show that bd-HSIC is a flexible method with wider coverage of scenarios than parametric methods such as PDS. Finally, we compare bd-HSIC to PDS on two real-world data sets. Assuming a valid choice of confounders $Z$ satisfying


Figure 14. All three methods suggest that there exists a causal association between weight and mortality.
the back door criterion, the test evaluates whether there is any effect on the distribution of the outcome.

A major benefit of bd-HSIC is that can serve as a powerful tool in causal inference as it complements parametric methods such as PDS. For example, PDS generally has better power when the underlying dependency is linear but fails if the dependency is symmetrically non-linear. Even Double Machine Learning, proposed in Chernozhukov et al. (2018) and a generalization of PDS, will not straightforwardly capture such non-linear causal dependencies without further assumptions. This is inherent to the design of Double Machine Learning, which is based on semi-parametric partially linear models. bd-HSIC is fully nonparametric and can be used as a general test for non-linear causal association, which is of broad interest to all statistically inclined sciences.

By combining with kernel conditional independence tests, this work could be extended to testing for null conditional average treatment effects, as well as to testing more general nested independence constraints (Richardson et al., 2023).
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## Appendix A. Remark on $p^{*}(y)$

Why do we have to consider $H_{0}: p(y \mid d o(x))=p^{*}(y)$ instead of $H_{0}: p(y \mid d o(x))=p(y)$ ? We show in the proposition below that we need arbitrary distributions $p^{*}(y)$ to formulate the hypothesis in a distributional sense since we may have that the do-null hypothesis holds but $p(y \mid d o(x)) \neq p(y)$.
Proposition 6. $p(y \mid d o(x))=p(y) \nLeftarrow Y \perp X \mid d o(X=x)$.
Proof We give an example as proof. Consider a backdoor setting. Let $X, Y, Z$ all be binary random variables, and assume that $X, Z$ are Bernoulli distributed with $p=0.5$. Then let's consider the following distribution:

$$
\begin{align*}
& p(Y=1 \mid X=1, Z=1)=p+\varepsilon \\
& p(Y=1 \mid X=0, Z=1)=p \\
& p(Y=1 \mid X=1, Z=0)=p-\varepsilon  \tag{9}\\
& p(Y=1 \mid X=0, Z=0)=p
\end{align*}
$$

Calculating $p(Y=1 \mid d o(X=x))=\sum_{Z} p(Y=1 \mid X, Z) p(Z)=p$ for both $X=0,1$. Now let $p(X=1 \mid Z)=\frac{1}{4}+\frac{Z}{2}$. But then the marginal

$$
\begin{align*}
p(Y=1) & =\sum_{X, Z} p(Y=1 \mid X, Z) p(X \mid Z) p(Z)  \tag{10}\\
& =0.5(0.75(p+\varepsilon)+0.25 p+0.25(p-\varepsilon)+0.75 p)=p+\frac{\varepsilon}{4}
\end{align*}
$$

Thus we may have that the do-null hypothesis holds but $p(y \mid d o(x)) \neq p(y)$.

## Appendix B. Consistency proofs

## B. 1 Proof of Theorem 1

Proof We first define the kernel mean embeddings used in our proposed estimator:

$$
\begin{aligned}
\mathbb{E}\left[W_{p^{*}} k(x, \cdot) l(y, \cdot)\right]=\mu_{x y}(\cdot) & =\int W_{p^{*}} k(x, \cdot) l(y, \cdot) d \mathbb{P}_{\mathcal{X}} \otimes \mathcal{Y} \otimes \mathcal{X}(x, y, z) \\
& =\int \frac{p^{*}(x)}{p(x \mid z)} k(x, \cdot) l(y, \cdot) d \mathbb{P}_{\mathcal{X}} \otimes \mathcal{Y} \otimes \mathcal{X}(x, y, z)
\end{aligned}
$$

$$
\begin{gathered}
\mathbb{E}\left[k\left(X^{p^{*}}, \cdot\right)\right]=\mu_{X^{p^{*}}}(\cdot)=\int k\left(X^{p^{*}}, \cdot\right) d \mathbb{P}^{*}(x) \\
\mathbb{E}\left[W_{p^{*}} l(y, \cdot)\right]=\mu_{y}(\cdot)=\int \frac{p^{*}(x)}{p(x \mid z)} l(y, \cdot) d \mathbb{P}_{\mathcal{X}} \otimes \mathcal{Y} \otimes \mathcal{X}(x, y, z) .
\end{gathered}
$$

Then we write the following for shorthand:

$$
C_{p^{*}}=\mu_{x y}(\cdot)-\mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y}(\cdot)
$$

Thus

$$
\mathbb{E}\left[\left\|C_{p^{*}}-\widehat{C}_{p^{*}}\right\|_{\mathrm{HS}}^{2}\right]
$$

Which is

$$
\begin{aligned}
& \mathbb{E}\left[\| \mu_{x y}(\cdot)-\mu_{X p^{*}}(\cdot) \otimes \mu_{y}(\cdot)-\right. \\
& (\underbrace{\frac{1}{n} \sum_{i=1}^{n} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} k\left(\cdot, x_{i}\right) \otimes l\left(\cdot, y_{i}\right)}_{\hat{\mu}_{x y}}-\underbrace{\left(\frac{1}{n} \sum_{j=1}^{n} k\left(\cdot, x_{j}^{p^{*}}\right)\right)}_{\hat{\mu}_{X p^{*}}} \otimes \underbrace{\left.\left(\frac{1}{n} \sum_{i=1}^{n} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} l\left(\cdot, y_{i}\right)\right)\right)}_{\hat{\mu}_{y}}) \|^{2}] .
\end{aligned}
$$

Note that $w_{i}=\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}$, and for now we consider we have access to the true weights. Rearranging terms we get

$$
\mathbb{E}[\|\underbrace{\mu_{x y}(\cdot)-\hat{\mu}_{x y}(\cdot)}_{A}+\underbrace{\left(\hat{\mu}_{X^{p^{*}}}(\cdot) \otimes \hat{\mu}_{y}(\cdot)-\mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y}(\cdot)\right)}_{\mathbb{E}[\langle A, A\rangle+2\langle A, B\rangle+\langle B, B\rangle]}\|^{2}]=
$$

The proof strategy is to obtain convergence rates for each term. First term $\langle A, A\rangle$ :

$$
\mathbb{E}[\langle A, A\rangle]=\mathbb{E}\left[\left\langle\mu_{x y}(\cdot), \mu_{x y}(\cdot)\right\rangle\right]-2 \mathbb{E}\left[\left\langle\mu_{x y}(\cdot), \hat{\mu}_{x y}(\cdot)\right\rangle\right]+\mathbb{E}\left[\left\langle\hat{\mu}_{x y}(\cdot), \hat{\mu}_{x y}(\cdot)\right\rangle\right]
$$

Let $x^{\prime}, y^{\prime}, z^{\prime} \sim p$ be an independent copy of $x, y, z \sim p$. The first term is then

$$
\mathbb{E}\left[\left\langle\mu_{x y}(\cdot), \mu_{x^{\prime} y^{\prime}}(\cdot)\right\rangle\right]=\mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right)\right],
$$

the second one:

$$
\begin{aligned}
\mathbb{E}\left[\left\langle\mu_{x y}(\cdot), \hat{\mu}_{x y}(\cdot)\right\rangle\right] & =\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} k\left(x, x_{i}\right) l\left(y, y_{i}\right)\right]\right] \\
& =\mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right)\right]\right] \\
& =\mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right)\right],
\end{aligned}
$$

and the final one:

$$
\begin{aligned}
& \mathbb{E}\left[\frac{1}{n^{2}} \sum_{i, j} w_{i} w_{j} k\left(x_{i}, x_{j}\right) l\left(y_{i}, y_{j}\right)\right]= \\
& \underbrace{\mathbb{E}\left[\frac{1}{n^{2}} \sum_{i \neq j} w_{i} w_{j} k\left(x_{i}, x_{j}\right) l\left(y_{i}, y_{j}\right)\right]}_{(a)}+\underbrace{\mathbb{E}\left[\frac{1}{n^{2}} \sum_{i} w_{i}^{2} k\left(x_{i}, x_{i}\right) l\left(y_{i}, y_{i}\right)\right]}_{(b)} .
\end{aligned}
$$

Then (a) is

$$
(a)=\frac{(n-1)}{n} \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right)\right] .
$$

(b):

$$
\begin{aligned}
(b) & =\frac{1}{n} \mathbb{E}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} k(x, x) l(y, y)\right] \\
& \leq \frac{1}{n} \underbrace{\sup _{x \in X} k(x, x) \sup _{y \in Y} k(y, y)}_{\text {Assumed to be bounded by } C \text { finite variance of density ratio, i.e. bounded }} \quad \mathbb{E}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2}\right] \\
& =\frac{1}{n} C D
\end{aligned}
$$

So for $\langle A, A\rangle$ the convergence rate is $\mathcal{O}\left(\frac{1}{n}\right) .\langle A, B\rangle$ :

$$
\begin{aligned}
\langle A, B\rangle & =\underbrace{\left\langle\mu_{x y}(\cdot), \hat{\mu}_{\text {p}^{p^{*}}}(\cdot) \otimes \hat{\mu}_{y}(\cdot)\right\rangle}_{(1)}+\underbrace{\left\langle\hat{\mu}_{x y}(\cdot), \mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y}(\cdot)\right\rangle}_{(2)} \\
& -\underbrace{\left\langle\hat{\mu}_{x y}(\cdot), \hat{\mu}_{X^{p^{*}}}(\cdot) \otimes \hat{\mu}_{y}(\cdot)\right\rangle}_{(3)}-\underbrace{\left\langle\mu_{x}( \right.}_{(\underbrace{}_{x y}(\cdot), \mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y^{\prime}}(\cdot)\rangle})
\end{aligned}
$$

Thus

$$
\begin{aligned}
(1) & =\mathbb{E}\left[\frac{1}{n^{2}} \sum_{i, j} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} k\left(x, x_{i}^{p^{*}}\right) l\left(y, y_{j}\right)\right]\right] \\
& =\mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} k\left(x, x_{i}^{p^{*}}\right) l\left(y, y_{j}\right)\right]\right] \\
(2) & =\mathbb{E}\left[\frac{1}{n} \sum_{i}^{n} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \mathbb{E}_{x_{q}}\left[k\left(x_{i}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} l\left(y, y_{i}\right)\right]\right] \\
& =\mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \mathbb{E}_{x_{q}}\left[k\left(x^{\prime}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right]\right]
\end{aligned}
$$

## Hu, Sejdinovic and Evans

$$
\begin{aligned}
(3)= & \mathbb{E}\left[\frac{1}{n^{3}} \sum_{i, k, j} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} k\left(x_{i}, X_{k}^{p^{*}}\right) l\left(y_{i}, y_{j}\right)\right] \\
= & \mathbb{E}\left[\frac{1}{n^{3}} \sum_{k, i \neq j} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} k\left(x_{i}, X_{k}^{p^{*}}\right) l\left(y_{i}, y_{j}\right)\right] \\
& +\mathbb{E}\left[\frac{1}{n^{3}} \sum_{k, i=j}\left(\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}\right)^{2} k\left(x_{i}, X_{k}^{p^{*}}\right) l\left(y_{i}, y_{i}\right)\right] \\
= & \frac{n-1}{n} \mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} \mathbb{E}_{X^{p^{*}}}\left[k\left(x, X^{p^{*}}\right)\right] l\left(y, y^{\prime}\right)\right]\right] \\
& +\frac{1}{n} \mathbb{E}_{X^{p^{*}, x, y, z}}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} k\left(x, X^{p^{*}}\right) l(y, y)\right] .
\end{aligned}
$$

$$
(4)=\mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} \mathbb{E}_{x_{q}}\left[k\left(x, X^{p^{*}}\right)\right] \mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right]\right]
$$

We can use the same argument as in $\langle A, A\rangle$, consequently $\langle A, B\rangle \propto \mathcal{O}\left(\frac{1}{n}\right)$ Let $X^{p^{*^{\prime}}}, x^{\prime}, y^{\prime}, z^{\prime}$ be independent copies of $X^{p^{*}}, x, y, z$. Then

$$
\begin{aligned}
\langle B, B\rangle=\underbrace{\left\langle\hat{\mu}_{X p^{*}}\right.}_{(1)}(\cdot) \otimes \hat{\mu}_{y}(\cdot), \hat{\mu}_{X p^{*}}(\cdot) \otimes \hat{\mu}_{y}(\cdot)\rangle & -\underbrace{2\left\langle\hat{\mu}_{X p^{*}}(\cdot) \otimes \hat{\mu}_{y}(\cdot), \mu_{X p^{*}}(\cdot) \otimes \mu_{y}(\cdot)\right\rangle}_{(2)} \\
& +\underbrace{\left\langle\mu_{X_{p^{*^{\prime}}}}(\cdot) \otimes \mu_{y^{\prime}}(\cdot), \mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y}(\cdot)\right\rangle}_{(3)}
\end{aligned}
$$

Where
(1)

$$
=\mathbb{E}\left[\frac{1}{n^{2}} \sum_{u, v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \frac{1}{n^{2}} \sum_{i, j} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} l\left(y_{i}, y_{j}\right)\right]
$$

$$
=\mathbb{E}\left[\frac{1}{n^{2}}\left(\sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right)+\sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right)\right)\right.
$$

$$
\left.\times \frac{1}{n^{2}}\left(\sum_{i \neq j} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} l\left(y_{i}, y_{j}\right)+\sum_{i=j}\left(\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}\right)^{2} l\left(y_{i}, y_{i}\right)\right)\right]
$$

$$
=\underbrace{\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \sum_{i \neq j} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} l\left(y_{i}, y_{j}\right)\right]}_{a}
$$

$$
+\underbrace{\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right) \sum_{i=j}\left(\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}\right)^{2} l\left(y_{i}, y_{i}\right)\right]}_{b}
$$

$$
+\underbrace{\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \sum_{i=j}\left(\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}\right)^{2} l\left(y_{i}, y_{i}\right)\right]}_{c}
$$

$$
+\underbrace{\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right) \sum_{i \neq j} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} l\left(y_{i}, y_{j}\right)\right]}_{d}
$$

Each term is then:

$$
\begin{aligned}
& a=\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \sum_{i \neq j} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} l\left(y_{i}, y_{j}\right)\right] \\
&=\frac{(n-1)^{2}}{n^{2}} \mathbb{E}_{X^{p^{*}, X^{p^{*}}}}\left[k\left(X^{p^{*}}, X^{p^{* \prime}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right] \\
& b=\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right) \sum_{i=j}\left(\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}\right)^{2} l\left(y_{i}, y_{i}\right)\right] \\
&=\frac{1}{n^{2}} \mathbb{E}_{X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} l(y, y)\right] \\
& c=\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \sum_{i=j}\left(\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}\right)^{2} l\left(y_{i}, y_{i}\right)\right] \\
&= \frac{n-1}{n^{2}} \mathbb{E}_{X^{p^{*}}, X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{* \prime}}\right)\right] \mathbb{E}_{x, y, z}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} l(y, y)\right] \\
& d= \mathbb{E}\left[\frac{1}{n^{4}} \sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right) \sum_{i \neq j} \frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} l\left(y_{i}, y_{j}\right)\right] \\
&= \frac{n-1}{n^{2}} \mathbb{E}_{X^{p^{*}}}\left[k \left(X^{\left.\left.p^{p^{*}}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right]}\right.\right. \\
&(2)=\mathbb{E}\left[\frac{1}{n} \sum_{i} \mathbb{E}_{X p^{*}}\left[k\left(X^{p^{*}}, X_{i}^{p^{*}}\right)\right] \frac{1}{n} \sum_{j} \frac{p^{*}\left(x_{j}\right)}{p\left(x_{j} \mid z_{j}\right)} \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} l\left(y, y_{j}\right)\right]\right] \\
&=\mathbb{E}_{X^{p^{*}, X^{p^{*}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right] \\
&(3)=\mathbb{E}_{X^{p^{*}, X^{p^{*}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right]
\end{aligned}
$$

We note that the $\mathbb{E}_{X^{p^{*}}, X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right]$-terms collapse for (1), (2), (3). Thus:

$$
\begin{aligned}
& \langle B, B\rangle=\left(\frac{-2}{n}+\frac{1}{n^{2}}\right) \mathbb{E}_{X^{p^{*}, X X^{p^{\prime}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right] \\
& +\frac{1}{n^{2}} \mathbb{E}_{X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} l(y, y)\right] \\
& +\frac{n-1}{n^{2}} \mathbb{E}_{X^{p^{*}}, X^{p^{*^{*}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} l(y, y)\right] \\
& +\frac{n-1}{n^{2}} \mathbb{E}_{X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right]
\end{aligned}
$$

It suffices now to upper bound all the remaining expectations. First note that $\mathbb{E}_{X^{p^{*}}, X^{p^{*^{\prime}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \leq \sup _{X^{p^{*}}, X^{p^{*}}} k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right) \propto C_{1}$ and $\mathbb{E}_{X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*}}\right)\right] \leq \sup _{X^{p^{*}}} k\left(X^{p^{*}}, X^{p^{*}}\right) \propto C_{2}$.

Further $\mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right] \leq \mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)}\right] \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)}\right] \sup _{y, y^{\prime}} l\left(y, y^{\prime}\right)=$ $\sup _{y, y^{\prime}} \propto C_{3}$. Finally $\mathbb{E}_{x, y, z}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} l(y, y)\right] \leq C_{4}$ using the same arguments as before (finite variance of the density ratio). Then

$$
\begin{aligned}
& \langle B, B\rangle=\left(\frac{-2}{n}+\frac{1}{n^{2}}\right) \mathbb{E}_{X^{p^{*}, X^{p^{*}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right] \\
& +\frac{1}{n^{2}} \mathbb{E}_{X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} l(y, y)\right] \\
& +\frac{n-1}{n^{2}} \mathbb{E}_{X^{p^{*}}, X^{p^{*^{\prime}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} l(y, y)\right] \\
& +\frac{n-1}{n^{2}} \mathbb{E}_{X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right] \\
& \leq\left(\frac{-2}{n}+\frac{1}{n^{2}}\right) C_{1} C_{3}+\frac{1}{n^{2}} C_{2} C_{4}+\frac{n-1}{n^{2}} C_{1} C_{4}+\frac{n-1}{n^{2}} C_{2} C_{3} \propto \mathcal{O}\left(\frac{1}{n}\right)
\end{aligned}
$$

As $\widehat{C}_{p^{*}}$ is asymptotically unbiased in $L^{2}$ norm, it follows from Chebyshev's inequality that it is a consistent estimator.

## B. 2 Proof for Theorem 2

## Proof

Again consider:

$$
\mathbb{E}\left[\left\|C_{p^{*}}-\widehat{C}_{p^{*}}\right\|_{\mathrm{HS}}^{2}\right]
$$

However we take the estimator to be:

$$
\widehat{C}_{p^{*}}=\frac{1}{n} \sum_{i=1}^{n} \hat{h}_{n}\left(x_{i}, z_{i}\right) k\left(\cdot, x_{i}\right) \otimes l\left(\cdot, y_{i}\right)-\left(\frac{1}{n} \sum_{j=1}^{n} k\left(\cdot, x_{j}^{p^{*}}\right)\right) \otimes\left(\frac{1}{n} \sum_{i=1}^{n} \hat{h}_{n}\left(x_{i}, z_{i}\right) l\left(\cdot, y_{i}\right)\right)
$$

Then we have

$$
\begin{aligned}
& \mathbb{E}\left[\| \mu_{x y}(\cdot)-\mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y}(\cdot)-\right. \\
& (\underbrace{\frac{1}{n} \sum_{i=1}^{n} \hat{h}_{n}\left(x_{i}, z_{i}\right) k\left(\cdot, x_{i}\right) \otimes l\left(\cdot, y_{i}\right)}_{\hat{\mu}_{x y}}-\underbrace{\left(\frac{1}{n} \sum_{j=1}^{n} k\left(\cdot, x_{j}^{p^{*}}\right)\right)}_{\hat{\mu}_{X p^{*}}} \otimes \underbrace{\left.\left(\frac{1}{n} \sum_{i=1}^{n} \hat{h}_{n}\left(x_{i}, z_{i}\right) l\left(\cdot, y_{i}\right)\right)\right)}_{\hat{\mu}_{y}}
\end{aligned}
$$

We follow the same steps as in Theorem 1.

$$
\begin{aligned}
& \mathbb{E}[\|\underbrace{\mu_{x y}(\cdot)-\hat{\mu}_{x y}(\cdot)}_{A}+\underbrace{\left(\hat{\mu}_{\text {P }^{*}}(\cdot) \otimes \hat{\mu}_{y}(\cdot)-\mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y}(\cdot)\right)}_{B}\|^{2}] \\
& =\mathbb{E}[\langle A, A\rangle+2\langle A, B\rangle+\langle B, B\rangle]
\end{aligned}
$$

First term $\langle A, A\rangle$ :

$$
\mathbb{E}[\langle A, A\rangle]=\mathbb{E}\left[\left\langle\mu_{x y}(\cdot), \mu_{x y}(\cdot)\right\rangle\right]-2 \mathbb{E}\left[\left\langle\mu_{x y}(\cdot), \hat{\mu}_{x y}(\cdot)\right\rangle\right]+\mathbb{E}\left[\left\langle\hat{\mu}_{x y}(\cdot), \hat{\mu}_{x y}(\cdot)\right\rangle\right]
$$

Let $\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \sim p$ be an independent copy of $(x, y, z) \sim p$. Then the first term above is:

$$
\mathbb{E}\left[\left\langle\mu_{x y}(\cdot), \mu_{x^{\prime} y^{\prime}}(\cdot)\right\rangle\right]=\mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right)\right]
$$

the second one is:

$$
\begin{aligned}
\mathbb{E}\left[\left\langle\mu_{x y}(\cdot), \hat{\mu}_{x y}(\cdot)\right\rangle\right] & =\mathbb{E}\left[\frac{1}{n} \sum_{i=1}^{n} \hat{h}_{n}\left(x_{i}, z_{i}\right) \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} k\left(x, x_{i}\right) l\left(y, y_{i}\right)\right]\right] \\
& =\mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\hat{h}_{n}(x, z) \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right)\right] \\
& =\left(1+\mathcal{O}\left(\frac{1}{n^{\alpha}}\right)\right) \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right)\right] ;
\end{aligned}
$$

and the last term is:

$$
\begin{aligned}
& \mathbb{E}\left[\frac{1}{n^{2}} \sum_{i, j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) k\left(x_{i}, x_{j}\right) l\left(y_{i}, y_{j}\right)\right] \\
& =\underbrace{\mathbb{E}\left[\frac{1}{n^{2}} \sum_{i \neq j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) k\left(x_{i}, x_{j}\right) l\left(y_{i}, y_{j}\right)\right]}_{(a)}+\underbrace{\mathbb{E}\left[\frac{1}{n^{2}} \sum_{i} \hat{h}_{n}\left(x_{i}, z_{i}\right)^{2} k\left(x_{i}, x_{i}\right) l\left(y_{i}, y_{i}\right)\right]}_{(b)} .
\end{aligned}
$$

We bound ( $a$ ):

$$
\begin{aligned}
& (a)=\frac{(n-1)}{n} \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\hat{h}_{n}(x, z) \hat{h}_{n}\left(x^{\prime}, z^{\prime}\right) k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right)\right] \\
& =\frac{(n-1)}{n} \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right)\right]\left(1+2 \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)+\mathcal{O}\left(\frac{1}{n^{2 \alpha}}\right)\right)
\end{aligned}
$$

then (b)

$$
\begin{aligned}
(b) & =\frac{1}{n} \mathbb{E}\left[\left(\hat{h}_{n}(x, z)\right)^{2} k(x, x) l(y, y)\right] \\
& \leq \frac{1}{n} \underbrace{\sup _{x \in X} k(x, x) \sup _{y \in Y} k(y, y)}_{\text {Assumed to be bounded by } C} \\
& =\frac{C D}{n}\left(1+2 \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)+\mathcal{O}\left(\frac{1}{n^{2 \alpha}}\right)\right) \quad \underbrace{\mathbb{E}\left[\left(\hat{h}_{n}(x, z)\right)^{2}\right]}_{\text {finite variance of density ratio, i.e. bounded by some } D}
\end{aligned}
$$

So for $\langle A, A\rangle$ the convergence rate is $\mathcal{O}\left(\frac{1}{n^{\min (1, \alpha)}}\right)$, since that is the slowest decaying term. For the $\langle A, B\rangle$ part we have:

$$
\begin{aligned}
\langle A, B\rangle & =\underbrace{\left\langle\mu_{x y}(\cdot), \hat{\mu}_{X^{p^{*}}}(\cdot) \otimes \hat{\mu}_{y}(\cdot)\right\rangle}_{(1)}+\underbrace{\left\langle\hat{\mu}_{x y}(\cdot), \mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y}(\cdot)\right\rangle}_{(3)} \\
& -\underbrace{\left\langle\hat{\mu}_{x y}(\cdot), \hat{\mu}_{X^{p^{*}}}(\cdot) \otimes \hat{\mu}_{y}(\cdot)\right\rangle}_{(2)}-\underbrace{\left\langle\mu_{x y}(\cdot), \mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y^{\prime}}(\cdot)\right\rangle}_{(4)}
\end{aligned}
$$

Each part can then be written as:

$$
\begin{aligned}
(1) & =\mathbb{E}\left[\frac{1}{n^{2}} \sum_{i, j} \hat{h}_{n}\left(x_{j}, z_{j}\right) \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} k\left(x, x_{i}^{p^{*}}\right) l\left(y, y_{j}\right)\right]\right] \\
& =\mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\hat{h}_{n}\left(x^{\prime}, z^{\prime}\right) \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} k\left(x, x_{i}^{p^{*}}\right) l\left(y, y_{j}\right)\right]\right] \\
& =\mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} k\left(x, x_{i}^{p^{*}}\right) l\left(y, y_{j}\right)\right]\right]\left(1+\mathcal{O}\left(\frac{1}{n^{\alpha}}\right)\right)
\end{aligned}
$$

$$
(2)=\mathbb{E}\left[\frac{1}{n} \sum_{i}^{n} \hat{h}_{n}\left(x_{i}, z_{i}\right) \mathbb{E}_{x_{q}}\left[k\left(x_{i}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} l\left(y, y_{i}\right)\right]\right]
$$

$$
=\mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\hat{h}_{n}\left(x^{\prime}, z^{\prime}\right) \mathbb{E}_{x_{q}}\left[k\left(x^{\prime}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right]\right]
$$

$$
=\mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \mathbb{E}_{x_{q}}\left[k\left(x^{\prime}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right]\right]\left(1+\mathcal{O}\left(\frac{1}{n^{\alpha}}\right)\right)
$$

$$
\begin{aligned}
(3)= & \mathbb{E}\left[\frac{1}{n^{3}} \sum_{i, k, j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) k\left(x_{i}, X_{k}^{p^{*}}\right) l\left(y_{i}, y_{j}\right)\right] \\
= & \mathbb{E}\left[\frac{1}{n^{3}} \sum_{k, i \neq j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) k\left(x_{i}, X_{k}^{p^{*}}\right) l\left(y_{i}, y_{j}\right)\right] \\
& +\mathbb{E}\left[\frac{1}{n^{3}} \sum_{k, i=j}\left(\hat{h}_{n}\left(x_{i}, z_{i}\right)\right)^{2} k\left(x_{i}, X_{k}^{p^{*}}\right) l\left(y_{i}, y_{i}\right)\right] \\
= & \left(1+2 \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)+\mathcal{O}\left(\frac{1}{n^{2 \alpha}}\right)\right) \frac{n-1}{n} \mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)}\right. \\
& \left.\times \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} \mathbb{E}_{X^{p^{*}}}\left[k\left(x, X^{\left.p^{*}\right)}\right)\right] l\left(y, y^{\prime}\right)\right]\right] \\
& +\left(1+2 \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)+\mathcal{O}\left(\frac{1}{n^{2 \alpha}}\right)\right) \frac{1}{n} \mathbb{E}_{X^{p^{*}, x, y, z}}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} k\left(x, X^{p^{*}}\right) l(y, y)\right] .
\end{aligned}
$$

$$
(4)=\mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} \mathbb{E}_{x_{q}}\left[k\left(x, X^{p^{*}}\right)\right] \mathbb{E}_{x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right]\right]
$$

We can use the same arguments as in $\langle A, A\rangle$, consequently $\langle A, B\rangle=\mathcal{O}\left(\frac{1}{n^{\min (1, \alpha)}}\right)$. The final term $\langle B, B\rangle$ is

$$
\begin{aligned}
\langle B, B\rangle=\underbrace{\left\langle\hat{\mu}_{X p^{*}}\right.}_{(1)}(\cdot) \otimes \hat{\mu}_{y}(\cdot), \hat{\mu}_{X p^{*}}(\cdot) \otimes \hat{\mu}_{y}(\cdot)\rangle & -\underbrace{2\left\langle\hat{\mu}_{X p^{*}}(\cdot) \otimes \hat{\mu}_{y}(\cdot), \mu_{X p^{*}}(\cdot) \otimes \mu_{y}(\cdot)\right\rangle}_{(2)} \\
& +\underbrace{\left\langle\mu_{X^{p^{*}}}(\cdot) \otimes \mu_{y^{\prime}}(\cdot), \mu_{X^{*}}(\cdot) \otimes \mu_{y}(\cdot)\right\rangle}_{(3)},
\end{aligned}
$$

and we have

$$
\begin{aligned}
& \text { (1) }= \\
& \mathbb{E}\left[\frac{1}{n^{2}} \sum_{u, v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \frac{1}{n^{2}} \sum_{i, j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) l\left(y_{i}, y_{j}\right)\right] \\
& =\mathbb{E}\left[\frac{1}{n^{2}}\left(\sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right)+\sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right)\right)\right. \\
& \left.\frac{1}{n^{2}}\left(\sum_{i \neq j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) l\left(y_{i}, y_{j}\right)+\sum_{i=j} \hat{h}_{n}\left(x_{i}, z_{i}\right)^{2} l\left(y_{i}, y_{i}\right)\right)\right] \\
& =\underbrace{\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \sum_{i \neq j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) l\left(y_{i}, y_{j}\right)\right]}_{(a)} \\
& +\underbrace{\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right) \sum_{i=j} \hat{h}_{n}\left(x_{i}, z_{i}\right)^{2} l\left(y_{i}, y_{i}\right)\right]}_{(b)} \\
& +\underbrace{\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \sum_{i=j} \hat{h}_{n}\left(x_{i}, z_{i}\right)^{2} l\left(y_{i}, y_{i}\right)\right]}_{(c)} \\
& +\underbrace{\mathbb{E}\left[\frac{1}{n^{4}} \sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right) \sum_{i \neq j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) l\left(y_{i}, y_{j}\right)\right]}_{(d)}
\end{aligned}
$$

Each of these terms is:

$$
\begin{aligned}
(a)= & \mathbb{E}\left[\frac{1}{n^{4}} \sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \sum_{i \neq j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) l\left(y_{i}, y_{j}\right)\right] \\
= & \frac{(n-1)^{2}}{n^{2}} \mathbb{E}_{X^{p^{*}, X^{p^{*^{\prime}}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right] \\
& \times\left(1+2 \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)+\mathcal{O}\left(\frac{1}{n^{2 \alpha}}\right)\right) \\
(b)= & \mathbb{E}\left[\frac{1}{n^{4}} \sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right) \sum_{i=j} \hat{h}_{n}\left(x_{i}, z_{i}\right)^{2} l\left(y_{i}, y_{i}\right)\right] \\
= & \frac{1}{n^{2}} \mathbb{E}_{X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} l(y, y)\right] \\
& \times\left(1+2 \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)+\mathcal{O}\left(\frac{1}{n^{2 \alpha}}\right)\right) \\
(c)= & \mathbb{E}\left[\frac{1}{n^{4}} \sum_{u \neq v} k\left(X_{u}^{p^{*}}, X_{v}^{p^{*}}\right) \sum_{i=j} \hat{h}_{n}\left(x_{i}, z_{i}\right)^{2} l\left(y_{i}, y_{i}\right)\right] \\
= & \frac{n-1}{n^{2}} \mathbb{E}_{X^{p^{*}}, X X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z}\left[\left(\frac{p^{*}(x)}{p(x \mid z)}\right)^{2} l(y, y)\right] \\
& \times\left(1+2 \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)+\mathcal{O}\left(\frac{1}{n^{2 \alpha}}\right)\right) \\
(d)= & \mathbb{E}\left[\frac{1}{n^{4}} \sum_{u=v} k\left(X_{u}^{p^{*}}, X_{u}^{p^{*}}\right) \sum_{i \neq j} \hat{h}_{n}\left(x_{i}, z_{i}\right) \hat{h}_{n}\left(x_{j}, z_{j}\right) l\left(y_{i}, y_{j}\right)\right] \\
= & \frac{n-1}{n^{2}} \mathbb{E}_{X^{p^{*}}}\left[k\left(X^{p^{*}}, X^{p^{*}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} \frac{p^{*}(x)}{p(x \mid z)} l\left(y, y^{\prime}\right)\right] \\
& \times\left(1+2 \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)+\mathcal{O}\left(\frac{1}{n^{2 \alpha}}\right)\right) .
\end{aligned}
$$

Returning to the expression for $\langle B, B\rangle$ :

$$
\begin{aligned}
(2) & =\mathbb{E}\left[\frac{1}{n} \sum_{i} \mathbb{E}_{X^{p^{*}}}\left[k\left(X^{p^{*}}, X_{i}^{p^{*}}\right)\right] \frac{1}{n} \sum_{j} \hat{h}_{n}\left(x_{j}, z_{j}\right) \mathbb{E}_{x, y, z}\left[\frac{p^{*}(x)}{p(x \mid z)} l\left(y, y_{j}\right)\right]\right] \\
& =\mathbb{E}_{X^{p^{*}}, X^{p^{*^{\prime}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right]\left(1+\mathcal{O}\left(\frac{1}{n^{\alpha}}\right)\right),
\end{aligned}
$$

and

$$
(3)=\mathbb{E}_{X p^{p^{*}}, X^{p^{*^{\prime}}}}\left[k\left(X^{p^{*}}, X^{p^{p^{\prime}}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right] .
$$

We use the same arguments as in Theorem 1. We note that the the sums collapse similarly in (1) with some added negligible terms converging faster than $\mathcal{O}\left(\frac{1}{n}\right)$. What remains is then the slowest converging term

$$
\mathbb{E}_{X^{p^{*}}, X^{p^{*^{\prime}}}}\left[k\left(X^{p^{*}}, X^{p^{*^{\prime}}}\right)\right] \mathbb{E}_{x, y, z, x^{\prime}, y^{\prime}, z^{\prime}}\left[\frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} l\left(y, y^{\prime}\right)\right] \mathcal{O}\left(\frac{1}{n^{\alpha}}\right)=\mathcal{O}\left(\frac{1}{n^{\alpha}}\right)
$$

compared to $\mathcal{O}\left(\frac{1}{n}\right)$. Hence $\langle B, B\rangle=\mathcal{O}\left(n^{-\min (1, \alpha)}\right)$. As $\langle A, A\rangle,\langle A, B\rangle,\langle B, B\rangle$ all have the same convergence rate of their bias terms, we conclude that $\mathbb{E}\left[\left\|C_{p^{*}}-\widehat{C}_{p^{*}}\right\|_{\mathrm{HS}}^{2}\right]=$ $\mathcal{O}\left(\frac{1}{n^{\min (1, \alpha)}}\right)$.

## B. 3 Proof of Proposition 5

Proof Since $\left\|\widehat{C}_{p^{*}}\right\|_{\mathrm{HS}}^{2}(\psi) \geq 0$, it suffices by Markov's inequality to show that

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[\left\|\widehat{C}_{p^{*}}\right\|_{\mathrm{HS}}^{2}(\psi)\right]=0
$$

Let let $w_{i}=\frac{p^{*}\left(x_{i}\right)}{p\left(x_{i} \mid z_{i}\right)}$. Define $\mathbf{M}_{k}(n):=\{1, \ldots, n\}^{k}$ as the $k$-fold Cartesian product of the set $\{1, \ldots, n\}$. We then have

$$
\begin{align*}
\left\|\widehat{C}_{p^{*}}\right\|_{\mathrm{HS}}^{2}(\psi) & =\underbrace{\frac{1}{n^{2}} \sum_{i, j \in \mathbf{M}_{2}(n)} k\left(x_{i}, x_{j}\right) l\left(y_{\psi(i)}, y_{\psi(j)}\right) w_{i} w_{j}}_{A_{n}} \\
& +\underbrace{\frac{1}{n^{4}} \sum_{i, j, k, l \in \mathbf{M}_{4}(n)} k\left(x_{k}, x_{l}\right) l\left(y_{\psi(i)}, y_{\psi(j)}\right) w_{i} w_{j}}_{B_{n}}  \tag{11}\\
& -\underbrace{2 \frac{1}{n^{3}} \sum_{i, j, k \in \mathbf{M}_{3}(n)} w_{i} k\left(x_{i}, x_{j}\right) w_{k} l\left(y_{\psi(i)}, y_{\psi(k)}\right)}_{C_{n}},
\end{align*}
$$

which is abbreviated as $A_{n}+B_{n}-2 C_{n}$. It suffices to show that $\lim _{n} \mathbb{E} A_{n}=\lim _{n} \mathbb{E} B_{n}=$ $\lim _{n} \mathbb{E} C_{n}=\zeta$. Where

$$
\zeta=\mathbb{E}\left[k\left(X, X^{\prime}\right)\right] \mathbb{E}\left[l\left(Y, Y^{\prime}\right)\right]
$$

where $X^{\prime}, Z^{\prime}$ is an identical independent copy of $X, Z$ respectively. We employ the same strategy as in Rindt et al. (2021) and partition the summing over the indices as

$$
\begin{equation*}
A_{n}=\frac{1}{n^{2}} \sum_{i, j \in U(2, \psi, n)} k\left(x_{i}, x_{j}\right) l\left(y_{\psi(i)}, y_{\psi(j)}\right) w_{i} w_{j}+\frac{1}{n^{2}} \sum_{i, j \in R(2, \psi, n)} k\left(x_{i}, x_{j}\right) l\left(y_{\psi(i)}, y_{\psi(j)}\right) w_{i} w_{j} \tag{12}
\end{equation*}
$$

with

$$
U(2, \psi, n):=\left\{(i, j) \in M_{2}(n):(i, j, \psi(i), \psi(j)) \text { are } 4 \text { distinct elements }\right\}
$$

and

$$
R(2, \psi, n):=M_{2}(n) \backslash U(2, \psi, n)
$$

Here 4 distinct elements simply means that $i, j, \psi(i), \psi(j)$ are all different, i.e. $1,2,3,4$. The main observation here is that as $n \rightarrow \infty$, almost all terms in sums $A_{n}, B_{n}, C_{n}$ will have distinct terms. We then take

$$
\begin{align*}
\mathbb{E}\left[A_{n}\right]= & \mathbb{E}\left[\mathbb{E}\left[A_{n} \mid \psi\right]\right] \\
= & \mathbb{E}\left[\frac{1}{n^{2}} \sum_{U(2, \psi, n)} \mathbb{E}\left[k\left(x_{i}, x_{j}\right) l\left(y_{\psi(i)}, y_{\psi(j)}\right) w_{i} w_{j} \mid \psi\right]\right] \\
& +\mathbb{E}\left[\frac{1}{n^{2}} \sum_{R(2, \psi, n)} \mathbb{E}\left[k\left(x_{i}, x_{j}\right) l\left(y_{\psi(i)}, y_{\psi(j)}\right) w_{i} w_{j} \mid \psi\right]\right]  \tag{13}\\
= & \mathbb{E}\left[\frac{|U(2, \psi, n)|}{n^{2}}\right] \mathbb{E}\left[k\left(X, X^{\prime}\right)\right] \mathbb{E}\left[l\left(Y, Y^{\prime}\right)\right]+\mathbb{E}\left[\frac{|R(2, \psi, n)|}{n^{2}}\right] \mathcal{O}(1) \rightarrow \zeta
\end{align*}
$$

Since the permutation occurs within $p(x \mid z)$, there will always be a dependency between $w_{i}, w_{j}$ and $l\left(y_{\psi(i)}, y_{\psi(j)}\right)$ meaning that distinct indices don't factorize directly unlike the setting in Rindt et al. (2021). However, by calculating the expectation we have that

$$
\begin{align*}
& \mathbb{E}\left[k\left(x_{i}, x_{j}\right) l\left(y_{\psi(i)}, y_{\psi(j)}\right) w_{i} w_{j} \mid \psi\right] \\
& =\mathbb{E}\left[k\left(X, X^{\prime}\right) l\left(Y, Y^{\prime}\right) W W^{\prime}\right] \\
& =\int k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right) \frac{p^{*}(x)}{p(x \mid z)} \frac{p^{*}\left(x^{\prime}\right)}{p\left(x^{\prime} \mid z^{\prime}\right)} p(x, y, z) p\left(x^{\prime}, y^{\prime}, z^{\prime}\right) d x d y d z d x^{\prime} d y^{\prime} d z^{\prime} \\
& =\int k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right) p^{*}(x) p^{*}\left(x^{\prime}\right) \underbrace{\left(\int p(y \mid x, z) p(z) d z\right)\left(\int p\left(y^{\prime} \mid x^{\prime}, z^{\prime}\right) p\left(z^{\prime}\right) d z^{\prime}\right) d x d y d x^{\prime} d y^{\prime}}_{y \text { and } x \text { are rendered independent by having distinct indices }} \\
& =\int k\left(x, x^{\prime}\right) l\left(y, y^{\prime}\right) p^{*}(x) p^{*}\left(x^{\prime}\right) p(y) p\left(y^{\prime}\right) d x d x^{\prime} d y d y^{\prime} \\
& =\mathbb{E}\left[k\left(X, X^{\prime}\right)\right] \mathbb{E}\left[l\left(Y, Y^{\prime}\right)\right]=\zeta \tag{14}
\end{align*}
$$

Now we can repeat the argument in Rindt et al. (2021) with

$$
\begin{align*}
\frac{\mathbb{E}|U(2, \psi, n)|}{n^{2}} & =\frac{n(n-1)}{n^{2}} \cdot \mathbb{P}((i, j, \psi(i), \psi(j)) \text { are } 4 \text { distinct elements }) \\
& =\frac{n(n-1)}{n^{2}} \frac{\binom{n-2}{2}\binom{n-4}{2} \cdots\binom{n-2 d+2}{2}}{\binom{n}{2}\binom{n}{2} \cdots\binom{n}{2}}  \tag{15}\\
& \longrightarrow 1
\end{align*}
$$

Hence $\lim _{n \rightarrow \infty} \mathbb{E}\left(A_{n}\right)=\mathbb{E}\left[k\left(X, X^{\prime}\right)\right] \mathbb{E}\left[l\left(Y, Y^{\prime}\right)\right]=\zeta$. We can repeat the argument for $B_{n}$ and $C_{n}$ and hence the sum of $\zeta^{\prime}$ 's collapse into 0 . Throughout the proof, we have assumed that $\mathbb{E}\left[k\left(X, X^{\prime}\right) l\left(Y, Y^{\prime}\right) W W^{\prime}\right]<C$, where $C$ is some constant.

## Appendix C. Proof of Proposition 2

We first establish some "RKHS calculus" before we proceed with the calculations.
Mean Some rules following Riesz representation theorem and RKHS spaces.

1. $\left\langle\mu_{x}, f\right\rangle_{\mathcal{F}}=\mathbf{E}_{x}\left[\langle\phi(x), f\rangle_{\mathcal{F}}\right]=\mathbf{E}_{x}[f(x)]$
2. $\left\langle\mu_{y}, g\right\rangle_{\mathcal{G}}=\mathbf{E}_{y}\left[\langle\psi(y), g\rangle_{\mathcal{G}}\right]=\mathbf{E}_{y}[g(x)]$
3. $\left\|\mu_{x}\right\|_{\mathcal{F}}^{2}=\mathbf{E}_{x, x^{\prime}}\left[\left\langle\phi(x), \phi\left(x^{\prime}\right)\right\rangle_{\mathcal{F}}\right]=\mathbf{E}_{x, x^{\prime}}\left[k\left(x, x^{\prime}\right)\right]=\frac{1}{n^{2}} \sum_{i, j} k\left(x_{i}, x_{j}\right)$

Tensor operator $\otimes$
We may employ any $f \in \mathcal{F}$ and $g \in \mathcal{G}$ to define a tensor product operator $f \otimes g: \mathcal{G} \rightarrow \mathcal{F}$ as follows: $(f \otimes g) h:=f\langle g, h\rangle_{\mathcal{G}} \quad$ for all $h \in \mathcal{G}$

Lemma 1. For any $f_{1}, f_{2} \in \mathcal{F}$ and $g_{1}, g_{2} \in \mathcal{G}$ the following equation holds: $\left\langle f_{1} \otimes g_{1}, f_{2} \otimes g_{2}\right\rangle_{\mathrm{HS}}=$ $\left\langle f_{1}, f_{2}\right\rangle_{F}\left\langle g_{1}, g_{2}\right\rangle_{G}$

Using this lemma, one can simply show the norm of $f \otimes g$ equals $\|f \otimes g\|_{\text {HS }}^{2}=\|f\|_{\mathcal{F}}^{2}\|g\|_{\mathcal{G}}^{2}$
Let $\hat{\mu}_{P_{x}}=\frac{1}{n} \sum_{i=1}^{n} k\left(\mathbf{x}_{i}, \cdot\right)$ and $\hat{\mu}_{P_{y}}=\frac{1}{n} \sum_{i=1}^{n} l\left(\mathbf{y}_{i}, \cdot\right)$. We are now ready to proceed with the derivation.

Proof For

$$
\widehat{C}_{p^{*}}=\frac{1}{n} \sum_{i=1}^{n} \tilde{w}_{i} k\left(\cdot, x_{i}\right) \otimes l\left(\cdot, y_{i}\right)-\left(\frac{1}{m_{x}} \sum_{j=1}^{m_{x}} k\left(\cdot, x_{j}^{p^{*}}\right)\right) \otimes\left(\frac{1}{n} \sum_{i=1}^{n} \tilde{w}_{i} l\left(\cdot, y_{i}\right)\right) .
$$

we have the following:

$$
\left\|\widehat{C}_{p^{*}}\right\|^{2}=A+B-2 C
$$

where

$$
\begin{gathered}
A=\frac{1}{n^{2}} \sum_{i=1}^{n} \sum_{j=1}^{n} \tilde{w}_{i} \tilde{w}_{j}\left\langle k\left(\cdot, x_{i}\right) \otimes l\left(\cdot, y_{i}\right), k\left(\cdot, x_{j}\right) \otimes l\left(\cdot, y_{j}\right)\right\rangle=\tilde{w}^{\top}(K \circ L) \tilde{w}=\operatorname{tr}\left(D_{\tilde{w}} K D_{\tilde{w}} L\right), \\
B=\frac{1}{m_{x}^{2} n^{2}}\left\|\sum_{i=1}^{n} k\left(\cdot, x_{i}^{p^{*}}\right)\right\|^{2}\left\|\sum_{i=1}^{n} \tilde{w}_{i} l\left(\cdot, y_{i}\right)\right\|^{2}=\frac{1}{m_{x}^{2} n^{2}}\left(\mathbf{K}^{p^{*}}\right)_{++}(\mathbf{L} \circ \tilde{W})_{++}
\end{gathered}
$$

$$
\begin{aligned}
C & =\frac{1}{n^{2} m_{x}}\left\langle\sum_{i=1}^{n} \tilde{w}_{i} k\left(\cdot, x_{i}\right) \otimes l\left(\cdot, y_{i}\right),\left(\sum_{j=1}^{m_{x}} k\left(\cdot, x_{j}^{p^{*}}\right)\right) \otimes\left(\sum_{j=1}^{n} \tilde{w}_{j} l\left(\cdot, y_{j}\right)\right)\right\rangle \\
& =\frac{1}{n^{2} m_{x}} \sum_{i=1}^{n} \tilde{w}_{i}\left(\sum_{j=1}^{m_{x}} k\left(x_{i}, x_{j}^{p^{*}}\right)\right)\left(\sum_{r=1}^{n} \tilde{w}_{r} l\left(y_{i}, y_{r}\right)\right) \\
& =\tilde{w}^{\top}\left(K^{q} 1_{m_{x}} \circ L \tilde{w}\right) \\
& =\operatorname{tr}\left(D_{\tilde{w}} K^{q} 1_{m_{x}} \tilde{w}^{\top} L\right)
\end{aligned}
$$

It should be noted that we can choose the number of samples $m_{x}$ for $x_{i}^{p^{*}} \sim p^{*}$ to use. For practical purposes we set $m_{x}=n$.

## Appendix D. Optimal $c_{p^{*}}$ Choice

## D. 1 Derivation of univariate $c_{p^{*}}$

Suppose that we wish to choose an 'optimal' $c_{p^{*}}$ value for rescaling the distribution. One criterion for optimality is to maximize the effective sample size

$$
\text { ESS }:=\frac{\left(\sum_{i} w_{i}\right)^{2}}{\sum_{i} w_{i}^{2}}
$$

where $w_{i}=p^{*}\left(x ; \phi^{*}\right) / p_{X \mid Z}(x ; \phi)$ is the weight used to resample observations. This is essentially equivalent to minimizing the variance of the individual weights:

$$
\arg \min _{\phi \cdot} \operatorname{Var} w\left(X_{i}, Z_{i} ; \phi^{*}\right)
$$

Note that

$$
\begin{aligned}
\mathbb{E} w\left(X_{i}, Z_{i} ; \phi^{*}\right) & =\int \frac{p^{*}\left(x, z, \phi^{*}\right)}{p_{X \mid Z}(x, z, \phi)} p_{X \mid Z}(x, z, \phi) d x d z \\
& =\int p^{*}\left(x, z, \phi^{*}\right) d x d z \\
& =1
\end{aligned}
$$

so this is equivalent to minimizing the squared expectation of $w()$. If we assume that everything is Gaussian and that $X, Z$ have standard normal marginal distributions with correlation $\rho$, this becomes equivalent to minimizing

$$
\frac{1}{\tau^{2}} \mathbb{E}\left[\frac{\phi\left(\frac{X}{\tau}\right)}{\phi\left(\frac{X-\rho Z}{\sqrt{1-\rho^{2}}}\right)}\right]^{2}
$$

with respect to $\tau$. We can rewrite this expression as:

$$
\begin{aligned}
f(\tau) & =\frac{1}{2 \pi \sqrt{1-\rho^{2} \tau^{2}}} \iint_{-\infty}^{\infty} \exp \left\{-\frac{1}{2}\binom{x}{z}^{T}\left(\begin{array}{cc}
\frac{2}{\tau^{2}}-\frac{1}{1-\rho^{2}} & \frac{\rho}{1-\rho^{2}} \\
\frac{\rho}{1-\rho^{2}} & \frac{1-2 \rho^{2}}{1-\rho^{2}}
\end{array}\right)\binom{x}{z}\right\} d x d z \\
& =\frac{1}{\sqrt{1-\rho^{2} \tau^{2}}}\left|\begin{array}{cc}
\frac{2}{\tau^{2}}-\frac{1}{1-\rho^{2}} & \frac{\rho}{1-\rho^{2}} \\
\frac{\rho}{1-\rho^{2}} & \frac{1-2 \rho^{2}}{1-\rho^{2}}
\end{array}\right|^{-1 / 2} \\
& =\frac{1}{\tau^{2}}\left|\begin{array}{cc}
\frac{2\left(1-\rho^{2}\right)}{\tau^{2}}-1 & \rho \\
\rho & 1-2 \rho^{2}
\end{array}\right|^{-1 / 2}
\end{aligned}
$$

Note that minimizing $f$ is the same as maximizing $1 / f^{2}$, so we need to maximize

$$
\begin{aligned}
1 / f(\tau)^{2} & =\tau^{4}\left|\begin{array}{cc}
\frac{2\left(1-\rho^{2}\right)}{\tau^{2}}-1 & \rho \\
\rho & 1-2 \rho^{2}
\end{array}\right| \\
& \left.=\tau^{4}\left(\left(2 \frac{1-\rho^{2}}{\tau^{2}}-1\right)\left(1-2 \rho^{2}\right)-\rho^{2}\right)\right) \\
& =\tau^{2} 2\left(1-\rho^{2}\right)\left(1-2 \rho^{2}\right)-\left(1-\rho^{2}\right) \tau^{4} .
\end{aligned}
$$

This is maximized at $\tau^{2}=1-2 \rho^{2}$, or $\tau=\sqrt{1-2 \rho^{2}}$.

## D. 2 Derivation of multivariate $c_{p^{*}}$

Now suppose that $(X, Z) \sim N_{p+p^{*}}(0, \Sigma)$ where we take $\Sigma=\left[\begin{array}{cc}\Sigma_{x x} & \Sigma_{x z} \\ \Sigma_{z x} & \Sigma_{z z}\end{array}\right]$ and assume that $\Sigma_{x x}=I_{p}$ and $\Sigma_{z z}=I_{p^{*}}$ (again, this can be achieved by rescaling). By the same reasoning as above, we want to minimize the squared expectation of the weights, which amounts to minimizing

$$
\begin{aligned}
f(\tau)= & \frac{1}{|T|} \iint_{-\infty}^{\infty} \exp \left\{-\frac{1}{2}\binom{x}{z}^{T}\left(\begin{array}{ll}
A & B \\
C & D
\end{array}\right)\binom{x}{z}\right\} d x d z \\
& \propto \frac{1}{|T|}\left|\begin{array}{ll}
A & B \\
C & D
\end{array}\right|^{-1 / 2}
\end{aligned}
$$

where

$$
\begin{aligned}
& A=2 T^{-1}-\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1}, \\
& B=\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} \Sigma_{x z}, \\
& C=\Sigma_{z x}\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1}, \\
& D=I_{p^{*}}-\Sigma_{z x}\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} \Sigma_{x z} .
\end{aligned}
$$

or maximizing

$$
|T|^{2}\left|\begin{array}{cc}
2 T^{-1}-\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} & \left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} \Sigma_{x z} \\
\sum_{z x}\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} & I_{p^{*}}-\Sigma_{z x}\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} \Sigma_{x z}
\end{array}\right|
$$

Note that in this case we will choose a whole matrix $T$, rather than just a scaling constant, but we could simplify to assume that $T=c_{p^{*}} I_{p}$ for some scalar $c_{p^{*}}$.

We take
$A:=2 T^{-1}-\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1}, B:=\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} \Sigma_{x z}, D:=I_{p^{*}}-\Sigma_{z x}\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1} \Sigma_{x z}$.
The block matrix is then

$$
M:=\left|\begin{array}{cc}
A & B \\
B^{\top} & D
\end{array}\right|
$$

Assuming $D$ is invertible, we can use the Schur complement

$$
\operatorname{det}(M)=\operatorname{det}(D) \operatorname{det}\left(A-B D^{-1} B^{\top}\right)
$$

Then

$$
\operatorname{det}\left(A-B D^{-1} B^{\top}\right)=\operatorname{det}\left(2 T^{-1}-\left(I_{p}-\Sigma_{x z} \Sigma_{z x}\right)^{-1}-B D^{-1} B^{\top}\right)
$$

which can easily be optimized with gradient descent with respect to $T=c_{p^{*}} I_{p}$. For estimated covariance matrices $\hat{\Sigma}=\left[\begin{array}{cc}\hat{\Sigma}_{x x} & \hat{\Sigma}_{x z} \\ \hat{\Sigma}_{z x} & \hat{\Sigma}_{z z}\end{array}\right]$. It suffices to plug them in directly in the estimator.

## Appendix E. bd-CME test derivation

We observe $\left\{\left(x_{i}, y_{i}, z_{i}\right)\right\}_{i=1}^{n} \sim p$, some probability density on the joint space $\mathcal{X} \times \mathcal{Y} \times \mathcal{Z}$. Define

$$
p(y \mid d o(x)) \propto \tilde{p}(y \mid d o(x))=\int p(y \mid x, z) p(z) d z .
$$

Note that $p(y \mid d o(x)) \neq p(y \mid x)$ in general since $X$ and $Z$ need not be independent. We would like to test

$$
H_{0}: p(y \mid d o(x)) \text { does not depend on } x
$$

versus the general alternative. Let $k, l, m$ be kernels on $\mathcal{X}, \mathcal{Y}, \mathcal{Z}$, respectively. We first fit the conditional mean embedding

$$
\mu_{p(\cdot \mid x, z)}=\int l(\cdot, y) p(y \mid x, z) d y
$$

by learning a regression function $k(\cdot, x) \otimes m(\cdot, z) \mapsto l(\cdot, y)$. This is given by $\hat{\mu}_{p(\cdot \mid x, z)}=$ $\sum_{i=1}^{n} a(x, z)_{i} l\left(\cdot, y_{i}\right)$, where

$$
a(x, z)=\left(K_{\mathbf{x x}} \circ M_{\mathbf{z z}}+\epsilon_{n} I\right)^{-1}\left(K_{\mathbf{x} x} \circ M_{\mathbf{z} z}\right),
$$

$\left[K_{\mathbf{x x}}\right]_{i j}=k\left(x_{i}, x_{j}\right)$ is the $n \times n$ Gram matrix and $K_{\mathbf{x} x} \in \mathbb{R}^{n}$, with $\left[K_{\mathbf{x} x}\right]_{i}=k\left(x_{i}, x\right)$, and similarly for kernel $m$. Now, to obtain an estimate of

$$
\mu_{\tilde{p}(\cdot \mid d o(x))}=\int l(\cdot, y) \int p(y \mid x, z) p(z) d z d y
$$

we simply average over the empirical $\hat{p}(z)$ to obtain:

$$
\hat{\mu}_{\tilde{p}(\cdot \mid d o(x))}=w(x)^{\top} L_{\mathbf{y} \cdot}=\sum_{i=1}^{n} w(x)_{i} l\left(\cdot, y_{i}\right)=\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{n} a\left(x, z_{j}\right)_{i} l\left(\cdot, y_{i}\right)
$$

i.e.

$$
w(x)=\frac{1}{n}\left(K_{\mathbf{x x}} \circ M_{\mathbf{z} \mathbf{z}}+\epsilon_{n} I\right)^{-1}\left(K_{\mathbf{x} x} \circ M_{\mathbf{z z}} \mathbf{1}\right)
$$

Denote

$$
W_{\mathbf{x}}=\left[w\left(x_{1}\right) \cdots w\left(x_{n}\right)\right]^{\top}=\frac{1}{n}\left(K_{\mathbf{x x}} \circ 11^{\top} M_{\mathbf{z z}}\right)\left(K_{\mathbf{x} \mathbf{x}} \circ M_{\mathbf{z z}}+\epsilon_{n} I\right)^{-1}
$$

We also denote $\bar{w}=\frac{1}{n} \sum_{i=1}^{n} w\left(x_{i}\right)$. Then $\hat{\mu}_{\tilde{p}}=\bar{w}^{\top} L_{\mathbf{y}}$. estimates the embedding of $\tilde{p}(y)=$ $\int p(y \mid x, z) p(x) p(z) d x d z$. Now, under the null, $\tilde{p}=\tilde{p}(\cdot \mid d o(x)), \forall x$. Thus, we define the statistic as the sum of the RKHS distances of the corresponding embeddings

$$
\begin{aligned}
S & =\sum_{i=1}^{n}\left\|\hat{\mu}_{\tilde{p}\left(\cdot \mid \operatorname{do}(x)=x_{i}\right)}-\hat{\mu}_{\tilde{p}}\right\|_{\mathcal{H}_{l}}^{2} \\
& =\sum_{i=1}^{n}\left\|\left(w\left(x_{i}\right)-\bar{w}\right)^{\top} L_{\mathbf{y}} \cdot\right\|_{\mathcal{H}_{l}}^{2} \\
& =\sum_{i=1}^{n} \operatorname{Tr}\left[\left(w\left(x_{i}\right)-\bar{w}\right)^{\top} L_{\mathbf{y y}}\left(w\left(x_{i}\right)-\bar{w}\right)\right] \\
& =\operatorname{Tr}\left[L_{\mathbf{y y}} \sum_{i=1}^{n}\left(w\left(x_{i}\right)-\bar{w}\right)\left(w\left(x_{i}\right)-\bar{w}\right)^{\top}\right] \\
& =\operatorname{Tr}\left[L_{\mathbf{y y}} W_{\mathbf{x}}^{\top} H W_{\mathbf{x}}\right] .
\end{aligned}
$$

The test statistic $S$ uses a mean embedding that bears many similarities to Singh et al. (2023). In this context, we consider an RBF kernel on $Y$, which takes the outcome to the RKHS.

## Appendix F. Simulation algorithms

## F. 1 Binary Treatment

Fix $\beta_{X Y}>0$, and $\tau^{2}>0 . H_{0}$ case:

$$
\begin{aligned}
Z_{i} & \sim \mathcal{N}(0,1) \\
X_{i} \mid Z_{i} & \sim \operatorname{Bernoulli}\left(\frac{1}{1+e^{-Z_{i}}}\right) \\
Y_{i} \mid Z_{i} & \sim \mathcal{N}\left(\beta_{X Y} Z_{i}, \tau^{2}\right) .
\end{aligned}
$$

$H_{1}$ case:

$$
\begin{aligned}
Z_{i} & \sim \mathcal{N}(0,1) \\
X_{i} \mid Z_{i} & \sim \operatorname{Bernoulli}\left(\frac{1}{1+e^{-Z_{i}}}\right), \\
Y_{i} \mid Z_{i} & \sim \mathcal{N}\left(\beta_{X Y}\left(2 X_{i}-1\right)\left|Z_{i}\right|, \tau^{2}\right) .
\end{aligned}
$$

Note that in the alternative case, $X_{i}$ directly modulates the sign of the mean of $Y_{i}$. However, $2 X_{i}-1$ will be strongly positively correlated with the sign of $Z_{i}$ implying that there is only a slight change in the dependence structure of $\left(X_{i}, Y_{i}, Z_{i}\right)$. In addition, all the marginals are the same.

## F. 2 Continuous treatment

We simulate data from the do-null and the alternative using rejection sampling (Evans and Didelez, 2024), described in Algorithm 5. To construct a data set where there is marginal dependence (Figure 2a) but the do-null holds, we replace the normal marginal distributions for $X, Y, Z$ in Algorithm 5 with exponential distributions, i.e. $Y \sim \operatorname{Exp}\left(X \beta_{X Y}\right)$. To generate data where there is conditional dependence but the do-null holds, we simply use the last set of parameters in Appendix G with normal marginal distributions.

```
Algorithm 5: Generating continuous data for \(H_{0}\) and \(H_{1}\)
    Input: Number of samples \(n\), dependencies \(\beta_{X Y}, \beta_{X Z}, \beta_{Y Z}\), variance parameters
            \(\theta, \phi \in \mathbb{R}^{+}\), dimensions \(d_{x}, d_{y}, d_{z}\)
    Initialize data container \(\mathcal{D}=\{ \}\)
    Set \(\boldsymbol{\beta}_{X Z}=[\underbrace{\beta_{X Z}}_{1: 3}, \underbrace{0}_{4: d_{Z}}]\)
    while \# of samples \(<n\) do
        Set \(p_{X}=\mathcal{N}\left(\mathbf{0}, \theta \cdot \phi \cdot \mathbf{I}_{d_{x}}\right)\) Sample \(\left\{x_{i}\right\}_{i=1}^{N} \sim p_{X}\)
        Sample \(\left\{y_{i}, z_{i}\right\}_{i=1}^{N} \sim \mathcal{N}\left(\mathbf{0}, \Sigma_{d_{y}+d_{z}}\right)\)
        Transform \(\left\{y_{i}^{\prime}\right\}_{i=1}^{N}=\operatorname{CDF}_{\mathcal{N}(0,1)}\left(\left\{y_{i}\right\}_{i=1}^{N}\right)\)
        Define \(p_{Y \mid X}=\mathcal{N}\left(X \beta_{Y}, 1\right)\)
        Set \(\left\{y_{i}\right\}_{i=1}^{N}=\operatorname{ICDF}_{p_{Y \mid X}}\left(\left\{y_{i}^{\prime}\right\}_{i=1}^{N}\right)\)
        Set \(\mu_{X \mid Z}=Z \cdot \boldsymbol{\beta}_{X Z}\)
        Define \(p_{X \mid Z}=\mathcal{N}\left(\mu_{X \mid Z}, \phi\right)\)
        Calculate \(\omega_{i}=\frac{p_{X \mid Z}\left(x_{i}\right)}{p_{X}\left(x_{i}\right)}\)
        Run rejection sampling using \(\omega_{i}\) and obtain \(\mathcal{D}^{\prime}=\left\{x_{i}, y_{i}, z_{i}\right\}_{i=1}^{N^{\prime}} \sim p^{*}\)
        Append data \(\mathcal{D}=\mathcal{D} \cup \mathcal{D}^{\prime}\)
    end
    Return: \(\mathcal{D}\)
```


## F.2.1 Parameter explanation

There are several parameters used in the data generation algorithm primarily used to control for the difficulty of the problem and the ground truth hypothesis.

1. $\beta_{X Y}$ : Controls the dependency between $X$ and $Y$. A $\beta_{X Y}>0$ implies $H_{1}$ ground truth and $\beta_{X Y}=0$ implies $H_{0}$ ground truth
2. $\beta_{X Z}$ : Controls the dependency between $X$ and $Z$. A high $\beta_{X Z}$ implies a stronger dependency on $Z$ for $X$, implying a harder problem.
3. $\beta_{Y Z}$ : Controls the dependency between $Y$ and $Z$. Fixed at a high value to ensure $Y$ is being confounded by $Z$.
4. $\theta, \phi$ : Controls the variance of $p_{X}$ and $p_{X \mid Z} . \theta>\phi$ ensures a higher Effective Sample Size for true weights.
5. $d_{x}, d_{y}, d_{z}$ : Dimensionality of $X, Y, Z$. Higher dimensions imply a harder problem.
6. $\Sigma_{d_{y}+d_{z}}$ : The covariance matrix that links $Z$ and $Y$. It should be noted that this covariance matrix is a function of $X$.

## F. 3 Mixed treatment

```
Algorithm 6: Generating mixed data for \(H_{0}\) and \(H_{1}\)
    Input: Number of samples \(n\), dependencies \(\beta_{X Y}, \beta_{X Z}, \beta_{Y Z}\), variance parameters
            \(\theta, \phi \in \mathbb{R}^{+}\), dimensions \(d_{x}, d_{y}, d_{z}\)
    Initialize data container \(\mathcal{D}=\{ \}\)
    Set \(\boldsymbol{\beta}_{X Z}=[\underbrace{\beta_{X Z}}_{1: 3}, \underbrace{0}_{4: d_{Z}}]\)
    while \# of samples \(<n\) do
        Set \(p_{X}=\mathcal{N}\left(\mathbf{0}, \theta \cdot \phi \cdot \mathbf{I}_{d_{x}}\right)\)
        Set \(p_{X}^{\text {bin }}=\operatorname{Bin}(p=0.5)\)
        Sample \(\left\{x_{i}^{\text {cont }}\right\}_{i=1}^{N} \sim p_{X}\)
        Sample \(\left\{x_{i}^{b i n}\right\}_{i=1}^{N} \sim \operatorname{Bin}(p=0.5)\)
        Concatenate \(X=X_{\text {cont }} \cup X_{\text {bin }}\)
        Sample \(\left\{y_{i}, z_{i}\right\}_{i=1}^{N} \sim \mathcal{N}\left(\mathbf{0}, \Sigma_{d_{y}+d_{z}}\right)\)
        Transform \(\left\{y_{i}^{\prime}\right\}_{i=1}^{N}=\operatorname{CDF}_{\mathcal{N}(0,1)}\left(\left\{y_{i}\right\}_{i=1}^{N}\right)\)
        Define \(p_{Y \mid X}=\mathcal{N}\left(X \beta_{Y}, 1\right)\)
        Set \(\left\{y_{i}\right\}_{i=1}^{N}=\operatorname{ICDF}_{p_{Y \mid X}}\left(\left\{y_{i}^{\prime}\right\}_{i=1}^{N}\right)\)
        Set \(\mu_{X \mid Z}=Z \cdot \boldsymbol{\beta}_{X Z}\)
        Set \(\nu_{X \mid Z}=\frac{1}{1+e^{-\mu_{X \mid Z}}}\)
        Define \(p_{X \mid Z}=\mathcal{N}\left(\mu_{X \mid Z}, \phi\right)\)
        Define \(p_{X \mid Z}^{\text {bin }}=\operatorname{Bin}\left(p=\nu_{X \mid Z}\right)\)
        Calculate \(\omega_{i}=\frac{p_{X \mid Z}\left(x_{i}^{\text {cont }}\right)}{p_{X}\left(x_{i}^{\text {cont }}\right)} \cdot \frac{p_{X \mid Z}^{\text {bin }}\left(x_{i}^{\text {bin }}\right)}{p_{X}^{\text {bin }}\left(x_{i}^{\text {bin }}\right)}\)
        Run rejection sampling using \(\omega_{i}\) and obtain \(\mathcal{D}^{\prime}=\left\{x_{i}, y_{i}, z_{i}\right\}_{i=1}^{N^{\prime}} \sim p^{*}\)
        Append data \(\mathcal{D}=\mathcal{D} \cup \mathcal{D}^{\prime}\)
    end
    Return: \(\mathcal{D}\)
```


## Appendix G. Parameters for data generation

We provide parameters used in the data generation procedure for each type of treatment. Exact details can be found in the code base. Binary treatment

1. Dependency $\beta_{X Y}$ : $[0.0,0.02,0.04,0.06,0.08,0.1]$
2. Variance $\tau: 1.0$

## Continuous treatment

1. $\beta_{X Y}:[0.0,0.001,0.002,0.003,0.004,0.005,0.008,0.012,0.016,0.02]$
2. $\beta_{X Z}: d_{Z}=1: 0.75, d_{Z}=3,15,50: 0.25$
3. $\beta_{Y Z}:[0.5,0.0]$
4. $\theta, \phi: d_{Z}=1:(2,2), d_{Z}=3:(4,2), d_{Z}=15:(8,2), d_{Z}=50:(16,2)$
5. $\Sigma_{d_{y}+d_{z}}$ : See code base for details

Mixed treatment

1. $\beta_{X Y}:[0.0,0.002,0.004,0.006,0.008,0.01,0.015,0.02,0.025,0.03,0.04,0.05,0.1]$
2. $\beta_{X Z}: 0.05$
3. $\beta_{Y Z}:[0.5,0.0]$
4. $\theta, \phi: d_{Z}=2:(2,2), d_{Z}=15:(16,2), d_{Z}=50:(16,2)$
5. $\Sigma_{d_{y}+d_{z}}$ : See code base for details
$X \not \perp Y$ data
6. $\beta_{X Y}:[0.0]$
7. $\beta_{X Z}: 1.0$
8. $\beta_{Y Z}:[0.5,0.0]$
9. $\theta, \phi: d_{Z}=1:(0.1,1.5)$
10. $\Sigma_{d_{y}+d_{z}}$ : See code base for details

## $X \not \perp Y \mid Z$ data

1. $\beta_{X Y}:[0.0]$
2. $\beta_{X Z}: 0.0$.
3. $\beta_{Y Z}:[-0.5,4.0]$
4. $\theta, \phi: d_{Z}=1:(1.0,2.0)$
5. $\Sigma_{d_{y}+d_{z}}$ : See code base for details
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