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Abstract

Deep residual network architectures have been shown to achieve superior accuracy over
classical feed-forward networks, yet their success is still not fully understood. Focusing
on massively over-parameterized, fully connected residual networks with ReLLU activation
through their respective neural tangent kernels (ResNTK), we provide here a spectral analysis
of these kernels. Specifically, we show that, much like NTK for fully connected networks
(FC-NTK), for input distributed uniformly on the hypersphere S¢~!, the eigenvalues of
ResNTK corresponding to their spherical harmonics eigenfunctions decay polynomially with
frequency k as k~¢. These in turn imply that the set of functions in their Reproducing
Kernel Hilbert Space are identical to those of both FC-NTK as well as the standard Laplace
kernel. Our spectral analysis allows us to highlight several additional properties of ResNTK,
which depend on the choice of a hyper-parameter that balances between the skip and
residual connections. Specifically, (1) with no bias, deep ResNTK is significantly biased
toward even frequency functions; (2) unlike FC-NTK for deep networks, which is spiky and
therefore yields poor generalization, ResNTK is stable and yields small generalization errors.
We finally demonstrate these with experiments showing further that these phenomena arise
in real networks.
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1. Introduction

Deep residual networks (ResNets), first introduced in He et al. (2016a), are to date amongst
the most effective network architectures for image understanding as well as other tasks Howard
et al. (2019); Radosavovic et al. (2020); Tan et al. (2019); Greenfeld et al. (2019); Siravenha
et al. (2019). Residual networks use a sequence of block operations of the form

xp =x¢—1 + aG(x¢-1,00-1) (1)

in which the input to each block, denoted xy_1, is added to its output G(zs—1,6y—1) (called
the residual), and their sum is passed to the next block. (6,_; denote the block parameters.)
The scalar hyper-parameter a balances between the residual and skip connections. While
He et al. (2016a)’s implementation uses v = 1, Huang et al. (2020); Du et al. (2019); Hayou
et al. (2021) suggested to set this constant according to o = L™ with 0.5 < v < 1 and
L denotes the total number of hidden layers in the network. Our analysis in this paper
examines the range 0 <~y < 1.

The introduction of skip connections in ResNets allowed researchers to train networks
with hundreds, and even thousands of layers and to achieve unprecedentedly accurate
classification results on the competitive ImageNet dataset He et al. (2016a,b). The reasons
for the advantage of residual over classical feed-forward architectures are not yet fully
understood. Several papers argue that skip connections alleviate the problem of vanishing
gradients, which is prevalent in classical deep architectures Balduzzi et al. (2017); Veit et al.
(2016). Subsequent work showed that ResNets can avoid spurious local minima Liu et al.
(2019), while Li et al. (2018) showed, by empirically visualizing the loss landscape, that skip
connections make the loss smoother.

In this work, we examine residual networks from the perspective of the neural tangent
kernels. As with many existing network models, residual network applications are typically
over-parameterized. He et al. (2016a)’s implementation, for example, trains a network with
roughly 60M trainable parameters on the 1.2M images of ImageNet. Recent work Jacot
et al. (2018) suggested that massively overparameterized neural networks behave similarly
to kernel regressors with a family of kernels called Neural Tangent Kernels (NTKs). Huang
et al. (2020); Tirer et al. (2021) proved that fully connected residual networks of infinite
width converge to such kernel, which we here call ResNTK, and provided a closed form
derivation.

Kernel regression is characterized by the set of functions in the corresponding Reproducing
Kernel Hilbert Space (RKHS) and by the norm induced in this space. These in turn are
determined by the eigenfunctions and eigenvalues of the respective kernel under some
measure, with the decay rate of the eigenvalues playing a particularly important role. (Note
that the RKHS structure of a kernel is independent of the data distribution, see remark
4.3 in Kanagawa et al. (2018).) Previous work Hayou et al. (2021) showed that with data
distributed uniformly on the hypersphere S¢~!, the eigenfunctions of ResNTK are the
spherical harmonics. Here we prove that the eigenvalues of ResNTK decay polynomially with
frequency k at the rate of k=%, thus characterizing the set of functions in the corresponding
RKHS. We conclude that this set of functions is identical to the functions in the RKHS of
NTK of classical, fully connected networks (denoted FC-NTK) Geifman et al. (2020); Bietti
and Bach (2021); Chen and Xu (2020), and, as is implied by this previous work, also to
those of the standard Laplace kernel, restricted to S 1.
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Our analysis reveals further connections and differences between ResNTK and FC-NTK.
These appear to critically depend on the choice of hyperparameter o, which balances between
the residual and skip connections (1). In particular, we prove for o = L™ with 0.5 <~y <1
that when L (the network depth) tends to infinity ResNTK converges uniformly to a two-layer
FC-NTK in the interval. (A weaker result showing point-wise convergence with v = 1 was
provided in Huang et al. (2020).) This implies on one hand that in this parameter regime,
in contrast to FC-NTK, deep Res-NTK is not spiky, and consequently, as we establish
by proving generalization bounds, deep ResNTK can generalize to new data, while deep
FC-NTK cannot. On the other hand, we prove that in the same parameter regime deep,
bias-free ResNTK is prone to parity imbalance. That is, with deep ResNTK, eigenfunctions
of odd frequencies k > 3 have significantly lower eigenvalues than those of even frequencies,
indicating that odd frequencies are difficult to learn. Lastly, with 0 < v < 0.5, there is no
significant parity imbalance, but, much like FC-NTK, ResNTK becomes spiky with deep
architectures.

We finally provide experiments with real datasets (CIFAR-10 and SVHN) showing the
behavior of ResNTK with different settings of o as well as experiments that show the same
behavior in real neural networks.

In summary our paper makes the following four contributions.

1. We prove the decay rate of the eigenvalues of ResNTK, thus providing a full charac-
terization of its RKHS.

2. We prove the uniform convergence of deep ResNTK to FC-NTK of two layers in the
entire interval % <a< %

3. We use this uniform convergence to show that without bias, ResNTK for deep networks
suffers from a parity imbalance. In this, it is significantly inferior to the bias-free
FC-NTK.

4. We leverage our spectral characterization to contrast the generalization properties of
ResNTK to those of FC-NTK.

2. Previous work

Existing neural network models are typically applied with many more learnable parameters
than training data items, yet somewhat counter-intuitively they successfully generalize to
unseen data. Attempting to explain this phenomenon, Jacot et al. (2018) showed that
infinite width networks whose parameters are initialized sufficiently close to zero behave
like kernel regression with novel kernels called Neural Tangent Kernels. Specifically, for
an input x € R? and learnable parameters § € R™, denote the network by f(x,6), then

the corresponding NTK is given by Egp <W, of (gej ) >, where x; and x; is a training

pair, and the expectation is over the distribution P with which 6 is initialized (typically the
standard normal distribution).

Subsequent work showed that very wide networks of finite width converge to a global
minimum Du et al. (2019); Allen-Zhu et al. (2019); Chizat et al. (2019) and further charac-
terized the speed of convergence as a function of the data distribution and the frequency
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of the target function Arora et al. (2019a); Basri et al. (2019, 2020). In particular, for
data distributed uniformly in the hypersphere S*~1, it was shown that the eigenfunctions of
FC-NTK with any depth are the spherical harmonics and the eigenvalues decay at the rate
of k=%, where k denotes frequency Bietti and Bach (2021); Chen and Xu (2020) (Basri et al.
(2019); Bietti and Mairal (2019); Cao et al. (2019); Su and Yang (2019) show analogous
results in the case of FC-NTK for two-layer networks, while Fan and Wang (2020) studied the
restricted case in which the input samples are approximately orthogonal). This completely
characterizes the set of functions in the RKHS of FC-NTK. Recent work showed that the
set of functions in the RKHS of FC-NTK is identical to the respective set of functions of the
classical Laplace kernel Geifman et al. (2020); Bietti and Bach (2021); Chen and Xu (2020).
Our paper extends these results to NTK of residual networks of any depth.

Understanding the spectrum of a kernel is useful for a number of objectives. It indicates
whether a kernel exhibits a frequency bias Cao et al. (2019); Rahaman et al. (2019); Xu
et al. (2019), it provides an estimate of the number of gradient descent iterations needed
to learn certain target functions Basri et al. (2019, 2020) (accordingly, the number of
iterations to learn an eigenfunction of a certain frequency is inversely proportional to the
corresponding eigenvalue). Finally, the characterization of the spectrum can be used to
estimate the generalization error obtained by using the kernel as a minimum interpolant
regressor (ridge-less kernel regression). For example, Liang et al. (2020, 2019); Pagliana
et al. (2020) analyzed the bias-variance interplay of minimum norm interpolation with a
growing number of samples when the dimension is either fixed or growing at the same rate.

Several recent studies examined the behavior of over-parameterized residual networks.
Du et al. (2019); Zhang et al. (2019b) showed that very wide ResNets of finite size converge
to their global minima. Huang et al. (2020); Tirer et al. (2021) derived a formula for
ResNTK. The formula uses a parameter o that balances between the skip and residual
connections. Huang et al. (2020); Du et al. (2019); Hayou et al. (2021) argued that o should
be properly scaled with depth. Hayou et al. (2021) showed that the spherical harmonics
form the eigenfunctions of ResNTK on the hypersphere S*! and proved its universality
(for networks with bias) in the infinite depth limit. Tirer et al. (2021)’s analysis further
suggested that ResNTK tends to generate smoother functions than FC-NTK. Huang et al.
(2020) showed that FC-NTK becomes spiky for deep networks, indicating that learning with
these kernels becomes degenerate, while ResNTK (with ov = 1/L) remains stable with depth.

Our analysis, in contrast, (1) calculates the decay rate of the eigenvalues of ResNTK,
thus characterizing its RKHS structure and establishing that the functions in the RKHS of
both ResNTK and FC-NTK have the same smoothness properties. (2) It shows a parity
imbalance in deep, bias-free ResNTK. (3) It shows that depending on hyperparameters,
deep ResNTK may or may not become spiky. Moreover, we use the spectral properties of
these kernels to prove generalization bounds for both ResNTK and FC-NTK.

It has been a subject of debate whether results about NTK will help us to understand the
behavior of real neural networks, that are not so massively overparameterized. In particular,
it was argued that with real NNs, weights do not stay near their initialization, and therefore
linear models (“lazy training”) do not properly capture their dynamics Chizat et al. (2019);
Tachella et al. (2020). Moreover, several recent papers have crafted learning problems
that can be solved with real neural networks, but that linear models, including NTK, are
unable to solve Daniely and Malach (2020); Ghorbani et al. (2020); Yehudai and Shamir
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(2019). Nevertheless, previous studies have shown experimentally that simple FC networks
are subject to a similar inductive bias and training dynamics as predicted by analysis of
FC-NTK Basri et al. (2019, 2020). Moreover, Arora et al. (2020); Lee et al. (2020) have
shown that kernel regression using FC-NTK performs similarly, and a bit better than real
FC networks on a large number of machine learning datasets. We further refer the reader
to recent findings on this subject in Malach et al. (2021). Our experiments indicate that
properties of FC-NTK and ResNTK indeed show up in real networks.

3. Preliminaries

We consider positive definite kernels k : R x R — R over inputs x,z € R%. k is called
zonal if when x,z are restricted to the hypersphere S*!, k can be expressed as a function
of x"z. In such case we overload our definition of k, defining also k : [~1,1] — R by
letting v = x”z and writing k(x,z) = k(u). To avoid unnecessary scaling and to allow
comparison of different kernels and kernels constructed for networks with different depths,
a good practice is to normalize the kernel by a constant multiplicative factor such that
k(1) = 1. Such normalization does not alter the RKHS of the kernel. The eigenfunctions and
eigenvalues derived in this paper are with respect to the uniform measure on the hypersphere
S%=1. Note, however, that the resulting RKHS definition is independent of data distribution.
The kernels we use in this paper are ResNTK and FC-NTK, denoted respectively by r and
k, as well as the Laplace kernel (denoted kr,p), with superscripts denoting the number of
hidden layers, e.g. k(L), i.e., L =1 corresponds to a network with one hidden layer (i.e., a
two-layer network). All proofs are deferred to the supplementary material.

3.1 NTK for FC Networks

A fully-connected neural network (also called multi-layer perceptron, MLP) with L hidden
layers and m units in each hidden layer is expressed as

— T _ [ (1)
fO,x)=v'xp, x4= mU(W Xg_l), e [L]

and xo = x. The network parameters 0 include WO, W@ . W@ where W1 e Rixm
W e R™*m (2 < ¢ < L), and v € R™. We denote by o the ReLU activation function and
by ¢o =1/ (EZN N(071)[a(z)2}> = 2. The network parameters are initialized randomly with
N(0,1).

Jacot et al. (2018) showed that when the width m — oo the network behaves like
kernel regression with the neural tangent kernel. Bietti and Mairal (2019) showed that this
kernel, denoted for x,z € R¢ by k(L) (x,z), is homogeneous of degree 1 and zonal, so that
k) (x,2) = ||x||||z)| ") (u), where u = WTHZZH € [—1,1]. The (normalized) kernel is defined
by

1 -
(L) ()Y — L)
RO () = k" (W)
with the recursive formula
~ (¢ ~(0— _
K ) = BV (w)ro (2D () + 2O () (2)
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It can be ready shown that with this definition, k*)(1) = 1 for all values of L. The functions
K1, ko are the arc-cosine kernels Cho and Saul (2009), defined as

(m — acos(u)) (3)

(u (m —acos(u)) + V1 — u2> , (4)

Eo(u) =

K1(u) =

=

and k" (u) = 2O (u) = u.

3.2 NTK for residual networks

For the definition of a fully connected residual network we follow the formulation of Huang
et al. (2020); Tirer et al. (2021).

g(X7 0) = VTXL

/1 /2
Xy =Xyp_1 +ar/ —Vpo ( —Wyxp_1 + Tbg) , Le[L],
m m

and xg = \/%Ax. The parameters include A € R™*¢ V,, W, € R™*™ v € R™, and o(-) is
the ReLLU function. « is a constant hyperparameter. Huang et al. (2020); Du et al. (2019);
Hayou et al. (2021) suggested to set this constant according to a = L™ with 0.5 <~ < 1.
In contrast, He et al. (2016a)’s implementation uses v = 1 (and an additional ReLU function
applied to V;o(.)). Recent work argued that setting o to decay with depth is enforced
in practice through suitable small initialization of the residual parameters or by applying
normalization blocks Zhang et al. (2019a). Our analysis below examines the range 0 < v < 1.

Adopting Huang et al. (2020)’s derivation, we assume that both A and v are fixed at
their initial values and that V,, Wy, and b are learned, with all parameters initialized with
the standard normal distribution except for the bias terms by, which are initialized at 0.
Let x,z € R%. The respective NTK, denoted r(5)(x,z), is given by

L

r(x,2) = C; Z Bryi1(x,2) [v—1(x,2) k1 (u—1(x,2))
(=1

+ (Koo (x,2) + 7)ko(ur1(x,2)) | (5)

where for ¢ € [L] we let

) Ky(x,2z)
ve(X, z)
x,2) = Ki_1(x,2) + o?v_1(x,2)k1 (up_1)
By(x,2) = Byp1(x,2)[1 4 o?ko(up_1))]
X, z)

=x"z, Bru(x,z)=1

= \/KE(X,X)KZ(LZ): ui(x, ) =

a2

X
—1
C, = <2L(1 B R (O Lt 1)
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and ko and k1 are defined in (3)-(4). The expression of C; is set so as to obtain r(1) = 1.
This is essential, as it was argued in Huang et al. (2020) to prevent the kernel from diverging
or vanishing as the depth L tends to infinity. We note that with this model, with L =1
ResNTK is equal to FC-NTK, i.e., r() = k).

4. Analysis of ResNTK

In this section, we analyze properties of the ResNTK kernel. We prove three main results:

1. We prove the decay rate of the eigenvalues of ResNTK and compare its RKHS structure
to those of FC-NTK and the Laplace kernel.

2. We show a significant parity imbalance in the bias-free, deep ResNTK.
3. We prove generalization bounds for ResNTK and compare them to those of FC-NTK.

4.1 RKHS Structure of ResNTK

We next characterize the RKHS structure of ResNTK. Hayou et al. (2021) has shown
that ResNTK is zonal, and therefore its eigenfunctions under the uniform measure in
the hypersphere S%~! consist of the spherical harmonics. Our main result in this section
establishes that the eigenvalues of ResNTK decay with frequency k at the rate of k=%

Theorem 1 The eigenvalues N, of ResNTK, r(x,z), for x,z € S¥~! corresponding to a
spherical harmonic eigenfunction Yy (x) with frequency k > 0 and phase 1 <1 < N(d, k)
decay when k — oo under the uniform measure as

N = Cler +c_1)k~4if kis even
B C‘(cl - c_1)k:_d if kis odd,

where C, c1,c_1 are constants that depend on o, L, T.
The proof of this theorem, given in the supplementary material, relies on an analysis of

the infinitesimal tendency of ResNTK near +1. Specifically, we prove that for input in S%!
with o > 0, for L > 1,

1. Near +1, r(B)(1 —#) = 1 4 ¢1t/2 4 o(t'/?), with

¢ = —CT\fL(l +a?) 72 (14 a2L) + 721+ 0?)).

2. Near -1, 70 (—1 + ) = p_1(t) + c_1t"/2 + o(t'/2), with |c_1| < max{r2, 1}C-22(1 +
a®)L=1 where p_; is a finite degree polynomial.

Consequently,
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V2

le_1] < max{r?,1}C, X2 (1 + )1 <
s

2 1+ a’L
CT£(1 e max{L72 1—:_@} < lerl,.
m

Together, these results satisfy the conditions of a theorem proved in Bietti and Bach (2021)
from which it follows that the eigenvalues of ResNTK decay at the rate of k=% with coefficients
as specified in Theorem 1.

Theorems 1 provides a full characterization of the set of functions in the reproducing
kernel Hilbert space of ResNTK, denoted H,., defined in S¢! as

N(d,k

He =< f(x) = Z Z ar; Yij(x) st || flla, <oop,
k>0 j=1
An£0

where )y, are the eigenvalues of , N(d, k) is the number of Harmonics of frequency k in R?
and j is the phase. The coefficient ay; is the projection of f onto the Spherical Harmonic
Yyj(x) and

dk)
1 f e = D Z (6)
k>0 j=1

A0

Theorem 1 holds for data sampled uniformly from S¢~!. It can however be easily extended to
any radial distribution in R¢, by applying Theorem 5 in Geifman et al. (2020). Specifically,
(5) establishes that ResNTK is the sum of homogeneous kernels of order zero and order one
and thus satisfies the conditions of that theorem.

As the eigenvalues of ResNTK decay at the same rate as those of both FC-NTK and
the standard Laplace kernel Bietti and Bach (2021); Chen and Xu (2020); Geifman et al.
(2020), their RKHSs are closely related. This is summarized in the following corollary.

Corollary 2 Let k and r respectively denote the FC-NTK and ResNTK kernels. Denote
by Hi and H, the set of functions in the RKHS of the FC-NTK k and ResNTK v in S?!
Then,

Hi = Hr = Hiypy, s
where for x,z € S1, krap denotes the standard Laplace kernel defined by
Brap(x,7) = el = oo/ 20T, 7

A consequence of Corollary 2 is that the three kernels, ResNTK, FC-NTK, and the Laplace
kernel generate functions of the same smoothness properties, i.e., all three RKHSs include
functions that have weak derivatives up to order d/2 Narcowich et al. (2007). However,



SPECTRAL ANALYSIS OF THE NEURAL TANGENT KERNEL FOR DEEP RESIDUAL NETWORKS

the structure of the RKHSs is not identical; while the set of functions in the three RKHSs
are identical, each kernel is associated with a different RKHS norm. In particular, while
the eigenvalues decay at the same rate, they are not identical across kernels, or even across
different depths for the same kernel, producing different RKHS norms (6). This, in turn,
implies that when applied to the same regression problem, the kernels may produce somewhat
different outcomes. For example, as we prove below, with deep architectures the bias-free
ResNTK will be biased to interpolate functions with even frequencies, while with bias it will
be agnostic to parity. Also, Tirer et al. (2021) showed that under a suitable measure, with
low values of & ResNTK tends to produce smoother interpolations. A close examination of
their experiments however reveals that also with small values of « their interpolations are
only piecewise smooth, consistent with the structure of the respective RKHS derived here.

4.2 Parity Imbalance

Theorem 1 indicates that the rate of decay for all frequencies is k~¢. However, for the
bias-free ResNTK according to Theorem 1, the leading coefficient for the even and odd
frequencies, respectively C (c1 £ c_1), differ. In fact, if the hyperparameter a, which relates
between the residual and the skip connections, decays sufficiently fast with network depth,
then the eigenvalues for the odd frequencies become extremely small compared to those
for the even frequencies. This in fact happens when « is chosen according to Huang et al.
(2020); Du et al. (2019); Hayou et al. (2021), i.e., when o = L™ with 0.5 < v < 1, see
Figure 1(top left).

To prove the parity imbalance, we will need the following theorem, which establishes
that with 0.5 < v <1, the bias-free ResNTK converges uniformly to the two-layer, bias-free
FC-NTK for which, as is shown in Basri et al. (2019), the eigenvalues corresponding to
the odd frequency k > 3 are zero. Our theorem below extends over a weaker theorem by
Huang et al. (2020), which proved point-wise convergence for v = 1 in the open interval
xTz € (—-1,1) only.

Theorem 3 ResNTK rD) for residual networks with L € N layers and the hyperparameter
a=1L77,0.5 <~ <1, approaches the 2-layer FC-NTK uniformly in the interval x'z €
[—1,1], where x,z € S, that is, let € > 0, VL > c(e,7)

lrB)(x,z) — kW (x,2)| <e.

For the proof, given in the supplementary material, we first prove uniform convergence
in the interval [—1 + §,1 — d] for all 6 > 0. We then extend this to the full range [—1,1] by
utilizing the Taylor expansion of both kernels at the endpoints, relying on our asymptotic
analysis for ResNTK.

Based on this theorem we obtain

Corollary 4 With o = L™, 0.5 < v < 1, and L — oo the eigenvalues of the bias-free
ResNTK (i.e setting 7 = 0) of odd frequencies k > 3 vanish.

The proof follows directly from Theorem 3, since for FC-NTK the eigenvalues corre-
sponding to odd frequency functions are zero Basri et al. (2019). This is also evident from
the expansion near +1. We show in the supplementary material that when oL < 1,
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c1 M —ﬁ = c_1, indicating (using Bietti and Bach (2021)) that the eigenvalues
corresponding to odd frequencies vanish. It is important to note that according to The-
orem 1 for every finite L the eigenvalues for the odd frequencies are non-zero and decay
asymptotically as k=% The eigenvalues vanish at the limit when L — co.

With finite L and a training set of n samples, the uniform convergence and the Wielandt-
Hoffman inequality Golub and Van Loan (1996) implies that the eigenvalues associated with
the odd frequencies are at most O(nL'~27). Therefore, ResNTK differs from FC-NTK, for
which in all depths except L = 1 the eigenvalues of odd and even frequencies have similar
values.

Figure 1(top left) shows the eigenvalues of ResNTK for various depth values as a function
of frequency. It can be seen that as depth increases the eigenvalues of odd frequencies
considerably decrease, compared to those of the even frequencies. We note finally that
this parity difference disappears if we choose v = 0.5, i.e., a« = 1/ V'L, or if we include
bias (7 > 0), as can be seen in Figure 1 (top right, bottom left). The same phenomenon
is observed with real networks. We used a bias-free residual network with 50 layers and
a = 1/L to regress sinusoidal functions for data in S!. Consistent with our findings, fitting
both the odd and even frequency functions took O(k?) epochs, i.e., the number of epochs is
indeed inversely proportional to the corresponding eigenvalue, as indicated in Basri et al.
(2019), but fitting the odd frequencies required significantly more time than fitting the even
frequency ones. Convergence times are shown in Figure 1 (bottom right).

4.3 Generalization

Our analysis also allows us to determine how sharp ResNTK is near 1. In particular, the
expansion of the Laplace kernel (7) near 1, derived in Bietti and Bach (2021), is given by

krap(1 —t) =1—cV2t+O(1).

Therefore, the coefficient of ¢'/2 indicates how steep a kernel is near 1. Specifically, for the

bias-free ResNTK, with ¢ = 23&‘3‘?@%, where « is the balancing parameter defined in Section

3.2, we have that (1) (1 —t) — krq,(1 —t) = o(t'/?) (see supplementary material). Therefore,
with 0.5 < v <1 the steepness of ResNTK is bounded, i.e.,

CRES (L) _

(14+0’L) oo {}T, ¥ =05
27(1 + a?) =, 05<y<1
In contrast, with 0 < v < 0.5, ¢RFS(L) either grows linearly (if v = 0) or sublinearly with
L. This is similar to FC-NTK, for which with ¢ = %, EE) (1 —t) — krap(1 —1t) = o(t'/?),
implying that deep FC-NTK becomes steeper near 1. This is consistent with Huang et al.
(2020); Xiao et al. (2020) who proved that, except near v = x’z = 1, as the depth L tends to
infinity FC-NTK approaches the constant 0.25. Therefore, with deep architectures, FC-NTK
forms a spike. Figure 2 shows the shape of both FC-NTK and ResNTK for three choices of
network depths.

Indeed, the instability of FC-NTK and of ResNTK with 0 <~ < 0.5 badly affects their
generalization, while the stability of ResNTK with 0.5 < v < 1 allows it to learn target

10
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Eigenvalues of ResNTK Eigenvalues of ResNTK
for o =1/L without bias for a =1/L with bias
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Figure 1: Top left: the eigenvalues of ResNTK without bias (y =1, i.e., &« = 1/L) as a function of
frequency for different depths L. The eigenvalues for the odd frequencies as L grows are significantly
lower than the eigenvalues for the nearby even frequencies, approaching 0 at L — oo. This parity
difference disappears with bias (top right) or if the hyperparameter v is set to 0.5 or lower (y = 0.5,
i.e., « = 1/v/L, no bias, bottom left), in which case the eigenvalues decrease monotonically with
frequency. Bottom right: a real residual network with L = 50 and o = 1/50 was trained to regress the
function sin(kz) for input (cosz,sinz) € St. The figure shows the number of epochs to convergence
for each frequency k (execution was stopped when a fit with 5% error was achieved). Consistent
with our findings for ResNTK, convergence times grow quadratically with &, but convergence for the
odd frequency target functions is significantly slower than for the even frequencies.

functions with a small generalization error. This is established in the following theorem.
Denote the space of band limited functions

r N(dk)

y(x)yx) =3 3 oy Vi(x), x € s

k=0 j=1

by H,(S%!). The theorem states that with the truncated /3 loss £ and x drawn from the
uniform distribution, deep ResNTK with 0.5 < v < 1 can learn functions y(x) € H,.(S%1)
with generalization error that approaches zero as the number of training samples increases,
whereas, in contrast, FC-NTK of sufficient depth achieves poor generalization for such
functions. Below we denote by fresnTk and frc.nTi the predictions of the ResNTK and
FC-NTK kernel regressors.
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FC-NTK Kernel ResNTK Kernel with a=1 , ResNTK Kernel with a=1/L
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Figure 2: FC-NTK (left) and ResNTK (center o = 1, right o = 1/L) for networks of different
depths, L = 5,20,100. For FC-NTK and ResNTK with o = 1, the kernel becomes spiky with depth.
With o = 1/L ResNTK remains stable for all depths.

Theorem 5 Let {(x;,v:)}i-y be n i.i.d samples such that {x;}!', are drawn from the
uniform distribution on S%' and assuming that y € H,(S*1). Then,

1. There exists Ly such that YL > Lg it holds that with probability at least 1 — §, the
expected risk of the ResNTK with depth L and 0.5 < v <1 is upper bounded by

E(L(fresntic(x),4)) < O (Tﬁ + log(;/ 5)> .

2. Ve > 0 there exists Lo = L(e,n), such that VL > L, the NTK predictor for {(xi,yi)}i—;
and depth L satisfies almost surely

E(L(fre-nTK(X),Y)) =
/Sd_l(fFC—NTK(X) —y(x))%dx > 1—0(e),

where the expectation is taken over the data distribution stated above.

The main contribution in Theorem 5 is in proving that with a proper set of parameters
deep ResNTK generalizes well, extending existing generalization results Arora et al. (2019a);
Nitanda and Suzuki (2020); Huang et al. (2020); Xiao et al. (2020) to ResNTK. We note
that Arora et al. (2019b); Nitanda and Suzuki (2020) show better generalization bounds for
FC-NTK, but their results are applicable to two layers Neural Networks only. Xiao et al.
(2020); Huang et al. (2020) show that with large depth, FC-NTK becomes degenerate. The
second part of Thm. 5 leverages their results to establish a trivial MSE for such FC-NTKs.

Our experiments in Section 5 below indeed indicate that while for FC-NTK and ResNTK
with 0 < v < 0.5 learning accuracy degrades with depth, for ResNTK with 0.5 <~y <1
learning accuracy is stable across depth. This is also observed in the corresponding fully
connected and residual networks.

5. Experiments

We performed a number of experiments to show the effect of depth on ResNTK and to
compare it to FC-NTK. We further tested these effects also on actual networks. In the

12
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Table 1: Classification accuracies (percent) obtained by applying FC-NTK and ResNTK on the
CIFAR-10 dataset with a € {37,1/L,1/VL, 2=, 1}.

%7
ResNTK
L FC-NTK a:L51/4 a:% a:ﬁ a:%ﬁ a=1
5 58.29 57.89 58.23 58.32 58.37  58.31
25 54.33 57.44 57.72 58.33 57.92 5591
50 51.42 57.38 57.58 58.34 57.63  54.18

100 48.27 07.34 97.53 58.34 57.01 51.39

Table 2: Classification accuracies (percent) obtained by applying on the SVHN dataset FC-NTK
and ResNTK with o € {1/L,1/VL,1}.

ResNTK
L FC-NTK a:ﬁ a:% a:% a:%ﬁ a=1
5 74.44 79.4 73.62 78.36 77.9 77.72
25 48.75 79.8 74.73 78.17 77.3 76.03
50 33.69 79.8 74.89 78.14 7 74.16
100 21.12 79.7 74.91 78.13 76.4 71.12

kernel experiments, we minimized the ridge regression formula

n

%iﬁ i:1(f(Xi) —i)” + All f Il

with a constant ridge parameter A > 0. We used in these experiments the bias-free FC-NTK
and ResNTK. In the network experiment, we minimized the cross-entropy loss with no
regularization.

CIFAR-10 We applied both ResNTK and FC-NTK to the CIFAR-10 dataset. Note that
the kernels we applied correspond to classical and residual fully connected architectures and
are not convolutional. We normalized the pixels in each image to zero mean and unit variance
and used kernel regression with A = 0. Table 1 (left) shows classification accuracies with
FC-NTK and ResNTK with o € {L51/4, Is %, %, 1}. Tt can be seen that test accuracies
for FC-NTK degrade from 58.28% with 5 layers to 48.27% with 100 layers. Likewise, test
accuracies for ResNTK with o = 1 degrade from 58.31% with 5 layers to 51.39% with 100
layers. In contrast, consistent with our theory, ResNTK with o € {1/L,1/+/L} maintains

an accuracy of 57.5%-58.3% across depth.

SVHN We repeated the same experiments on the SVHN dataset, see Table 2 (right).
Here too we normalized the pixels in each image to zero mean and unit variance but used
regression with A = le™5. The differences between FC-NTK and ResNTK are even more
extreme in this experiment. FC-NTK degrades from an accuracy of 74.44% with 5 layers to
21.12% with 100 layers. ResNTK with @ = 1 degrades more modestly, from 77.72% with 5

13
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Table 3: Network application. Classification accuracies (percent) on the CIFAR-10 dataset obtained
by applying a residual network with « € { ﬁ, %, ﬁ, %ﬁ} and with a standard fully-connected

network (FC-Net).

ResNet

L FC-Net o=z a=7t

o=t o=
5) 52.32 53.17 53.15 53.58 52.17
25 41.08 53.07 53.49 52.09 47.32
50 36.76 52.63 53.49 52.89 45.34
100  36.73 52.0 53.49 52.05 36.48

layers to 71.12%, while with o = 1/L and a = 1/+/L it maintains respectively a 74-75% and
78% accuracy for all tested depths as our theory predicts.

CIFAR-10: Real networks To further examine the relevance of these results to real
networks, we applied a fully-connected network (FC-Net) and a residual, fully-connected
network (ResNet), both with hidden layers of width m = 2000. We optimized the networks
with SGD with no momentum and used a constant learning rate of 5e>. The results shown
in Table 3 are similar to those obtained with the respective kernels. Specifically, both FC-Net
and ResNet with o = L1/ degrade from 52% with 5 layers to 36% with deeper layers.
Consistent with our kernel analysis, ResNet with v € {1,0.5} maintains an accuracy of
52-53% for all depths.

6. Conclusion

We have provided derivations to determine the RKHS structure of NTK for residual
networks and analyzed the shape of the kernel and its generalization properties with
different hyperparameters. Our analysis indicates that similar to NTK for classical, fully
connected networks, the eigenvalues of ResNTK corresponding to its spherical harmonic
eigenfunctions decay polynomially with frequency k at the rate of k~¢. These in turn imply
that the set of functions in its RKHS are identical to those of both FC-NTK and the Laplace
kernel restricted to the hypersphere S?~!. Our results imply that all three kernels produce
functions of similar smoothness properties. We have shown further that, depending on
the choice of a, which balances between the residual and skip connections, deep bias-free
ResNTK is significantly biased toward the even frequencies. Finally, we saw that ResNTK
can be controlled to become spiky with depth, as is the case with FC-NTK, or maintain a
stable shape, enabling superior generalization with deep networks.

Our results suggest that NTK provides only a partial explanation to the success of
residual networks. Indeed it appears that classification with FC-NTK degrades with depth,
while classification with ResNTK can be made stable with a proper choice of a balancing
hyper-parameter. However, our experiments suggest that with an optimal choice of depth,
classification results with FC-NTK and ResNTK are similar, most likely due to their similar
RKHS structures. This is somewhat in contrast to actual implementations, in which residual
networks seem to significantly outperform classical feed-forward networks. This difference

14
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may be attributed to optimization issues, or to the possible invalidity of the assumptions of
NTK to real networks of finite width. It is also possible that differences between residual
and classical kernels are more significant in convolutional architectures.
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Appendix A. Decay rate of eigenvalues of ResNTK without bias

In this section we prove Theorem 1 for a bias-free ResNTK (i.e. 7 =0). We extend this to
7 > 0 in Section B.

Theorem A.1 The eigenvalues N, of ResNTK, r(x,z), for x,z € S%~! corresponding to
a spherical harmonic eigenfunction Yy (x) with frequency k > 0 and phase 1 <1 < N(d, k)
decay when k — oo under the uniform measure as

N — Cley +c )k~ 4if kis even
T\ Cler — ek if k is odd,
where C, ¢y, c_1 are constants that depend on o, L, T.

Before proving the theorem, we will lay out some notations and prove related lemmas.
We assume that x,z € S%! and let u = xTz. We use the following lemma to simplify
ResNTK for such input.

Lemma A.2 Huang et al. (2020) For inputs in S*1 and with no bias (1 =0), K;(x,x) =
(14 a?)t.

Using the lemma above, bias-free ResNTK can be expressed as follows

I Ko 1(u Ky _q1(u
() () = ngzl B (u) [(1 + o)l <(1fa12()21> + Ky_1(u)Ko (ufalg()g)lﬂ , (8)

where Ko(u) =u, Bp41(u) =1, C = W and

Ki(u) = Ko i(u)+a*(1—a?) "k (W) , £=1,..,L—1 (9)
By(u) = Byi(u) [1 + kg (m)] , 0=1L,..2, (10)
and #p and &, are defined as
o(u) = %(n _ acos(u)) (11)
1 () = % (- (r — acos(w)) + VI —u?). (12)

We further define the following variables, to be used in Section A.2. Near -1 (small
t>0):

Ky_1(—1
v = T (15)
Be = r1(v) (14)
ne = ko (ve) (15)

for £ =1,2,..., and By = nr = 0. Note that 8y, 7, € [0, 1] due to the image of the arc-cosine
kernels.
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The proof of Theorem 1 proceeds by calculating the asymptotes of ResNTK near +1
and applying a result from Bietti and Bach (2021), which for certain zonal kernels relates
the decay rate of the eigenvalues of a kernel to its infinitesimal tendency near +1. Below
we review the theorem and provide additional lemmas, which together allow us to prove
Theorem 1.

Theorem A.3 (Bietti and Bach (2021)) Let x : [-1,1] — R be a C* function on
(—=1,1) that has the following asymptotic expansions around +1

kK(1—1t) = pi(t) +at’ +o(t") (16)
k(—=14+t) = p_i(t) +c_1t" +o(t") (17)
for t > 0, where p1,p_1 are polynomials and v > 0 is not an integer. Let A\p denote an

etgenvalue of k corresponding to a spherical harmonic eigenfunction of frequency k. Then,
there is an absolute constant C(d,v) depending on d and v such that

o Fork even, if c1 # —c_1:
M ~ (1 4+ c1)C(d, v)k=9=2v+L,

o Fork odd, if c1 # c_1:
A ~ (Cl — C_1)C(d, V)k7d72y+1.

In the case |c1| = |c_1|, we have A\, = o(k=%2"*1) for one of the two parities (or both if
c1 = c—1 =0). If k is infinitely differentiable on [—1,1] so that no such v exists, then \j
decays faster than any polynomial.

In the following sections, we provide the full Taylor expansions around 41 for ResNTK.
We further calculate the fractional power v and show it equals 0.5. In addition, we prove
that ¢ # c¢_1, except with a special choice of the parameter o and large L. These allow us
to deduce that the eigenvalues decay as O(k~9).

A.1 Expansion near 1
The expansion is given by the following lemma (Theorem 1, part 1 with 7 = 0 in the paper).
Lemma A.4 For inputs in S% ' and near +1, if « > 0 and L > 1

rE(1 = 1) =14 e1t}? + o(tY/?)

where
1+ a2l
V2r(1+a?)

We prove this using the following lemmas.

Ccl =

Lemma A.5 Bietti and Bach (2021) The arc-cosine kernels near 1 satisfy

V2

ko(l—t) = 1— =124 00%?) (18)
s
ki(l—t) = 1—t+2?:&t3/2+(’)(t5/2). (19)
Y
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Lemma A.6 For smallt >0, K;(1 —t) = (14 o) (1 —t) + o(t), where K, is defined in
(9).

Proof We prove this by induction. For ¢ = 0, Ko(1 —t) = 1 — ¢, trivially satisfying the
lemma. Suppose the lemma holds for Ky_1(1 — t), using (9)

Ke4(1 —t))

K1=0) = Kiat=1)+a*1+ad) i (G50

= (141 =t +0(t) +a?(14a®) 1k <(1 n a2()1’5+122)—£_z€3 + o(t)>

= (14”7 1=t +o(t) +a®(1+ ) k(1 =t +o(t))
(1+a®) 7 1=t + 1+ ) 1= t)+o(t) = (1+ ) (1 - 1)+ o(t),

where the leftmost equality in the last line is due to (19). |

Lemma A.7 With smallt > 0,

Proof Using Lemma A.6, for small ¢t > 0,

Kea(l—t) (14?71 —1t)+o(t)
e (1+a2)t-1

=1—t+o(t).
Next, using (18)

and using (19)
<Kg_1(1 —t)
K1

) = =t olt) = 1=+ oft)

Lemma A.8 With smallt > 0,

2
Bra(1—t)=(1+ o)t = V2a (14 )L -0 t2 + 0@),
T
where By is defined in (10).
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Proof With small ¢ > 0, we use Lemma A.7 to simplify (10) as follows:

By(1 —t) = By (1 —1t) [1+a? (1 — @tlﬂ - o(t)ﬂ .

s

Since Bry1 = 1, resolving the recursion yields
L—¢
2 2
Bpy(1—1t) = (1 +a? — th - O(t3/2)> :
T

This can be simplified as follows
L—¢ , 9 i
L—7¢ L—t—i 2
Bp(1—t) =" ( . ) (1 +a?+ 0(t3/2)) (-Catl/? + O(t3/2)> .
i=0

Grouping together all O(t) terms, we finally obtain

V2a?
7

Bpgr(1—1t) = (14+a?)f = (14 o)=L —0) t'2 + O@).

We next prove Lemma A.4.
Proof (Lemma A.4) Rewrite (8) as r()(1 —t) = C 25, XYy, where:

1

¢ = 2L(1 + a2)L-1
Ky 1(1—-t Ky 1(1—t
Ko = e () e 0 ()
Y, = Bei(1-1t).
Using Lemmas A.6 and A.7, for small ¢t > 0,
Xe = (1+a) " L=t +o(t) + (1+a2) " (1 —t) +o(t) <1 - ftw + o<t>>
= 1+ 0 -t+0+adDH -1 <1 - ‘ftl/2> +O(t)

s T

= (1+a®)a -0 (2 - \@W) +0)=(1+a?)! (2 - *@/2) + o(t'/?).

Using Lemma A.8 each term in the sum can be written as

XY, = (1 + a2)€—1 (2 _ \7/T§tl/2>] (1 +a2)L_g _ 0427:/§<1 + a2>L—£—1(L B E) t1/2 + O(t)
=20+ ®)F 1 = ‘f (2021 + ) 2L = 0) + (1 + ) 1) 12| 4 O(1)
B _ V2 (2a3(L — 1)
= (1+a?)E ! [2 - <1+a2 + 1) Y2 + o).
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Recall that C = W

1 V2 (2a%(L —¢) 1/
me_%[z—ﬂ<1+a2+1 e+ O(1).

Summing over the layers

L 2
1 a*L(L—1)
Da-t) = Y X, v=1- L|t'2 + 0Ot
e I N v~ e ®
1+a?L
_ 4 72 L (812, 20

A.2 Expansion near -1

Here we investigate the expansion of ResNTK near -1. We consider two cases. First, with
a > 0 such that oL does not vanish as L grows, and secondly, with o > 0 and o?L < 1.

A.2.1 o> 0 SUCH THAT oL £ 1
The expansion is given by the following lemma (Theorem 1, part 2 with 7 = 0 in the paper).
Lemma A.9 For inputs in S* ' and near -1, if « > 0 and L > 2 then
r (14 1) = p_y(t) + ey t/? + o(t1/?),
with

1
c 1| < ——mm——.
o1l < V27r(1 +a?)L

We prove this using the following lemmas.

Lemma A.10 Bietti and Bach (2021) The arc-cosine kernels near -1 satisfy

ro(—1+0) = Lo 4 o) 1)
ki(=141t) = 23‘?153/2 + Ot°?). (22)

Lemma A.11 With smallt > 0,

l
Ky(—1+t)=-1+t+a*> (1+a?)i71p; + 0(t3/?),
7=0

where By as defined in (14).
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Proof With ¢ =0, Ko(—1+4+1t) = —1+t, trivially satisfying the lemma. Suppose the lemma
holds for K;_;(—1+t). Then, using (9) and (14)
_ Ko 1(—1+41)
_ 2 2\0—1 —1
Ky(-1+t)=K;q(-1+t)+a*(1+a)" "k <(1+O‘2)£_1>
= K (=1+1) +a’(1+a*) '8,
By the induction assumption
-1
Ky(—141t)=-1+t+a®> (1+a?) 1B+ a®(1+ )18 + OtY/?)
j=0

l
=—1+t+a?d (1+a)/ 718+ O*?).

j=0
|
The next Lemma ensures that (; is well defined (since k; takes input in [—1,1]).
Lemma A.12 Let vy as defined in (13). Then, Y0 > 1, |v < 1.
Proof Using (13) and Lemma A.11 we have
Tl a®Sini(l 4 a?) Tl (23)
‘ (1+a2)-1 '
Since fp =0, with £ =1 |11| = | =1+ ¢| < 1. With £ > 1 using triangle inequality,
| < | AR ST+ a8 |21+ a?) 26,
v
th = (1+a2)-1 (1+a2)-1
Noting that the first term is 1” j;é , and assuming by induction that the lemma is satisfied
for vy_q1, then
2 2
a”Br—1 1 o
< =1
s et e ST v b
where the rightmost inequality is because by definition 5, € [0, 1]. [ |

“14+a2 S 1 pa2)i-1g,
Lemma A.13 Let §y = a? o (1+a?) 715,

. Then, V0 > 2, 6] < 1.

(1+a2)€—1
Proof For ¢ = 2 we have |d2] = ‘%ﬁ;ﬁl < max{ Hlag, %} < 1. Assume the lemma
holds for ¢ — 1. We prove for ¢:
o = | L im0 T || L@ o o)y (L o) |
¢ (1+a2)l-1 (1+a2)2(1 + a?)
d¢-1 L+ 2 | | b o?By | 1| de a’Be | o
(1+a?)  (1+a?)2(1+a?) (14+a2) (14|~ [(14+a?) (14 a?)
1 a?

0+ (1t
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where <! uses the triangle inequality, and <? is due to the induction hypothesis and the
fact that V¢, By € [0, 1]. [ |

Lemma A.14 With smallt > 0, V¢ € [L — 1]

—14+a? Y1+ a?)y1p;
fe=m < : (21212(2)6—104 ) ﬁj) +O(1).

Proof First, note that for £ = 1 we get this directly from Lemma 22. For ¢ > 2, using
Lemma A.11 and the definition in (14):

—14t+a? (14 a1
" (14 a2)-1

—14+a? YIZi(1+ a?)i 1B,
- M (1+a?)t-1

B =

+ (’)(t)) = K1 (0 + O(1))

where §y is defined in Lemma A.13. Note that from this lemma, —1 < J; < 1. In this
domain, k1 is infinitely differentiable, hence we get:

_1_|_a2 Zf;l(l —{—()éQ)j_lﬁ'
’“( (a2 ) +ow.

ﬁg = K1 ((5@) + O(t) =

Lemma A.15 With smallt >0, V{ € [L — 1]
Be = ¢+ O(t),
where ¢ € [0, 1] does not depend on t.

Proof The proof is by induction. For ¢ = 1 we have from Lemma A.14

B =y ((1;10[2)) +OW) = + 0.

Suppose the lemma holds for 8,1 and show for j3,

. ( 1+a? ZM(;);? ) 'B; +O(t)>
_ ( l+a 1<1++a§z)€>fll<c +0(t ))+0(t)>
_ ( L M(Ql):lo‘) R —i—(’)(t))
_ ( 1402 iLa(Ql)jf) 5j>+0(t):55+0(t),
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where the leftmost equality in the second line is from Lemma A.14. The definition of &
directly implies that ¢ € [0, 1]. [ |

Lemma A.16 With smallt > 0, and for £ =1,

m = Qtl/z +O(t*?).
T

For (> 2,

_1_|_a2 Zf;l(l —{—OéQ)j_lﬂ'
e = Ko ( T 22)4_1 J) +O(t),

where ng is defined in (15).

Proof First, note that for £ = 1 we get this directly from Lemma 21. For ¢ > 2, using
Lemma A.11 and the definition (15):

—14t+a? i1+ a?) 1B,
Ne = kKo (1 +a2)£_1
. —14a? Y201+ a?)i71B,
0 (1+a2)-1

+ (’)(t)) = ko (604 O(1)) .

where 0y is defined in Lemma A.13. Note that from this lemma, —1 < 0, < 1. In this
domain, kg is infinitely differentiable, hence we get:

1 25~0-1(1 2j-14.
77z=/€o(5e)+0(t)=/€0< L) J)w(t).

Lemma A.17 With smallt > 0, V£ > 2
e = dg + O(t),
where dy € [0,1] does not depend on t.

Proof The proof is by induction. For £ = 2 we have from Lemma A.16

2 = Ko <(1—_|-1042)> +0(t) = d~2 + O(t).
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Suppose the lemma holds for 1,_1 and show for 7,

" - ( Lo iaf)jf“ " lﬁuo(t))
_ ( 1+a? ¥ 1(1;;)2]11(0 7+ Ot ))+O(t)>
(e )
= Ky <_1+a (1123(21);1& )j_1€j> +O@1) =dy + O),

where the leftmost equality in the second line is from Lemma A.16. The definition of dy
directly implies that d, € [0, 1]. [ |

Lemma A.18 With smallt > 0,

L
Bia(=1+t) = J[ @ +a’n),
=041
where ng is defined in (15).
Proof Since By = 1 and using (10)
L L
Ki1(-1+1)
o 2 i—1 o 2
Balot+0 = 1 [1etno (G5 )| = 11 (o
i=0+1 i=0+1

We next prove Lemma A.9.
Proof (Lemma A.9) Rewrite (8) as 7(/)(—1 +t) = C' Y%, X,Y;, where

1
2L(1 + a2)L-1

Xg = (1+042)€_1/€1<

C =

Iz_il_(;zl)if)) + Ky 1(—1+4t)ko (

= 1+ B+ K (1 +t)m
Yo = Bea(—1+1).

Kpq(=1+1)
(1+<12)“1)

By plugging Lemma A.11 into the definition of X, we have
/-1

X = (1+a”) '+ (—1+a22(1+a2)j‘1ﬁj) e+ O(t).

J=0
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Using Lemma A.18 the sum can be written as

L L /—1 L
SNXY =) ((1 +a®) 18, + (—1 +a®d (1+ a2)jlﬁj> m) II (1 +c?m) +O(t).
=1 =1 Jj=0 i=0+1

From Lemma A.16, there is a difference between £ =1 and ¢ > 2. For ¢ = 1:

0 L
X1Y; = ((1 +a”)8 + (—1 +a (1 a%]“%) m) II (1 +c®m)+0()

Jj=0 i=1+1

L L
=—m [[(1+?m) +Ot) = - (H(l + 0427%)) ﬂtl/z +O(1).

i=2 =2 &

Using Lemma A.17 this simplifies to

X =— (ﬁu + a?(d; + 0(t)))> ﬁtlﬂ +0(t) = — (ﬁu + a%ii)> ﬁtl/Z + O(t).

=2 Q =2 Q

For ¢ > 2, using Lemmas A.15 and A.17

/-1 L
XY, = ((Ha%“ﬁﬁ (—1+a22(1+a2)j‘1ﬁj) m) [T (1 +e?n)+0@)

j=0 i=0+1

Jj=0

/—1
= ((1 +a®) e + o) + (—1 +a?d (147G + O(t))) (dg + O(t)))

L
[T 1 +e?(di+01) +0)
1=0+1

(-1 L
= ((1 +a?) e + (—1 +a?> 1+ a2)j_1€j) d}) [T 1 +a?d)+0)/

§=0 i=0+1
The sum can be rewritten as

L

L - L
> XY = (Z ((1 +a?) e + (—1 + a? Zl(l + a2)j1€j) Jg) IT 1+ 042071‘))
=1 i=

=2 §=0

- <1£[(1 + a%)) ﬁtl/Q +O(1).

i=2 g
Multiplying this by the normalization factor C' we have

1 L
ST XoYe = poa(t) + et 4 o(t1/?),

L
(L) (— _ - -
r (146 =C) XYy 2L T BT 2

(=1

25



BELFER, GEIFMAN, GALUN, BASRI

where
1 L 2\0—1 ~ 2£—1 2\j—1 ~ 7 L 27
p,l(t):m 4:22 1+ g+ -1+a j;)(l+a)j & | do iz]?L(lJra d;)
1 L -\ V2
CcC_1 = —W <H2(1 + OéZdi)) 7

From Lemma A.17,

1 < ) V2 1 L -
il ‘2L(1+a2)L—1 <H<1 * a2d¢)> w‘ ~IV2rL(1 + a2)L1 <H<1 + azdi)>|

=2 =2
V2(1+a?)l=2 1
T 2rL(1+ o)l \r(1 4+ a2)L

A.2.2 VANISHING REGIME oL < 1

For the case where a?L — 0 with L — oo (which implies (1 + o?) ~ 1,Vj € [L]), the
analysis takes the following form. The next Lemma is analogous to Lemma A.11.

Lemma A.19 With smallt > 0 and o*L < 1,
Ki(—141t) = -1+t +0?).

Proof With ¢ =0, Ko(—1+4+1t) = —1+t, trivially satisfying the lemma. Suppose the lemma
holds for K;_1(—1+t). Then, using (9) and (14)

Ko(—141) = Kro1(—1+ ) + a2(1 + o) 1k, (Kf—l(—Ht)>

(1+ a?)t-1
=Ko 1 (—141t)+a’ky (K1 (—1+1)).

Where the last equality is from a? < 1. By the induction assumption
Ko(=14) = (—1+ 1+ O(F%) + o?r1 (-1 4+t + O(%)) = —1 4+t + O(*/?),

where the last equality is directly from Lemma A.10. |

The next Lemma is analogous to Lemma A.12.
Lemma A.20 Let vy as defined in (13). Then, for o?L < 1, V4> 1, vy, = —1+ O(t).

Proof Using (23), with £ =1, v; = —1 + t. Assume the lemma is satisfied for vy_;. Then,
for1<j</0-—1,

Bj = k1(v;) = k(=1 + O(t)) = O(t),
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where the rightmost equality is due to (22). Therefore, using (23) and (1 + a?)*" ' ~ 1 we
obtain

—14+t+a? Y1+ a?)y 1B, “!
= = =1 2 =1 .
vy 01 a2 +t+a ;)O(t) + O(t)

Combining this lemma with lemma A.10 we get the following lemmas (analogous to A.14,
A.16):

Lemma A.21 With o®’L — 0,V € [L — 1], By = r1(ve) = k1 (=1 +1) = O(t).
Lemma A.22 With o®’L — 0, V¢ € [L — 1], ny = ko(vy) = ko(—1+1t) = %&1/2 + O(t).
Lemma A.23 With o’L — 0, V¢ € [L — 1],

@tlﬂ
T

Brii(=1+t) =1+ (L -9 + O(t).

Proof Using lemma A.18, the expansion of B around -1 can be written in this regime as:

L L
B (—1+1t) = H (1+a’n) = H <1+\/3.[2t1/2> + o)

i=0+1 i=0+1

L—/¢
= (1 + Wﬂ”) +0@1t) =1+ (L - 6)\/3“2751/2 +O(t).

s

We next prove the analogous to lemma A.9 for the "vanishing regime".

Lemma A.24 For inputs in S% ! and near -1, if a®?L < 1 then

P (=1 +8) = c_1t'/? + o(t'/?)

with
1
Coq ==
1 Jon
Proof Rewrite (8) () (—1+1t) = C L, X,Y,, where:
1 1
¢ = 2L(1 + o2)l=1 7 2L
_ Ki1(-1+1) Ky 1(-1+1)
X, = (1 2yt (“) Ko 1(-1+1¢ <>
¢ (1+a%)" " r (1 + a2)i1 + Ko (=1 +)ro 1+ a2)i—1

= 14+ B+ Ki_i(—1+t)n
Y, = Beyi(—1+1).
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Using (1 + a?) ~ 1 and Lemmas A.19, A.21 and A.22

2
Xe= (1418 + Kp 1 (=1 +t)m = —\ﬂ[tl/Q + O(t).
Using the above and Lemma A.23, we have
2
XYy = (—\@tl/? + O(t)) (1 +(L - e)ﬁ—o‘tl/2 + O(t)) = —th +O(t).
T T T
Consequently,
L L
2
ri(—1+t)=CY Xy, =C) (—ftlﬂ + (9(t)>
=1 =1 T
1 V2L 1 1
= — | =242 1 O(t) = ——tY2 1 O(t) = ——t1/2 4 o(t1/?).
QL(W )() T (1) = — 1"+ olt'”)

Note that with the conditions of &?L — 0 with L — oo, using Lemma A .4,

14+ %L [ —eo 1

“a= _ﬂw(l + a?) Vor

This is indeed the case when o = L™ with 0.5 < v < 1. In this case we have from Lemma
A.24 that ¢; = c_1, implying that the odd frequencies decay faster than O(k~?). If however
o = L™Y2 then for all L, 2L = 1 and ¢; approaches —v/2 /7 and all the frequencies decay
exactly at the rate of O(k~?). This also reflects the convergence of ResNTK as L — oo to
FC-NTK with L = 1. Note that this common value of ¢; and ¢_; in the limit when a?L — 0
is identical to the value of the coefficients in the expansion of k") near +1 for L = 1.

A.3 Proof of Theorem 1 in the bias-free case

We are now ready to prove Theorem 1.
Proof Lemmas A.4 and A.9 establish that for L > 1 ResNTK near +1 (outside the
"vanishing regime") takes the forms of (16) and (17) with v = 1/2, satisfying the conditions
of Theorem A.3. Moreover, clearly from these lemmas
| < 1 _ e oL
= V2r(1+a?)L  V271(1+ a?)

Hence, |c1| # |c_1|. The eigenvalues of ResNTK, therefore, decay at the rate of k=% both for
the odd and even frequencies, proving Theorem 1. |

= |e1].

Appendix B. Decay rate of eigenvalues of ResNTK with bias

Next we extend our analysis to the case that 7 > 0, thus proving Theorem 1 from the paper.
Before proving the theorem, we will lay out some notations.
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B.1 Normalization factor of ResNTK with bias

As mentioned before, it is a common practice to normalize the kernel such that r(1) = 1.
The kernel on the sphere is written as

L
r(x,2) = C; Z Byi(x,2) [(1 + a1k <K€—1(U)>

= (14 a?)tt
(Kot (u) + 7)o (Wﬂ
For u — 1:
K1) = (1 +a?)
Broe)= (L4 a®) > Bra(1) = (1+ a2+

~1
Hence, to obtain 7(1) = 1, we multiply the kernel by C;; = (2L(1 +a?)t 1 4 72%> .

«

B.2 Expansions around +1

Note that both Ky(u) and By(u) are not affected by bias. Hence, their asymptotic analysis
does not change, compared to the bias-free case. The following lemma generalizes Lemma A.4
for the case with bias.

Lemma B.1 For inputs in S* ! and near +1, if >0 and L > 1
P — 1) =1+ ert'/? + o(tV/?),
where

¢ =C; (-*fm +a?)l? ((1 +a’L)+2(1+ a2))> .

Proof Similarly to the proof of lemma A.4, we rewrite ’I"(L)(l —t)=0C; Z[Lﬂ XYy, where:

Yg = Bg+1(1 - t)
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Using Lemmas A.6 and A.7, for small ¢ > 0,

Xe=(1+a®)" (1 —t+o(t) + (1+*) (1 —1t) +o(t)) (1 - \ftm + O(t)>
+ 72 <1 - \ftl/Q + o(t))
=1+ -+ 1 +aH) 1 -1 (1 ~ \ftl/2> +0(t) + 72 (1 - *ftl/Q + o(t)>

=(1+a®)711—1) (2 - ‘ftl/?) +O(t) 4 72 (1 AERTE + o(t)>

_ (2(1 +a2)£—1 +7'2) . @((1 +a2)é—1 +7_2)t1/2 +o(t1/2).

™

Using Lemma A.8 each term in the sum can be written as

XY, = [(2(14_@2)6—1 +7_2) _ \7/r§((1+a2)£—1 +7-2)t1/2
(1 _|_a2)L—Z . 0427;/5(1 + a2)L—Z—1(L N K) t1/2 —|—0(t1/2)
- (2(1 +a? ) \f[(za + ) 4722 (1 + o) YL - o)
HA+ D)+ )1+ a )L Ge1/2 + o(t1/?)

_ (2(1 + aZ)L—l + 72(1 + a2)L—£) _ \f (72a2(1 +a2)L—€—1(L —0)
+20%(1+ a®)E 2L — 0) + (1 + @) E 4+ 72(1 + aQ)L*E)tl/Q) +o(t1/2)

\f <T2 [052(1 +a2)L—E—1(L —f) ( +a )L Z}

+202(1 +a2)L—2<L —0)+(1 +a2)L—1) +1/2 +o(t1/2).

(a1 a2 ) -

Summing over the layers, starting with the free term

NL—1 , 2 NL—C\ _ o1, o(l+a?)t—1 _
072(2(1—%04) + 71+ o) )—C’T<2L(1+a) T =1.

The term that includes #1/2 is therefore
2
CT (—\[[0427'2(.[4 - 6)(1 + a2)L7871 + (1 + a2)Lf£((1 + O[Q)Efl —|—T2) + 20(2(11 —5)(1 +O[2)L2]> t1/2
T
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Summing over the layers we obtain

o o= G (‘ﬂ <<1+a2)L—1L(1+“2L)+T2L<1+a2>”1>>

T (1+a?)
= C; <_\7/T§L ((1 + a2)L—2(1 + OéQL) + 7_2(1 + a2)L_1)>

= O, <—\7/T§L(1 +a?)L2 ((1 +a’L) + (1 + 042))> :

B.3 Expansions around -1

Note that both Ky(u) and By(u) are not affected by bias. Hence, their asymptotic analysis
does not change, compared to the no-bias case. As before, we need to distinguish between
two regimes, (1) with o > 0 such that a®L does not vanish as L grows, and (2) with a > 0
and oL < 1.

B.3.1 a >0 SUCH THAT o?L £« 1

The following lemma generalizes lemma A.9 for the case with bias.
Lemma B.2 For inputs in S*! and near -1, if o > 0 and L > 2 then
rB (=14 1) = p_1(t) + c_1t"/% + o(t1/?),
with
le—1] < |en]-
Proof Similarly to the proof of lemma A.9, we rewrite r(L)(—l +t)=C; Z%:l XYy, where

Kea(—141)

&=u+yynﬂ(u+M%1 mukrwv+2%(mquww

) + Ko 1(—14+t)ko ( (1—|—a2)f_1 (1_{_0[2)4_1

/—1
= (1+0®) " By + Keoa (=1 + e+ m20g = (14 a?) B + (—1 +ri+aty (1+ oﬂ)ﬂ‘lﬁj) e
5=0
Yy = Bppi(—1+1).
Using Lemma A.18 the sum can be written as
-1 _ L
ZXKYZ = Z A+a)8 4+ [ -1+72+a2 Z(l + aQ)J_lﬁj e H (14 a?n) + O(t).
i

Jj=0

31



BELFER, GEIFMAN, GALUN, BASRI

From Lemma A.16, there is a difference between £ = 1 and ¢ > 2. For ¢ = 1:

0 L
lel = ((1 + 042)051 + (—1 + 7'2 + a2 Z(l + O(2)j_1ﬁj) 771) H (1 + OZZT]Z‘) + O(t) =
Jj=0 i=1+1

2 L 2 _ 2 L 2 V2 1/2
(=1+)m [JA+a®n) + O@1) = (=1 +72) | [J(1 + ®m) 2 4 0(t).

=2 i—2 Q

Using Lemma A.17 this simplifies to

L

XY, = (147 (H(l +a?(d; + O(t)))> \ftm + O(t)
1=2

= (-1+7) (TL[G + az@) e o

1=2 &

For ¢ > 2, using Lemmas A.15 and A.17

/—1 L
XY, = ((1 +a®) 1B+ (—1 +77+a?) (14 a%”"%) w) [T @+ cPn)+0()

j=0 j=0+1

/—
= ((1 + o) G+ 0) + (—1 + 72 4 a? 21(1 + a7 e + O(t))) (dy + O(t)))

§=0
L ~
[T (1+a?(di +O(t)) + Ot)
i=0+1
-1 ' . L .
= [@+ed) G+ |1+ +2> (1+a®) g | de| [[ 1 +adi)+O(t).
j=0 i=0+1
The sum can be rewritten as
L L -1 . . L .
YoXYe= D [+ T G+ | -1+ +a? Y (1+a®V G | de | [ (1+ady)
(=1 (=2 j=0 i=l+1
L V2
_ 2 275y Ve.1/2
+ (=14 7% <¢1—[2(1+a dz)> —t7+0(1).
The value of c_;:
L L
le_1| = |Cr(=1+72) <H(1 + aZJi)> ﬁ < |C(—1+7%) <H(1 + a2)> @ =Cr|(-1+ 7'2)‘ Q(l + a?)t-
=2 =2 i 7T

We want to show that |c_;| < |c1| (note that L > 1). Recall that ¢; = CT(—gL(l +
®)E=2 (1 + a®L) + 2(1 + a?))).

o 7| >1:

2 2
C- 2£(1 + o)l < CTL72£(1 +ah)F Tt < ¢
™

(—1+ 72)‘ Q(l +a?) < Crr
™

s
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o 7| < 1:

V2 V2 V2 1+ a°L
=147 Y21 4 o)t N Y 2 R e L1 _
Cr|( —I—T)‘W(—i—a) <CT7r(+a) _Cw(+ o?) 5oz =4
Where for |7| =1 we get c_1 =0 # ¢;.

|

B.3.2 (NON) VANISHING REGIME oL < 1

Note that with bias, the odd eigenvalues do not vanish. For the case where a>L — 0 with
L — oo (which implies (1 + a?)/ ~ 1,Vj € [L]), the analysis takes the following form. The
next lemma generalizes lemma A.24.

Lemma B.3 For inputs in S*! and near -1, if 6®>L < 1 then
P (=1 +t) = c_1t/2 + o(t1/?)

with

c.1=C;L (—1+72)

L

V2r

Proof Similarly to the proof of lemma B.2, we rewrite T(L)(—l +t)=C; Zle XYy, where:

K21(—1+t)> (K“(—Ht)) 5 (K“(—Ht))

—_— Ko 1(—1+¢ _ —_
raryt ) TR O (T oy ) £ 7o (e

= 1+ B+ Ko (=1 +t)m + 72
Y, = Bpa(—1+1).

Xg = (1+042)€_1/€1<

Using (1 + a?) ~ 1 and Lemmas A.19, A.21 and A.22

2
Xy = (14038, 4 Koy (=14 O+ 72 = (14792072 4 0().

Using the above and Lemma A.23, we have
2 2
XY, = (((—1 + 72)£t1/2 + (’)(t)) (1 +(L— 0 \[a 12 4 O(t))) = (-1+ 72)£t1/2 +O(1).
T T

Consequently,

(14 ¢) = CTXL:XeYe c. Z ( \ft1/2 +O(t )) =C.L(—-1+ 72)\7/?751/2 +o(t/?)

(=1

Lemma B.4 In this regime, ¢1 # c_1.
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Proof First, in this regime, we get:

V2 ) V2

2
= C’T(—7L(1 + a?)l=2 ((1 +a?L) + (1 + a2)) ~ —CT7L (1 + 72)

We will show that the division does not equal to 1:

o] |CELa+)| ey
leal e L(-14+ 22| =1+ 7
This expression # 1 for any 7 > 0, hence ¢; # c_1. |

B.4 Proof of Theorem 1 from the paper

Theorem B.5 The eigenvalues N\, of ResNTK with bias, r(x,z), for x,z € S¥! corre-
sponding to a spherical harmonic eigenfunction Yy (x) with frequency k > 0 and phase
1 <1 < N(d,k) under the uniform measure decay at the rate of k=% where k denotes
frequency.

Proof By combining Lemmas B.2, B.3 and B.4, the conditions of Theorem A.3 are satisfied,
implying the desired decay. |

Appendix C. Proof of Theorem 2 from the paper

Theorem C.1 ResNTK r\Y) for residual networks with L € N layers and the hyperparam-
eter « = L77, 0.5 < v < 1, approaches the 2-layer FC-NTK uniformly in the interval
xTz € [-1,1], where x,z € S that is, let € > 0, VL > c(e,7)

\T(L) (x,2) — kz(l)(x,z)\ <e.

Proof To show uniform convergence on the interval [—1, 1] we need to address the singu-
larities of these kernels near the boundaries. Hence, we let § = %, and analyze separately

the following intervals
e x'zc[-1+4+61-7
o xTze[l-61]
e xI'z € [-1,-1+7]

The inner interval, x’z € [-1+ 5,1 —§]. We follow the ResNTK notations in Sec. A.
We include an additional subscript L to emphasize the dependence of « on L. Let

Ky,
Uyg [ = (

, — Ko =xT
Ltaz) 0T R0TEE

34



SPECTRAL ANALYSIS OF THE NEURAL TANGENT KERNEL FOR DEEP RESIDUAL NETWORKS

and assume that —1 4+ 0 < ug < 1 — §. Following these notations, and using Lemma A.2, we
obtain the following relation

2
w1, + a’K1(we—1,1)
1+ a2 ’

(24)

Ug, I, =

which implies that

a2

m(ﬁl (Ué—l,L) - W—l,L)- (25)

U, L — U—1,L =

We note that ko, k1 : [—1,1] — [0,1] and &) (s) = ko(s), and therefore, the derivative of the
function k1(s) — s is non-positive, implying that x1(s) — s is non-increasing. Therefore, the
minimal value is attained at s = 1 and the maximal value at s = —1. Since x1(1) =1 =10
and k1(—1) + 1 =1 this means that 0 < k1(s) — s < 1. Now, by the relation (25), it is easy
to see that wug ;, > uy—1,1,, which means that

up <uip <...<up—1L- (26)
In addition, we obtain the following upper bound for uy 7, — ug
14 2 L 2

« (6%
wpr —uo =Y (uip —ui—1,0) = ——3 > _(k1(uim1,) — ui—1,n) <
i1 L+a® i3 lta

5 (k1(uo) — uo),

where the last inequality uses the observation uy < u; 1, and that ki(s) — s is decreasing.
The last inequality is equivalent to

2
o
up, < ug + 11 a2 (k1(ug) — uo). (27)
For o = L™7, we have 5 +a2 = H%’ and since 0 < k1(s) — s < 1 this inequality implies
that I
1-2
ur—1,1 < <wug+ +L27§1_5+L v, (28)

Therefore, for v > 0.5 and L sufficiently large, this yields a maximal bound 1 — ¢’ over the
series (26), with 6 > ¢’ > 0. In particular, we can let §' = §/2 and then can bound the series
from above by 1 — 0 +6/2 =1 — ¢’ for any L large enough.

Denote by
L—-1 2
r 1+ ako(u g
Priip = Bepan(1+a?) (=8 = H 1(217)’
e + o
. 1+a?ko(uir)  o?(1—ko(us,L)) f
and note that Py € (0,1]. Since 1 — o = o and for a € [0,1],
1—TI—1(1 —ag) < >3_;ar (see Lemma C.2), we obtain
L—-1 2
[0 (1 — IQ()(U,Z‘ L))
1-P = 1- 1— ’
{+1,L E ( 1+Oé2
L1, 2 L—1
2(1 — ko(usp)) 1o
< = L—1{(— ; . 29
= 1+a2 1+a2 ;HO(“”D (29)
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Using these notations, ResNTK on the sphere (8) can be written as

r) = 2L ZPZ-H p(m1(ue—1,0) + we—1,0K0(ue—1,L))- (30)

We next bound the distance of each layer from kj(ug) + uoro(ug) from above. In the

derivation below we apply several times the mean value theorem, i.e., 3 ¢ € [a, b], such that

k1(b) — k1(a) = ko(c)(b—a) < ko(b)(b — a). This is valid since the derivative of k1 is kg. In

addition, k¢ is monotonic increasing, so any ¢ € [a, b] can be replaced by b.

| Pot1,n(k1(we—1,1) + we—1,pk0(we—1,1)) — (K1(uo) + uoro(uo))|

< |Poy1,rl - [(k1(we—1,0) + we—1,050(ue—1,0)) — (K1(u0) + uoko(uo))| + [(k1(uo) + uoko(uo))| - [1 — Pry1,L]
< [ko(ue—1,0)(we—1,L — uo)| + |Ko(ue—1,L)we—1,0 — Ko(uo)uo| + [(K1(uo) + uoro(uo))| - |1 — Pri1,rl,

where the last inequality is because 0 < Py_; 7, < 1 and due to the mean value theorem. We
next focus on the first two terms

|ko(we—1,1)(we—1,1, — wo)| + |Ko(we—1,1)we—1,1, — Ko(uo)uo|

< |ko(te—1,1.) (we—1,1, — uo)| + |Ko(te—1,0.)ue—1,1 — Ko(we—1,1.)u0 + Ko(we—1,1,)u0 — Ko(uo)uo|
< |mo(we—1,0)(we—1,1 — uo)| + |ko(we—1,0)ue—1,0 — ko(ue—1,0)uo| + |Ko(ue—1,2)u0 — Ko(uo)uol
= 2[ro(ue—1,0) (w1, — uo)| + |uo(Ko(ue—1,r) — ko(uo))|

2
(0]
<! 2k0(ue-1,1) T+ a? (k1(uo) — uo)(€ — 1) + |ug|(wi—1,1 — uo)kg(ci-1,1)
o 1tt1,0)— s (1 (10) — o) (¢ — 1) + Juol I —
= 2k0(Ug—1,L 5 (K1(uo) —uo) (£ — up|(U—1, — Uo
L+a my/1 — L

< g (a1 (s () — o) (€ — 1)+ [0l(F1 (0] Zw)(E=1) o7

1+ a? m/1—c2 1+ a?

where <! is obtained by applying (27) and the mean value theorem for xo with c-1,1 €
[ug, u;—1,1], and <? too is obtained by applying (27).
Third term (29) and the monotonicity of kg yield

L—1
(k1 (u0) + uoro(uo))| - |1 = Pry1,r| < |(k1(uo) + uoko(uo))] - 1 +2a2 (L—1— z; ko(ui,z))
o2
< |(k1(uo) + uoro(uo))l - 7 1o a2 (L = 0)(1 — ko(uo))
To recap, the upper bound for each layer is
| Pry1,z(k1(ue—1,) +ue—1,pro(ue—1,1)) — (k1(uo) + uoko(uo))l (31)
a? lug|(k1(uo) —up)(€ —1) o2

< 2ko(ug-1,1) 5 (R1(uo) —uo)( = 1) +

1+«

71',/1—0%_1’[/ 1+a?

(L —0)(1 — ko(up)).

a2

+ | (k1 (uo) + uoro(uo))| - 1+a2
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We would like next to derive a bound for the entire kernel, i.e., to bound from above the
following expression

L
iLZ {PK—HL K1 (w—1,0) + w1, k0 (- 1L))} - 1(f'ﬁ(uo) + uoko(uo))

) (ug) — KM ( 2
=1

L
‘2 > {P€+1 p(k1(ue—1,0) + ue—1,0k0(ue-1,)) — (k1 (uo) + uofﬁo(uo))}‘
=1

o i {%O ue—1,1)(K1(uo) —uo)(£ — 1) + [uol (k1 (uo) — uo)(¢ 1)
= mf1—c iy
+|(/<;1(u0) + uono( (L = 0)(1 = ko(ug))}

Z (2 k1(ug) —ug)(£ — 1) + luo|(k1(uo) — up) (€ — 1))

- 2L 14 a2 /1 —(1-09)2
a? _
+ 21[/:H_O[2’(H1(u0) + upko(uo))|(1 — no(uo))%
- a? ug|(Kk1(ug) — w
- L(L2 1) i T3 o2 |2(k1(uo) — o) + |W[i|/($—6’)02) + | (51 (u0) 4 uoro(uo))|(1 — Ho(uo))]
L-1 o |uo| (1 (uo) — uo)

2(k1(ug) — ug) +

T =pp + |taluo) +uoro(uo)I(1 = ro(uo))|

where <3 is directly by applying (31), and <* relies on the fact that 0 < xg(s) < 1

4 1+a?

4 14 L%

and the following argument. We would like to bound from above the term ———-— for
& ats VvV 1_01271,L
¢—1,1, € [ug,u;—1,1]. Since we have
—1+5’<—1+5§u0§ coo<upp <1-6<1-7,
. 1
it follows that \/ = \/1 1 7
2 .
Since for « = L™ we have H_ag = ﬁ we obtain
5 (ug) — kM (ug)| <
L—-1 1 uo|(k1(ug) — u
l%uwwwm+““”“) D) 4 |1 (o) + oro(uo))] - (1+ ro(uo))| <

I-(1-0)

L“”mem—meWWWW‘WWmem+wmwmwu+mwm

/1 — (1 —0")?
(146)(2—0)
/1= (1—3)2

where <! holds since rg, 1 € [0,1] and in this interval ug € [~1+4,1— 6] (recall that &' = 3).
2
o)

<l

+(246)-2| =&(0) L,

L= [2(2 —0) +

Using the relation § = <, we define c(¢) = . Therefore, given € > 0, VL > c(e)Tlflc(e,'y)

it holds that |r(L)(ug) ED (ug)| < e
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The interval on the right, x”z € [1 — §,1]. Since the kernels have a singular point at
ug = 1, we will use their asymptotes (20) and (32) with ¢ — 0.

14 a’L ( 1 )
A RO I A Y 12y (1 L 172 1/2
r/(1—-t) -k (11—t < |1 t/"+o(t 1 t/" +o(t
e I, = e LA G S5t olt?)
1+a’L 2

e Lo e
V2r(l+ a?) Ver olt")

_ (1+a*) -(1+a L)t1/2 o(£1/2)
V2r(1+ a?)
a’(1-1) 1/2 1/2
= |——t/"Fo(t
V2r(1 4 a?) )
?(1—-L) 4
< v s /2 +61/2
— |V2r(1 +a?)
L-1)
< (=g
B (\/iﬂ'(l + a?)
For uniform convergence we require
207 _ 207 _ _ 51/2
: (ﬂr(ua?)ﬂ <o g SV T Vi

L—

1—|—L27 < V2 = —(1+V2r) < LY (V21 — L),

where =! is obtained by plugging in § = %. Since L > 0 (and therefore L?7 > 0), we only
need to make sure that the RHS is positive. This happens VL > 1 > ( \/15 )QW 1. Therefore,
it holds that VL > 1, [r(0)(1 —t) — kW (1 — 1) <.

The interval on the left, x’z € [-1,—1+J]. Since the kernels are singular at up = —1

we again use their Taylor expansions. Note that we are in the vanishing regime, a?L < 1,
so for ResNTK we will use Lemma A.24. For FC-NTK we use the expansion from Bietti

and Bach (2021).

’r(L)(—1+t)—k(1>(—1+t)‘ < | v -
s

’\/5 Y2 4 o(t1/?)
T

1
< 51/2 61/2 < 251/2 _1
< 7\/577 + < €

i

where =! is due to § = €2/4. Combining the proofs for the three intervals the theorem is
proven. |

Lemma C.2 For ay, € [0,1], it holds that 1 — [[}_; (1 —ax) < > p_; ak.
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Proof By induction. The lemma holds trivially for £ = 1. Assume the lemma holds for
k <n—1, then

n n—1 n—1 n—1
1-JJ—a) = 1—(1—an)<H(1—ak)> =1-J](01—ar)+an [](Q—ar)

k=1 k 1 k=1 k=1

n
< Zak—i-anH 1—a) SZ

Appendix D. Steepness of FC-NTK

In this section, we analyze the asymptotic relations between the Laplace and FC-NTK
kernels.

Lemma D.1 Bietti and Bach (2021) With small t > 0,
krap(1—1) = e V2 =1 - ev/2 + O(1),
where krqp s defined in equation (8) in the paper.

We next prove the Taylor expansion of deep fully connected networks.!

Lemma D.2 With smallt >0

L
ED(1—t)=1- W—ﬁtlﬂ + o(tY/?). (32)
Therefore, with ¢ = %, ED(1—t) — krap(1—1t) = o(t/?).

Proof The proof is by induction on the unnormalized kernel B = (0+ 1)k:(£). With ¢/ = 1:

EV(—t) =1 -l —t) + m(1—t) = (1—1) (1 — \ftl/Q + O(t3/2)> +1+0(t)

=2 @tl/z + o(t'/?).
T

Note that by the definition of I;:(Z)

Using

SO —t)=1—t+o(t),

1. Note that here we fix a slight miscalculation in Bietti and Bach (2021)(Corollary 3) which implied that
the coefficient of ¢'/? is constant with depth.
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that was proved in Bietti and Bach (2021). Additionally, using the equation above and
Lemma A.10

V2

o 7t1/2 —|—0(t1/2).
T

2
koD — 1) = ko(1 —t+o(t) =1 — £(t +o(t)Y? +o(t/?) =1
T
Suppose the lemma holds for j < ¢ — 1, then
(1—)ro(ZVA 1) +2O1 —1)

= (1 - iﬂltl/? + o(t1/2)) (1 - ‘ftm + o(t1/2)> +1—t+o(t)

Cl+1) 10 1/2

= (41— —— 212 4 o(t1/?).

. (¢7)

Using k(L) = %HE(L), the first part of the lemma is proven. Finally, using Lemma D.1, the
relation to the Laplace kernel is immediate. |

Hence, with ¢ = L/(2n), (1 —t) — krap(1—1t) = o(t'/?), implying that deep FC-NTK
becomes steeper near 1.
Appendix E. Implication on generalization

In this section we prove Theorem 3 from the paper.

Theorem E.1 Let {(x;,v;)}" be n i.i.d samples such that {x;}I' | are drawn from the
uniform distribution on S' and assuming that y € H,(S*1). Then,

1. There exists Ly such that YL > Lg it holds that with probability at least 1 — §, the
expected risk of the ResNTK with depth L and 0.5 <~ <1 is upper bounded by

E([’(fReSNTK(X),y)) <0 (T\/ﬁ + log(i/é)) )

2. Ve > 0 there exists Lo = L(e,n), such that VL > Ly, the NTK predictor for {(x;,yi)}1—,
and depth L satisfies almost surely

E(C(fro-nmi(3)9)) = [ (froomi(x) = y(x))%dx = 1= O(0).

For the proof we consider the following setting. Let (x,y) « D, where D is some
underlying distribution over (x,y) € S! x R. The generalization error is defined as the
expected risk with expectation taken over new test points sampled from the same distribution
D. For a given predictor f(x) and target function y = y(x) we use the truncated {2 loss

L(f(x),y) = min(f(x) — y,c)’
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and define the expected risk for ¢ > 0 as

Ey)-p(L(f(X),9)) = / L (), y(x))dx.

Sd—1
Our analysis assumes that the distribution of x € R is uniform on the sphere and that
y(x) € H,(S¥1), where H,.(S?1) is the set of band-limited functions on S¢~! with maximal
frequency r. For simplicity we also assume that Var(y(x)) = 1 and that y(x) = O(1). We an-
alyze a case where we draw n i.i.d samples from the distribution, build fy7x (X), frResnTK (X)
so our bound will depend on the probability of the random draw.

In the following analysis, we show that for any number of samples n and large enough
depth L it holds with high probability that E(y).p(L(fresnti (X)) = O (©22)
while, in contrast, Eq y)~p(L(fnTK(X),y)) ~ 1.

We begin by citing a fundamental result from Bartlett and Mendelson (2002); Arora
et al. (2019a).

Theorem E.2 Bartlett and Mendelson (2002) Given training data {(Xi, y:) -y drawn i.i.d.
from a distribution D and a kernel k(-,-) : S x St = R, consider any loss function
l:R xR — [0,c] that is p-Lipschitz in the first argument such that l(y,y) = 0. With
probability at least 1 — 9, the expected risk of the kernel predictor can be upper bounded by

T@—l .t @
E(va)wD(l(fResNTK,y)) =0 (Qp\/y yn T‘ace( ) +0W> ’

)"

where ©;; = k(x;,%;), and y = (y1, .., Yn
Next, to prove part 1 of Theorem E.1 we use the following supporting lemmas.

Lemma E.3 Let k(x,2) = Y ;>0 Ak Zi]i(ld’k) Yii(x)Yki(z) where {Yi;(-)} are the spherical
harmonics basis. Then:

1. The kernel matriz © where ©;; = k(x;,x;) can be written as

s N(dk)
O=> N Y Zu(X)Zu(X)T,
k=0 =1

where Zp;(X) = (Yai(X1), -+, Yai(xn))T € R™.

2. For (:)(ki) = MeZpi(X) Zis(X)T it holds that © 3= (:)(;m-). Moreover,
of _ —1p_
@(k‘l) 7 P@(ki)e P@(ki)7
_1 _, _1 _ _
where P@(M> = @(ka‘)GIkz‘)@(Qki) and @J([ki) denotes the pseudo inverse of © ().

3. Let yri = (Yii(x1), .., Yki(xn))T. Then, P@(Myki = Vki-
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1. This is straightforward from the definition of the kernel.

2. Note that every term of the form Z;(X)Zy;(X)T is a PSD matrix, therefore C:)(ki) is
generated from © by omitting PSD terms meaning that (:)(ki) = ©. Moreover, the
inequality

At _ —-1p_
G(ki) 7 Pe(ki)@ Pe(ki)

was proved in Arora et al. (2019a) (Lemma E.1).
3. Since yx; = Z;(X) and P@(ki) is a projection to the column space of © ;) it holds
that Pé(ki)yki = Yki-
|

Lemma E.4 Let r,d € N be given. Then, > j._, Zi]i(g"k) 1= O(r%Y), where N(d, k) is the
number of harmonics of degree k in S*1.

Proof On S? !the number of harmonics of degree k are N(d, k) = 2k£d=2 (k;ﬁ;?’) = O(k%2)
where the O notation holds for a fixed d. Therefore it is enough to compute S 5_; k42, We
estimate this finite sum by lower and upper bounds obtained by integrals on the function
f(x) = x%72, obtaining

T‘d—l r d2 T r+1 (r‘i‘ 1)d—l -1
[ — —dx < k‘d_2</ d_2d _rrbm =1
d=1 /0 e ; =L " d—1
[ |
Proof (Of Thm E.1, part 1) From theorem E.2 we have
y'O~ly - trace(©) loa(1/5

where ©;; = r()(x'x;). Since the ResNTK is normalized (i.e (") (xI'x;) = 1), trace(©) = n,
and (33) becomes:

E(x,y)WD(L(fResNTKay)) =0 (\/yT(;)lly + \/log(1/5)> )

n

Let y =31—¢ Zi]i(ld’k) iy where yr; = (Yii(x1), -, Yki(xn))T. It holds that

— — . T O—1y, .
yT®71y . Zkl Zk/i’ akiak’i’y%@'@_lyk’i’ d—1 |ak,’l| YkZG Yki
= <O | r" " max

n - kyi

(34)
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where 7971 results from the number of Spherical Harmonics of frequency < 7, which is given

by Lemma E.4. Using Lemma E.3 we have that

_ T - T of .
Y;;Fi@ Ly _ \/ykipe(ki)@ 1P®(ki)3’k’i < yki@(ki)y/LCZ
B n

)

n n

where ézki) denotes the pseudo-inverse of (:)(ki). Observing that @(,ﬁ-) = )\kykiy%i, we get
that
O, = 7}%'}’%‘-
(K1) HYImH4 )\k tJ ki
We therefore obtain
yz;ézrki)}’ki B 1
n N

Plugging results from Theorem 3 in the paper, we have that Yk > 0,\; > 0 and that
maxp<y i = O(r%). Using (34) we get the final bound of

E<x,y>mD<L<fResNTK,y>>:o(T2 N log<1/6>)_

N4 n

Next, we use the following supporting lemma to prove Theorem E.1, part 2.

Lemma E.5 Let x1,..,%,,x € ST1 Fize,d >0. IfVi#j, |1 —xI'xj| >4, |1 —xI'x|>§
then there exists a depth Ly = L(n,d,€) such that for any L > Lg it holds that

|fnri (x) —enlly| < e

where y; = y; and ¢, = (% - 73(373_”)).

Proof Recall that given a training set (x1,¥1), .., (Xn, yn) the kernel regression predictor is
of the form

fyrr(x) = K(x, X)K (X, X)y,

where the matrix K (X, X) and the vector K (x, X) are respectively defined as K(X, X);; =
kD) (x;,%x;) and K(x, X); = k¥ (x,x;). By Theorem 5 in Huang et al. (2020) we have that
for x,z € S¥! such that |1 — x7z| > ¢ it holds that |kn7x(x,2) — 0.25] < O (%OQ(L)).
Therefore, under the conditions of the lemma, with probability 1,

lim K(X,X)=0.75-1+0.25-117

L—oo

lim K(x,X)=0.25-1T.

L—oo
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From the continuity of the inverse function together with the Sherman-Morrison formula,
we have that

4 117
lim K(X,X) ' =_(I-
L—oo 3 3+n

4 117
1 71 f— . T — J—
Jim K (x, X)K (X, X) "y = (025-17) 2 <I 3+n>y
1 n T T
(3 3(3+n)> y=mty

We conclude therefore that for a fixed ¢ > 0 and n, there exists Ly such that for any L > Lo,

’fNTK(X) — cany| < €.
|

Next, we prove theorem E.1 part 2.
Proof (Theorem E.1 part 2) Let (x1,%1), .., (Xpn, yn) be i.i.d sample of n training points.
Let 0 > 0 and denote

n

U B(Xi,é),

=1

B

where B(x;,0) = {x : |x — x| /2 < 6} NS%!. From Lemma E.5 we know that for any
¢ > 0 there exists Lo such that VL > Lo, Vx € S%! /B it holds that

’fNTK(X) — cany] < €.

We therefore have

E(L(vrr(0).)) = [ (el = y(x))dx

> par(y(x)) — O(e) — O(nd) = 1 - O(e),

where () is from adding at most n pieces of area at most §, @ is by the fact that
var(z) = minE((z — ¢)?) , and ® is by choosing Lo such that O(nd) is of order O(¢). M
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