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Abstract

Bayesian non-parametric methods based on Dirichlet process mixtures have seen tremen-
dous success in various domains and are appealing in being able to borrow information by
clustering samples that share identical parameters. However, such methods can face hurdles
in heterogeneous settings where objects are expected to cluster only along a subset of axes
or where clusters of samples share only a subset of identical parameters. We overcome such
limitations by developing a novel class of product of Dirichlet process location-scale mix-
tures that enables independent clustering at multiple scales, which results in varying levels
of information sharing across samples. First, we develop the approach for independent
multivariate data. Subsequently we generalize it to multivariate time-series data under the
framework of multi-subject Vector Autoregressive (VAR) models that is our primary focus,
which go beyond parametric single-subject VAR models. We establish posterior consistency
and develop efficient posterior computation for implementation. Extensive numerical stud-
ies involving VAR models show distinct advantages over competing methods in terms of
estimation, clustering, and feature selection accuracy. Our resting state fMRI analysis from
the Human Connectome Project reveals biologically interpretable connectivity differences
between distinct intelligence groups, while another air pollution application illustrates the
superior forecasting accuracy compared to alternate methods.

Keywords: Dirichlet process mixtures, spatio-temporal data, functional magnetic reso-
nance imaging, human connectome project, vector auto-regressive models

1. Introduction

Multivariate time-series data routinely arise in diverse application areas such as finance
(Cramer and Miller, 1978), econometrics (Engle and Watson, 1981), air pollution forecast-
ing (Nath et al., 2021) and medical imaging (Kundu and Risk, 2021), among other domains.
In order to tackle such data, a rich body of work on modeling autocorrelations and tem-
poral cross-correlations between variables with multivariate outcomes has been developed,
of which vector autoregressive (VAR) models are widely used (Liitkepohl, 2005). Our fo-
cus in this paper is on Bayesian VAR modeling, which was initially heavily motivated by
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econometric research (Doan et al., 1984) and has since seen a rich development (Korobilis,
2013). More recently, Bayesian VAR models have been adopted with increasing promi-
nence in biomedical research including patient-level predictive modeling (Lu et al., 2018)
and functional Magnetic Resonance Imaging (fMRI) applications (Gorrostieta et al., 2013;
Chiang et al., 2017) in neuroimaging studies. However, existing Bayesian VAR literature
has primarily focused on methodological and computational developments, with limited
theoretical investigations. Recently, Ghosh et al. (2018) addressed this gap by establishing
posterior consistency for the autocovariance matrix in parametric Bayesian VAR models
based on single subject data.

The vast majority of the Bayesian VAR literature involves Gaussian assumptions and
parametric prior specifications that may not be sufficiently flexible in characterizing the
underlying probability distributions with non-regular features. For example, it is known
that the nature of shocks in econometric analysis may not always be Gaussian (Weise,
1999). Similarly, flexible VAR modeling is necessary for analyzing heterogeneous multi-
subject data in neuroimaging studies, where parametric VAR models may prove inadequate
(see our Human Connectome Project (HCP) application in Section 6). Non-Gaussianity
is also observed in air pollution data captured via sensors (Kim et al., 2013), where it is
often of interest to perform forecasting using VAR models (Hajmohammadi and Heydecker,
2021). Such parametric VAR models may result in inaccurate performance when parametric
assumptions are violated or even mis-specified. To bypass parametric constraints in VAR
models, some recent articles relaxed Gaussianity assumptions (Jeliazkov, 2013). Recently,
Bayesian nonparametric VAR models were proposed by Kalli and Griffin (2018) involving
single subject data, where the mixing weights of the transition density depend on the
previous lags. On the other hand, Billio et al. (2019) proposed Dirichlet process mixture
of normal-Gamma priors on the VAR autocovariance elements. Unlike for the parametric
case, the non-parametric methods are more robust to mis-specification and can potentially
cater to a large class of models. However, the above approaches were applied to small
or moderate dimensional data with limited or no emphasis on pooling information across
samples and with negligible or no theoretical investigations.

Existing literature has largely ignored the problem of developing provably flexible non-
parametric Bayesian VAR methodology to model heterogeneous multi-subject time-series
data, to our knowledge. Such approaches are desirable over single-subject VAR analyses in
terms of being able to pool information across samples in a flexible manner that can accom-
modate arbitrary probability distributions. They also facilitate robust and reproducible
parameter estimates and provide a natural foundation for conduct inferences to test for
differences across samples via credible intervals, which may not be straightforward under
single-subject analysis. Although there is some literature on parametric VAR modeling of
multi-subject data, these existing approaches typically require a priori knowledge of class
labels (Gorrostieta et al., 2013; Chiang et al., 2017; Kook et al., 2021). Hence, they have a
limited ability to accommodate heterogeneity within each class and may result in poor per-
formance when the class labels are mis-specified due to no clear distinction between groups.
Moreover, they clearly suffer from the aforementioned pitfalls of parametric methods.

Motivated by the above discussions, we propose a broad class of novel Bayesian non-
parametric models that specify Dirichlet process (DP) mixture priors independently on
mutually exclusive subsets of model parameters. Our specification results in a product of
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Dirichlet process mixture (PDPM) priors. A key feature of the proposed approach is the
ability to allow differential clustering at multiple scales, which enables clusters of samples
that share only a subset of common model parameters resulting in greater flexibility. We
develop several variants of the proposed approach that encourage differential degrees of
heterogeneity via different modes of multiscale clustering by altering the manner in which
the parameter space is partitioned. First, we develop the PDPM approach in the generic
setting of multivariate density estimation for kernel mixtures of the form [ K(z;0)dP(0),
and establish posterior consistency properties. We also provide a toy example that il-
lustrates the distinct numerical advantages of the product mixture models compared to
traditional DP mixtures in terms of clustering accuracy. Subsequently, we generalize the
proposed PDPM approach to multivariate time-series data under the framework of a VAR
model, which is our primary focus in this article. In such settings, the multiscale clustering
approach becomes even more relevant given the large number of parameters in the autoco-
variance matrix whose dimension grows quadratically with the vector dimension. Starting
from a VAR model that allows for limited differences in clustering across multiple scales
and greater model parsimony, we eventually develop a variant that is able to independently
cluster row-specific parameters, which provides greater flexibility in practical applications.
By specifying appropriate base measures in the DP prior, it is possible to enable appropri-
ate shrinkage for the autocovariance elements that facilitates feature selection. Additional
dimension reduction is also possible via a low rank representation for the residual covariance.

By designing non-parametric Bayesian VAR models based on heterogeneous multi-
subject data, we are able to relax the parametric assumptions and provide a more flexible
characterisation of heterogeneity via unsupervised clustering. The proposed methods are
particularly desirable in terms of being able to bypass any restrictive assumptions such as
the presence of replicated samples, which is routinely assumed in Bayesian non-parametric
literature (Tokdar, 2006; Durante et al., 2017), but may potentially lead to inadequate
characterization of heterogeneity. In particular, replicated samples are structured to share
fully identical sets of model parameters within a given cluster, which may not be realistic
in applications where heterogeneous samples are often effectively clustered only along a
subset of directions with the remaining axes being uninformative/redundant for clustering
(Agrawal et al., 2005).

Another appealing feature of the proposed approach is the associated posterior consis-
tency properties for density estimation, as the number of samples (n) grows to co. We
note that such theoretical results for VAR models involving multivariate time-series data
represent non-trivial extensions of the rich theoretical properties established in the Bayesian
non-parametric literature for independent outcomes (Tokdar, 2006; Canale and De Blasi,
2017). We resolve the significant challenges arising from the non-parametric Bayesian theo-
retical analysis by establishing Kullback-Leibler properties for VAR models, and construct-
ing carefully designed sieves that are shown to satisfy certain entropy bounds and tail prior
probability conditions under the product of DP priors. Moreover, we show that the theo-
retical results hold for commonly used base measures that enable straightforward posterior
computation, and subsequently outline the computational complexity.

We develop an efficient and scalable Markov chain Monte Carlo (MCMC) implemen-
tation for the proposed class of models in the VAR framework. In addition, we illustrate
the sharp numerical advantages and efficient mixing under the proposed non-parametric
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Bayesian VAR approach in terms of parameter estimation and recovering the true clusters,
compared to competing state-of-the-art methods. Further, the inferential capability of the
proposed approach is evident from accurate feature selection of the autocovariance elements.
Our analysis of resting state fMRI data from a subset of individuals in the HCP study infers
several effective connectivity differences between the high and low fluid intelligence groups
that are supported by existing evidence in literature. Moreover, the analysis under the
proposed approach produces biologically reproducible estimates that are consistent across
repeated neuroimaging scans from the same samples. In contrast, a single subject VAR
analysis is able to identify only negligible effective connectivity differences across groups,
which seems biologically implausible. Using a second data application example involving
air pollution data from the Environment Protection Agency (EPA), we illustrate the con-
siderable advantages in forecasting accuracy under the proposed approach compared to a
parametric VAR model even when the dimension of the outcome is small.

The rest of the article is structured as follows. Section 2 develops the product of DP
mixtures for independently distributed multivariate data and establishes posterior consis-
tency properties. Section 3 extends the methodology to multivariate time-series data under
a VAR framework, along with illustrating theoretical properties. Section 4 describes the
posterior computation scheme. Section 5 reports results from extensive simulation studies
involving VAR models. Sections 6 and 7 describe our analysis of the neuroimaging data
from the HCP as well as air pollution data from the EPA. Section 8 contains additional
discussions. Appendices are provided that contain other relevant details.

2. Product of DP Mixtures for Multivariate Data

2.1 A Primer on DP mixture approaches

Consider i.i.d. random vectors x;,7,= 1,...,n, each of dimension D X 1, and denote the
collection of vectors as X,, = {x1,...,X,}. Non-parametric Bayesian literature has often
focused on modeling these vectors under a DP location mixture or location-scale framework.
Such approaches (Escobar and West, 1995) often specify x; ~ N (p;, %), (pt;, 2) ~ P, P ~
DP(MPy),i = 1,...,n, where ¥; € Spxp denotes the covariance for subject i, Spxp
denotes the space of all D x D symmetric positive definite matrices, Py denotes the base
measure of the DP, and M is the precision parameter. We note that alternative choices
other than the Gaussian kernel may also be used but are not considered here for simplicity.
The resulting DP location-scale mixture induces the unknown probability density fp(x) =
[ ¢s(x — p)dP(p, %), where ¢x(- — p) denotes the density of a D-dimensional normal
distribution with mean p and covariance ¥. Given that P ~ DP(MPF,), the proposed
method results in probability distributions on the class of densities F = {fp}, which can
also be seen from the result fp(x) = Y77, Thow, (x — py), where (py,, X5) ~ Py and m), =
vp, H?;ll(l — ), v, ~ Be(1l, M), using Sethuraman’s (1994) stick-breaking representation.
The above commonly used DP mixture specification results in clusters of replicated sam-
ples that share identical sets of parameters (u,Y), which allows for pooling of information
across samples resulting in robust learning. While such a clustering mechanism is routinely
used and often backed by posterior consistency guarantees, it may not be well-equipped to
succeed for more heterogeneous settings where the clustering is dictated by a small number
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of axes or subspaces, with the other axes being irrelevant to clustering. A more reason-
able approach is to allow differential clustering at multiple scales that does not constrain
samples to share fully identical parameter sets, but instead allows subsets of parameters to
cluster independently resulting in partially overlapping clusters. Such a multi-scale cluster-
ing approach results in a more accurate characterization of heterogeneity that is expected
to improve finite sample performance. The above arguments form the basis of the proposed
product mixture priors in this article.

2.2 Proposed Methodology and Properties

We propose a class of novel product mixture priors that is equipped to perform differential
clustering at multiple scales. Consider equally sized mutually exclusive and exhaustive
subsets of the full parameter set denoted as p = U, " 1p,, , 6 = U, 7 10m,, where &

2=1
denotes the vectorized upper triangular matrix of ¥, and {g,..., Mu} represent subsets
of equal cardinality, and similarly for {o1,...,o0,}. Consider specifying the following

product of DP priors on the parameters:

[T indep P, mi=1,...,M,, on, indep P,y mo=1,.... My, ¥ € Spxp,

P, ~DP(a1Py), Py ~ DP(apP5), (1)
where each component is assigned independent priors g, indep P, om, indep P, that follow
Dirichlet process with base measures P;" and P5 respectively, with corresponding precision
parameters aq, as. The specification (1) results in a product of DP priors on the original
parameters (p,Y) that is denoted by IT*, where the exact prior depends on the way in
which the partitions are defined. Hence, one can obtain a class of product mixture priors
by tweaking the partition structure to reflect the most appropriate setting for the data at
hand. The product priors in (1) induce priors IT on F via the relationship:

o) = [ [ onlx— w)dir (. 3)

oo
T T T
- Z Z 7T1,h11 s ﬂ-Mﬂ7h1Muﬂ-o’7ho_¢Eho’ (X - (l’l’l,hH? e 7“Mﬂ7h1/\4u) )7 (2)
hll,...,thuzl ho=1

where the second equality is obtained by Sethuraman’s (1994) stick breaking representa-
tion with 7Th1m1 = l/}lel Hll<h1m1 (1 — l/ll), vy~ Be(l, 041), Tohe — Vo,hy ng<hg(1 — VO-JQ),
Voh, ~ Be(l,a2), and further ¥j, ~ Py, pm, ~ P, and M, is assumed to be one in
the above expression. The choice of M, = 1 is guided by practical considerations in VAR
models that is our primary focus (next section) where the residual covariance matrix often
has a sparse or even diagonal structure after regressing out the lag effects of previous time
points. However our treatment can be generalized to M, > 1 in a straightforward man-
ner. We note that the above form in (2) follows the generic kernel mixture representation
[ K(x;0)dP(©) that is commonly considered in non-parametric Bayesian density estima-
tion literature (Wu and Ghosal, 2008). We denote the resulting class of priors on F arising
from (2) as the product of Dirichlet process mixtures (PDPM).

The most straightforward case of the prior in (1) is given as IT*(u, X) = P,(p) X Py (%),
which specifies independent priors on the mean and covariance parameters without further
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partitioning these parameters (i.e. M, =1, M, = 1). The PDPM operates by clustering
the mean and covariance parameters independently, which suggests separate modes of pool-
ing information across samples for the mean and covariance. Such a multiscale clustering
approach results in greater flexibility and a more accurate characterization of heterogeneity
compared to replicated samples with fully identical parameter sets via allowing for dedi-
cated clusters of samples that share common mean signatures (but not necessarily for the
covariance), along with independently constructed subgroups of samples that share common
patterns in the covariance (but not necessarily for the mean). As a more flexible generaliza-
tion, one can consider the generalized PDPM (gPDPM) model that specifies independent
DP priors for each element of the mean vector, i.e. IT*(p, 2) = [[2_, P.(ptm) % Py(&). The
gPDPM approach allows separate clustering for each element of p across samples, which
enables differential clustering along various axis and provides a more granular approach for
pooling information, albeit at the cost of a larger number of model parameters . The mul-
tiscale clustering approach is expected to excel in settings where the clustering is dictated
by a subset of axes in the mean with the other axes being redundant towards clustering.
The above discussions highlight the advantages of the multiscale clustering aspect under
the proposed product mixture modeling methodology, and provides the central motivation
for this article. A schematic representation of the above ideas is presented in Figure 1.

Toy Example: We illustrate the advantages of the multiscale clustering approach using a
toy example. Multivariate data Y; ~ Np(u;,%;), for i = 1,...,250, was generated such
that the mean across samples were identical except the first d elements, where d ~ %. For
the first d elements of u, there were 5 clusters, each with a corresponding d—vector of u
values. Similarly, 5 clusters were generated for (D x D) that were constructed independent
of the mean. We used the standard DPM and the proposed PDPM to fit these data, and
evaluate the clustering performance across varying dimensions. The posterior computation
steps for both approaches are just simplified versions of the posterior computation for the
PDPM-VAR model that will be introduced in the sequel (omitted here for conciseness). For
each method, we evaluated the adjusted Rand index for clustering the mean vector that
is averaged over all MCMC iterations (Rand, 1971). Figure lc illustrates the clustering
accuracy. Unsurprisingly, the PDPM offers significant improvement over the DPM for such
a heterogeneous clustering setup across varying dimensions D, which clearly illustrates the
considerable advantages of the proposed approach. The standard DPM approach allocates
identical mean and covariance parameters for all samples within each cluster, which can not
tackle the differential clustering allocations between the mean and covariance and hence
results in spurious clusters that adversely affect the overall clustering accuracy.

Theoretical Properties: From a theoretical perspective, it is possible to show that the
proposed product of DP approach leads to posterior consistency for Kullback-Leibler neigh-
borhoods, under reasonable assumptions on the true density fy that are routinely assumed
in multivariate density estimation literature (Wu and Ghosal, 2008). This is not surprising
given that the density follows a generic kernel mixture representation [ K (z; ©)dP(0©) com-
monly encountered in the literature. Some additional notations are provided below. Denote
the Euclidean norm for a vector as || - ||, and denote the spectral norm of a matrix as || - ||2.
Further, denote the eigenvalues of a D x D positive definite matrix > in decreasing order
as A\1(X) > ... > Ap(X). Let a < b imply that a is less than b upto a constant, and let | -]
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Figure 1: A schematic representation of the product of DP mixture prior. Panel (a) illustrates the product
prior that separately clusters the mean (represented by A) into red and blue clusters and the
covariance (X) into green and saffron clusters. Panel (b) represents the traditional DP mixture
prior that forms clusters containing samples having identical values for both the mean and co-
variance parameters. Panel (c) illustrates the results from the toy example under the traditional
DPM and the proposed PDPM, in terms of the change in clustering accuracy with varying
dimension when the clustering is dictated by a subset of axes.

denote the floor operator. Denote the Kullback-Leibler (KL) divergence between densities
f,9€ F as KL(f,g) = [log(f/g)f. Denote the set of natural numbers as N.

We now establish our result on positive prior support for Kullback-Leibler neighborhoods
under the product of DP prior below, based on the following assumptions.

(C1)0 < fo( ) < M for some constant M and all x € RP;

(C2) [ fo(x)log(fo(x))dx < oo

(C3) [ fo(x)log(fo(x)/¢s(x))dx < co where ¢5(x) = inf|j;_x|<s fo(t) for some § > 0;
(C4) for some 1 > 0, [||x|20+7 fo(x)dx < .

Assumptions (C1)-(C4) are similar to routinely used conditions in non-parametric Bayesian
literature for establishing posterior consistency properties. For example, these conditions
were proposed in Wu and Ghosal (2008) for establishing Kullback-Leibler convergence prop-
erties for location-scale mixtures. Since then, they have been used extensively in related
literature such as Wu and Ghosal (2010) for multivariate location mixtures, in Canale and
De Blasi (2017) for showing strong consistency properties for multivariate location-scale
mixtures, as well as for conditional density estimation (Pati et al., 2013), and Dirichlet
mixtures of exponential power densities (Scricciolo, 2011), among others. Condition (C1)
simply implies that the true density fy is bounded which is a reasonable and mild assump-
tion. Conditions (C2) and (C3) are subtle, but are also mild, as noted in Pati et al. (2013).
For example, condition (C2) should be satisfied by appropriate location-scale mixtures of
normals. Condition (C4) imposes a minor tail restriction that should be satisfied by the
t-distribution with suitable degrees of freedom, among others.
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Lemma 1: Let fy € F and assume conditions (C1)-(C4) hold. Then for the prior defined
in (1), we have H(f € F: [log (f[)/f)f() < 17*) >0, for any n* > 0.

Remark 1: Lemma 1 provides weak consistency guarantees by establishing positive prior
support for arbitrarily small Kullback-Leibler neighborhoods of fj, as per Schwartz (1965).

An outline of the proof is provided in the Appendix. Although weak consistency is useful,
a more appealing feature is strong consistency, ensuring that the posterior distribution
concentrates in arbitrarily small L; neighborhoods of the true density. The next result
states that under certain tail conditions on the base measure of the DP priors, it is possible
to derive strong posterior consistency corresponding to the PDPM priors.

Theorem 1: Suppose fo satisfies the conditions of Lemma 1. Then the posterior is strongly
consistent at fy under the PDPM and gPDPM priors 11 in (2) with base measures that
satisfy the conditions: (i) PQ*()\l(E,:Ul) > *) < exp(—cl(x*)CQ),PQ*()\D(Z,::) < 1/z*) <

-1
(m*)*%,P;(% > m*) < (z*)7", for some constants c1,co,c3,k, and all clusters hy;
D ho

(i) Pr (|| By o, | > 27) S (x*)720*D for all clusters him,, where my = 1,..., M,,.

Theorem 1 provides explicit conditions on the PDPM prior that will ensure strong con-
sistency, corresponding to any true density fy lying in the weak neighborhood of the prior IT
on the set of densities F. The proof is provided in the Appendix. The tail conditions on the
base measures in Theorem 1 are very reasonable and hold for commonly used distributions
(such as Gaussian and Laplace) on the mean, as well as the inverse-Wishart distribution on
the covariance (see Lemmas 2-3 in the sequel). It should be noted that the procedure for
proving the strong consistency result in Theorem 1 corresponding to non-compact space of
densities F relies on carefully designed sieves JF,, that are compact subsets of F but that
grow with n to eventually cover all of F as n — oo. These sieves must satisfy certain suf-
ficient conditions for the strong consistency result to hold. These sufficient conditions are
motivated from ideas in Theorem 5 of Ghosal and Van Der Vaart (2007), and were derived
by Shen et al. (2013) for location mixtures and in Theorem 1 of Canale and De Blasi (2017)
for location-scale mixtures. For clarity, we restate the result in Canale and De Blasi (2017)
as Theorem 2 in our paper that will be leveraged to establish the posterior consistency
under our set-ups in Sections 2 and 3 (Theorems 1 and 5 respectively).

Denote the entropy of a space of densities G C F as N (e, G, d), which is defined (in terms
of the metric d) as the minimum integer N for which there exists densities fi,..., fy € F
satisfying G C Uévzl{ [ :d(f, fj) < €}. The distance metric used to study convergence in the

space F is evaluated in terms of the Hellinger distance (defined d(f, g) = [ JTF —\/§)2] 1 2),
as well as the Ly metric (defined as ||f — g|[1 = [ |f — g|). Further, denote F} as the n-
products measure, where Fj is the probability measure corresponding to fj.

Theorem 2 (Canale and De Blasi): Consider sieves F,, C F with F,, T F as n — o0,
where F, = UjFy j, with (24) T(Fy;) S e *"; and (2B) Y, VNQ@e, F gy d)/TI(Fpj)e 49 50,
forb,c,e > 0. Then II(f : d(fo, f) > 8¢ | X;,) — 0 in Fj'—probability for any fo in the weak
support of I defined in (1).

In Theorem 2, condition (24) suggests that the sieve should grow with the sample size
such that only small neighborhoods with exponentially small prior probabilities are ex-
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cluded. On the other hand, condition (2B) reflects the summability condition that involves
smaller subsets F, ; that cover the sieve F;, under the union operation. It places constraints
on the growth rate of the metric entropy in a manner that the weighted sum of the square
root of metric entropy of F,, ; (weighted by the corresponding square root of prior probabil-
ities) go towards zero with increasing n. We construct such sieves in the proof of Theorem
1 in the Appendix, and illustrate that the conditions (2A) and (2B) are satisfied, which
results in strong consistency.

Model (1) lays the foundation for the novel PDPM priors, that potentially has a wide
array of applications, and can likely be generalized to most frameworks that involve cluster-
ing under Dirichlet process mixtures. We are now well positioned to turn our focus on the
primary goal in this article, which is to develop a provably flexible non-parametric Bayesian
methodology for multivariate time-series data modeled under a VAR framework, which is
one of the first such set of results in literature, to our knowledge.

3. Extension to Vector Autoregressive Models

3.1 Proposed Model

Consider the data matrix X; = (x;1,...,X;7), where x;; represents the (D x 1) tem-
porally dependent multivariate measurement for the i-th subject at the t-th time point
(i=1,...,n,t =1,...,T). Note that our model can easily accommodate subject-specific
scan lengths (7;); however we will assume T; = T' from hereon in, to ease the exposition.
Throughout, we will also assume a fixed dimension (D), and a pre-specified number of time
scans (1), which is consistent with the routinely used fixed dimensional assumptions in the
literature on non-parametric modeling of location-scale mixtures. Consider the VAR model:

min{t—1,K}
Xit = Z Aikxi,t—1+€it7 eitNN(Oazi)a @ = 17"'777*7 t:27"'7T7 (3)
k=1

where A;, denotes the D x D matrix of autocovariance parameters for subject ¢ at lag k
(k=1,...,K), 3; € Spxp denotes the time-invariant residual covariance for subject i,
and the lag order (K) is pre-specified as per standard practice in the VAR model literature
(Ghosh et al., 2018). Model (3) implies that the mean of x; depends on x;_1,...,x; when
t < K and on x¢_1,...,%x4—x for t > K, with x;1 ~ N(0,3;) as per convention. As is
common in practice, the intercept term is fixed to be zero and not included in (3).

In order to understand the properties of (3), it is imperative to note that the likelihood
for the i-th sample can be written as a product of conditional densities as

min{t—1,K}

T
L(X; | ©;,%) =[] o=, <Xit - > Az‘kxz‘,t—k) X os; (xi1), i=1,...,n, (4)
=2 k=1

where O; denotes the collection of autocovariance matrices for sample i across lags. For
example, the likelihood for the ith sample under a VAR(2) model may be written as
Hf::s o5, (Xit — Zi:l Aikxi,t—k) X oy, (Xig — A“xi,l) X ¢y, (Xil). The above likelihood in (4)
will be used throughout in our treatment of VAR models. We note that (4) is a different
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way of representing the likelihood compared to the linear regression framework that is often
used in single subject VAR models (Ghosh et al., 2018).

Our goal involves multi-subject VAR analysis by proposing suitable priors on (0;, ;)
in (3) to leverage common patterns of information across samples in an unsupervised and
flexible manner. A natural framework for pooling information across subjects is via cluster-
ing, which also inherently results in model parsimony that is particularly important in our
settings where the number of parameters grow with n. Such a clustering approach should
enable straightforward posterior computation and result in theoretical guarantees. To this
end, we extend the PDPM methodology to the case of multivariate time-series data that im-
poses independent DP mixture priors separately on © and ¥ to induce multiscale clustering.
Depending on the manner of the DP prior specification on the autocovariance elements, one
can obtain different variants of the proposed method that allow for varying degrees of model
parsimony and varying levels of information sharing within samples, via different patterns
of autocovariance clusters. Such a multi-scale clustering approach is particularly relevant
in the context of VAR models where the dimension of the autocovariance matrix increases
quadratically with the outcome dimension D, making it imperative to avoid the assumption
of replicated samples that is embedded in typical mixture modeling approaches. The result-
ing PDPM approach leads to a more fitting characterization of heterogeneity and greater
accuracy, as illustrated via extensive numerical studies involving VAR models in the sequel.
In addition, appropriate base measures in the DP can be chosen to encourage shrinkage in
the autocovariance elements that facilitate feature selection, as well as to induce low rank
decomposition for the residual covariance resulting in additional model parsimony.

Product of DP mixtures for VAR models: In the following specifications, we will omit
subscript i where appropriate, for notational convenience and as per convention (Wu and
Ghosal, 2008; Canale and De Blasi, 2017). We propose the following PDPM prior

0= {UeC(Al)v"'avec(AK)} ~ Po, Po NDP(Odlpl*%ENPSv Ps NDP(OQPQ*)v (5)

where a1, ag, represent precision parameters in the Dirichlet process, the base measure Py
belongs to the space of probability measures P; on Dy = RP XLy x RP ZXI, and the base

K
measure Pj belongs to the space of probability measures P2 on Dy = Spxp. Model (5)

specifies unknown distributions Pg and Ps on model parameters, that are modeled under
independent DP priors. The resulting product of DP priors in (5) is defined on the space of
densities P with domain D; x Dy and may be expressed as II*(0,X) = Ps(X) x Po(©). This
prior specification translates to a product of DP mizture of VAR (PDPM-VAR) models that
induces a prior II on the space of probability densities F for the data matrix X as follows:

T min{t—1,K}
fr(X) = / / I1¢= <xt - > Akxt_k> dPe(©)dPs(X)
t=1 k=1
0o oo T min{t—1,K}
=Y mnmon, [[ o5, (Xt - > Ak,hlxtk>7 (6)
h1=1hy=1 t=1 k=1

where 7, = vp, Hl1<h1(1 - Vl1)a Vhy ™~ Be(lva1)> To.he = Vo,hg Hl2<ha(1 - VU,lz)ﬂ Vo,he ™
Be(1,a3), and further ), ~ P53, (vec(Aip,),...,vec(Axn,)) ~ P;. We consider a broad
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class of base measures to study theoretical properties (Section 3.2), but for implementation
we focus on specific choices for (P}, Py) that facilitate posterior computations (Section 4).
While (5) provides a greater degree of flexibility in terms of accommodating heterogene-
ity compared to existing DP mixture approaches, there is further scope for generalizing this
approach to accommodate additional heterogeneity in lag-specific and row-specific relation-
ships. Such generalizations become particularly important when clusters of samples tend to
share common autocovariance elements for some but not all lags or have identical elements
for only a subset of rows/nodes in the autocovariance matrices in practical applications.
For example, the latter scenario arises when the effective clustering for the autocovariance
elements is confined to a subset of rows in the matrix A, with the remaining rows being
irrelevant with respect to clustering. Such aspects are routinely encountered in heteroge-
neous and high-dimensional clustering problems (Agrawal et al., 2005), such as our VAR
settings of interest where the number of autocovariance parameters increase quadratically
with the outcome dimension (D). We now generalize the PDPM-VAR method below to
account for such heterogeneous settings.
Generalization across autocovariance rows: It is possible to generalize the PDPM-
VAR model in (5) in a manner that relaxes the restriction to have fully identical autocovari-
ance matrices for all samples within a given autocovariance cluster. In particular, consider
an approach that specifies independent priors on the VAR model parameters corresponding

to each row of the autocovariance matrices, which results in row-specific clustering patterns.
In particular, denote Ay ge as the d’-th row of Ay and consider the following specification

vec{A] yay s Ak.ara} indep Pe,, Po, ~DP(ayP}), &~ Ps, Ps ~ DP(a2P5),d =1,...,D, (7)

where A’ denotes the transpose of A, and the row-specific priors Pg , (vec{A’Ld,., ce A/K,d’o})
are specified independently for each row and jointly across lags. The product of DP prior
in (7) is expressed as II*(0, %) = Ps(X) x ngl Po, (vec{A] ggs- s A go}), and results
in the row-generalized PDPM-VAR (rgPDPM-VAR) model that induces priors on F via

min{t—1,K}
SDIRED D HEEN | e Hfﬁzh = DL Ak Xk,
h11=1 h1,p=1hs=1 d'=1 k=1

(8)

denotes the autocovariance matrix at lag k that assigns the hqy-th mix-

);

where Ag ny1.hip
ture component to the d’-th row with prior probability L by = uj,,hld, 1 (a- lld’
1 <Py
* * / / zndep *k
where vg, ,, -~ Be(1,a},), UeC{ALd’o,hl,d/’ s A e ohy d,} Py and Agaepn, , denotes
the d’-th row for the matrix A; that takes values from the h1,¢-th mixture component. Fur-
ther, 35, ~ P5 with prior probability 7 n, = vepn, [[ (1 —Vsy,) and v, p, ~ Be(l, a2).
lo<heo

In the scenario when multiple rows have identical clustering configurations, the rgPDPM-
VAR model is able to identify clusters of samples that share identical autocovariance ele-
ments corresponding to a subset of nodes only, but exhibit variations corresponding to the
remaining autocovariance rows. We note that for our motivating neuroimaging applications,
this scenario translates to identical effective connectivity corresponding to a subset of brain
regions within a autocovariance cluster, while the remaining brain regions are allowed to
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exhibit varying connectivity profiles within this cluster. By allowing row-specific cluster-
ing patterns in the autocovariance matrix, the rgPDPM-VAR, approach results in a more
complete characterization of heterogeneity compared to the PDPM-VAR. Additional gen-
eralizations are also possible; for example, one may extend specification (7) to impose row-
and lag-specific priors. However, such extensions may result in a rapid rise in parameters
that presents potential computational issues, and hence are not considered further.

Generalization across lags: For the second extension, we specify independent DP priors
for the autocovariance matrices at each lag, which results in lag-specific clustering as follows:

vec(Ay) indep Po,, Pe, ~ DP(a1;xP;;), ¥ ~ Ps, Ps ~ DP(aaPy), k=1,...,K9)

where Pg, denotes the unknown density for vec(Ay) that is modeled under a DP prior with
base measure Pj; and precision parameter oy (k =1,..., K), and the prior on the residual
covariance parameters is defined similarly to (5), but with the understanding that «s and
Py in the DP priors in (9) and (5) are allowed to be distinct. The resulting product of
DP priors in (9) may be expressed as I1*(0, %) = Ps(¥) x [[_, Pe, (Ax). As under the
PDPM-VAR, specification (9) induces a prior on the space of densities F via

00 min{t—1,K}

00 K T
fr(X) = Z Z Ty ( H Thhi) H bx,, <Xt - Z Ak,hlkxtk>7 (10)
k=1 t=1 k=1

hi1,..,higk=1 hs=1

where mppy, = Vkhy, [ (L —vkny) (B = 1,...,K), Ton, = Vor, [[ (1= veu,)
Ik <hi 1k la<hg

and vy p,, ~ Be(l,0uq),Vsn, ~ Be(l,a2), and further vec(Ayp,,) ~ Py, 2Xn, ~ P5 for
k=1,...,K, using the stick-breaking construction in Sethuraman (1994). We denote the
model under (3) and (9) as the lag-generalized product of DP mixture of VAR (IlgPDPM-
VAR) model and note that this model reduces to the PDPM-VAR for lag 1 models. This
approach is expected to be less flexible compared to the rgPDPM-VAR method in general,
but may exhibit some advantages when the clustering patterns are distinct across lags.

3.2 Theoretical Properties

Notations and Definitions: In this section we will establish posterior consistency properties
of the proposed product of DP mixture of VAR models. We will assume that the D x T data
matrices X1, ..., X,, arei.i.d. under some true density fo € F. We note that the theoretical
derivations corresponding to VAR models involving multivariate time-series data are more
involved than the independent multivariate outcome settings in Section 2 that has been
the focus of existing non-parametric Bayesian density estimation literature. Moreover, our
theoretical results assume fixed T (finite time set-up) with growing number of samples,
which is in contrast to theoretical settings in parametric VAR analysis for single subjects
that rely on growing 7' (Ghosh et al., 2018).

Throughout the article, we will assume the following reasonable regularity conditions
on fo(x¢ | X1.4—1)) that reflect counterparts of the assumptions (C1)-(C4) corresponding to
multivariate density estimation. Here, fo(x; | X 1:(t_1)) denotes the true conditional density
of x; that depends on previous time scans up to a certain known lag (K).
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(A0) The form of the true density satisfies fo(X) = {H;le fo(xt | x¢—1,...,x1)} =
{TT1 folxe | Xpe1y)}, for all X € ROXT.

(A1) 0 < fo(X) < M for some constant M and for all X € RP*T.

(AQ) ’ffo(xt ’ Xl:(t—l)) log (fO(Xt ‘ Xl:(t_l)))dxt] < 00, point—wise for Xl:(t—l) for all t.

f (xth (t— )
(A8) For all ¢ and some & > 0, [ fo(x; | Xi.4_1))log (W)dxt < o0, where
(

¢5(xt | X1.0—1)) = inf)jp_x,jj<s fo(r | X1.(—1)), point-wise for Xy.;_y).
(A4) For all t and some > 0, [ [|x¢||*F fo(xq | Xy.(,—1))dx¢ < 00, point-wise for Xi.;_1).

Condition (A0) expresses the true density as a product of conditional densities, subject
to a known K, where the true conditional density only depends on x;_1,X;—2,...,X;—K,
when ¢t > K and depends on x;_1,X¢—2,...,%x; for t < K. Condition (A1) assumes that
the true density is bounded. Further, assumptions (A1l)-(A4) are reminiscent of conditions
used for conditional density estimation in Pati et al. (2013) who focused on dependent
stick-breaking processes. In the special case when the true density corresponds to a VAR
structure, (A0)-(A4) would imply (among other things) that the true VAR parameters are
well-behaved and satisfy stability conditions so that the true density does not blow up to
oo or attenuate to zero.

The following Theorem formally states the result on positive prior support under the
above assumptions. The proof is provided in the Appendix and uses key results in Wu and
Ghosal (2008) for multivariate density estimation under DP mixtures.

Theorem 3: Suppose assumptions (A0) — (A4) are satisfied. Then the product of DP
mixture priors 11 specified in (5), (7), and (9) satisfies the Kullback-Leibler property, i.e.

H<f€]::flog(f0/f)f0 §77*> >0, for any n* > 0.

The next goal is to establish strong consistency for the proposed approach. We will again
leverage the sufficiency conditions in Theorem 2 that rely on careful sieve constructions.
In practice, it may not be straightforward to construct such sieves for the matrix-variate
density estimation case, since the metric entropy depends on a number of terms including
the sample size n, dimension D, as well as T' (see Theorem 4). A major contribution of our
work is to construct appropriate sieves using the stick-breaking representation and inspired
by the ideas implemented in Shen et al. (2013), which satisfy the conditions in Theorem 2.

Sieve Constructions: The sieves are constructed so as to allow the norm of the elements
in the autocovariance matrices, as well as the condition number of the residual covariance
matrices, to increase with sample size at an appropriate rate that satisfies the conditions
in Theorem 2. We note that the condition number of a matrix frequently appears in the
random matrix literature (Edelman, 1988) and is defined as the ratio of the largest to
the smallest eigen values, i.e. A1(X)/Ap(X) = M (271 /Ap(X~1). For our purposes, we
construct the following sieves corresponding to the PDPM-VAR model in (3) and (5) as:
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Fn = {fp P = Z Z Thy To,hy 00y S, Z Thy < €1, Z To.h, < €2,and for

h1>1hs>1 hi>Hy, ho>Hn

A
he < Hyn, 02 <Aps,. < Aip, <oo(l+e¢/VD)YMr 1< % < ”H"}7
D.ho

ALn
.Fnhj]:{fpe.]: for hi, he <Hn,ahlj<\|vec Apn)|| < an, ; Yk, Uppt < 5 S Un, g,

where 0y denotes the probability measure degenerate at 6, A@ s, 1s a shorthand for
A (X, ), i.e. the eigen values corresponding to ¥, j,l are integers that are < H,, for
a given n, the sequences {Hy}, {M,}, {a, Han, j},{an, ;},{un, ;}, {un, ;} grow to co with
n and are chosen appropriately such that F, C Uj1F, j, and further, 7, 1 F as n — 0.
Moreover, the sieves corresponding to rgPDPM-VAR in (3) and (7) are constructed as:

e’} e’} 0o D
Fn = {fp P = Z " Z Z (Tohy H 7T;’>h1d/)59h1d/72ha : Z W;/Jhd, <e, Vd <D,

h1,1:1 hl’Dzl he=1 d'=1 hld’>H"

A

> Tan, <o and for hy < Hy, 0% < Ap, < M, < 0h(1+¢/VD)Mr, 1< T2t < nH}
D,h

he>Hy e

Fnjl = {fp €Fnray, ;< |lvec(Akaen, I < an,, ;5 for har,... hip < Hy,

A
andd =1,...,D, and u;, ; < Al’h" < up, 1, for hy < Hn}, (12)
D,y

and the sieves for the lgPDPM-VAR model in (3) and (9) are constructed similarly as:

n* {fp P = Z Z Z To,hy H?Tk hik 6@h1k72h0 : Z Tk,h1k <€1,Vk:1,...,K,

hi11=1 hik=1h,=1 h1,1k>Hn

ALk

g Toh, < €2, and for h, < Hy, Qi <Ap(Zn,) <M(Eh,) < Qi(l +e/\/D)M", 1< \ ZLhg < ptn },
D,ho

he>Hy,

_ AL,
Fngl = {fp € Fn iy, ; <|lvec(Agny )|l < @nyy,j for all hiy < Hp,wy, ;< \ == < Up, 1, he < Hypyp,

D.,he
(13)

where F, C Uj1F,; and F, T F as n — oo, and it is understood that the sequences

{Hp}, AM,}, {0, }, {an, ;}s{an, j} {un, 1}, {un, 1} are chosen appropriately and can be spe-
cific to sieves corresponding to PDPM-VAR, IgPDPM-VAR or rgPDPM-VAR. The following

results establish entropy bounds that are vital to establishing strong consistency.

Hy
Theorem 4: The entropy bound for sieves (11) satisfies N (€, Fpj1, || - [|1) S (6]\,/[51) X

o Gn, e an, D\ K
H {2Duhg,l }D(D*l)/Q % H Ry jhg i hy.J + 1 _ hl,jvha,lfhlvj _1
hUSHn €2 hlSHn o€ 0,€ ’

where constants C1 >0 and Cy >0 depend on (D, T,K).
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Corollary 1: The entropy for sieves in (12) and (13) corresponding to rgPDPM-VAR and
Hy
lgPDPM-VAR respectively, satisfy N (e, Fn s, ||-||1) S K* f‘ff 1T, <m, {QDT:Q}“”Z D(Dfl)/z,

€ 1

where K* is understood to vary depending on the specific variant of the PDPM model used.

Having established the entropy bounds, the next step is to propose sensible base mea-
sures that satisfy the tail conditions and summability constraints in Theorem 2. These base
measures include some commonly used choices as discussed in the sequel.

(B1) The base measures corresponding to Ps in (5), (7) and (9) satisfy PQ*()\l(E,::) > 1) <
* * _ * *\ — * )\ (2_1)
exp(—e1(a*)°2), P (An(S51) < 1/a) S ()75, Py (s
itive constants ci, ca, 3, k, and corresponding to the cluster he.
(B2) The base measure corresponding to Pg specifies independence across lags, and satisfies
the following tail conditions: (i) under PDPM-VAR, P} (||vec(Ajp,)|| > 2*) < (z*)720+D
for cluster hy; (ii) under IgPDPM-VAR, P;, (|[vec(An, )| > 2*) < (2*)720+D for clus-
ter hi; and (iii) under rgPDPM-VAR, Pfd,(Hvec{A’Ld,.’hl o ’A/K,d’o,hl > S

(x*)_z(r*H) corresponding to cluster hy4, for some constants r,7* > 0, and d' = 1,...,D.

> 2*) S (a*) 7", for some pos-

~

The above conditions on the base measures are very reasonable and hold for commonly
used distributions on autocovariance matrices (such as Gaussian and Laplace), as well as
inverse-Wishart distribution corresponding to Pj. These tail conditions are also satis-
fied by certain low rank decompositions for the covariance, such as a factor model form
(X = AAT 4 Q where the D x B matrix A contains B << D factor loadings), which
is particularly suitable for scaling up the approach to higher dimensions. Such low rank
representations are routinely used for dimension reduction in the factor model literature
(Ghosh and Dunson, 2009). Denote Ad/’hl,d/ = vec{A’lyd,. .. ,A’de,.’h1 d/} and let DF
denote a double exponential prior. The following Lemmas formalize the above discussions
on the base measures.

Lemma 2: Condition (B2) holds when Py(vec(Agp,)) is specified as Npz2(vec(Ag); p, A)
with A ~ IW (Ao, vy) corresponding to PDPM-VAR, and for a similar choice of Py (vec(Agphy,))
under lgPDPM-VAR. It is also satisfied when Pfj'(Adﬂhl,d/): Hle ND(Ahd",hl,d/ sy Agr)y Agr ~
IW (Aoar, vaar), under rgPDPM-VAR. Further, (B2) also holds if the above base measures

are changed to a product of independent DE(X\) priors with suitably large \.

Lemma 3: Condition (B1) holds when for cluster hy, Py (Xp,) = IW (X, ; 20, Vs), as well
as under the low rank representation X = Fhar?;, + Qp, where T'y,, is D x B and S, =

diag(o3, .- 0%, ), and Py (Sn,) = { Tla—1 [y N(Yarm ny: 0, D I{ TIL1 Ga(o5 7 5 a0,bs)}-

The proof of Lemma 2 is provided in the Appendix, while that of Lemma 3 follows
directly from Corollaries 1 and 2 in Canale and De Blasi (2017). We note that B << D in
Lemma 3 ensures a reduced rank structure on the residual covariance matrix.

7h1,d’7 :

One can now use the entropy bounds derived in Theorem 4 and Corollary 1 along with
tail conditions in (B1)-(B2) to establish our strong consistency under a broad class of base
measures, by applying Theorem 2. Our strong consistency result is stated below.

Theorem 5: Suppose Theorem 3 holds, and (B1)-(B2) are satisfied. Then for suitably large
constants r,r*, Kk, the posterior distributions corresponding to the PDPM-VAR, lgPDPM-

15



KUNDU AND LUKEMIRE

VAR and rgPDPM-VAR are strongly consistent at fo under suitable choice of sequences
{Hp} AM Y {o, Han, i} {an, i} {un, 5}, {un, ;) in the sieves (11), (12), and (13).

Remark 3: In mathematical terms, strong posterior consistency can be written as II({f :
d(f, fo) > e} | XM ..., X™) 0 as n — oo in FJ probability for any e; > 0.

Remark 4: While Theorem 5 is stated in terms of general class of base measures that
satisfy (B1)-(B2), we rely on commonly used base measures outlined in Lemmas 2-3 for
implementing the proposed approach. We elaborate these choices in the next section.

4. Posterior Computation

We outline the posterior computation steps to fit all proposed VAR models that is the
main focus of this work. Our approach alternates between sampling parameters related
to the autocovariance matrices and the residual covariance matrix. For all models, we
update the autocovariance parameters row-wise for one outcome at a time. For the PDPM-
VAR, rgPDPM-VAR, and IlgPDPM-VAR we use a hierarchical representation of Laplace
base measures (Park and Casella, 2008). Under these base measures, these autocovariance
elements follow independent DE()) distributions (Park and Casella, 2008). Explicit details
are provided in Appendix C.

In order to scale up the implementation of the proposed method to high dimensional
applications, we use a reduced rank factor model representation for the residual covariance
matrix in our implementation, which provides a desired balance between computational
scalability and theoretical flexibility. In particular, such a low rank structure on the resid-
ual covariance does not adversely impact the accuracy of parameter estimates compared to
an unstructured covariance matrix, in our experience involving extensive numerical experi-
ments with true unstructured residual covariances. Moreover, the results for estimation of
the autocovariance terms are not particularly sensitive to the choice of rank. Further, it is
considerably more flexible and results in greater accuracy compared to a diagonal residual
covariance that is routinely used in VAR literature (Kook et al., 2021) but may be restric-
tive in practical applications. In particular, we specify ; = I';T', + ®;, where T'; isa D x B
factor loadings matrix with B(<< D) factors, and ¥; is diag{azl, e ,aiD}.To facilitate
posterior computation, we use the following parameter expanded version of the model,

min{t—1,K}
Xit = Z Aikxi,tfk =+ I‘;,kn::t + E;tu U?,t ~ N(07 EZ): er,t ~ N(07 lIIZ)? (14)
k=1
where E; = diag{ {;1,..., § g} Under the low rank representation, we impose DP mix-

ture priors on (I'], B;, ¥;) leading to a mixture prior on ¥;. This corresponds to the prior
EZ' ~ Z;l“;:l ﬂ-a.’hgé(I‘:LU7Ehg7Whg)7 where (F;o,Ehg,\I’hg) ~ P2* = PF* X PE X P‘I’ Here
Pp+ is a product of independent standard normal distributions, Pg is a product of indepen-
dent Gamma(1/2,1/2) distributions yielding a half-Cauchy prior on the diagonal elements
of " and a Cauchy prior on the lower-off-diagonal elements as in Ghosh and Dunson (2009),
and the inverse of the diagonal elements of ¥ have independent Gamma(ay, 5,) priors.
Computational Cost of the PDPM-VAR Approaches: The proposed approaches are quite

efficient as long as the number of nodes is not overly large. The computation is driven by
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the need to sample the rows of A; and the terms in the low rank representation for >
as per equation (14). We briefly discuss the computational costs below. In practice, the
computational costs are quite manageable, as demonstrated by the HCP analysis in the
sequel.

First, for the PDPM-VAR and rgPDPM-VAR, the rows of A; are updated one at a
time, separately for each cluster. This corresponds to performing D draws, each from a
D K-variate multivariate normal distribution, thus updating A; requires D O(D3K?3) steps
for the PDPM-VAR and rgPDPM-VAR. We note that this can also be parallelized over
the outcomes as a possible direction for future work. The draw for the lgPDPM-VAR is
more complicated. Although we still sample one row of A; at a time, we now must sample
across all clusters, since different subjects can belong to different collections of clusters for a
given row due to the lag-specific clustering structure. This means that we must draw from
a H,D dimensional multivariate normal distribution, where H,j; is the total number of
clusters across all lags. Therefore, this update requires D O(H 3”D3) computational steps.
We note that if one does not use the low rank decomposition in (14) but instead imposes a
diagonal residual covariance structure, then the computational complexity remains similar.

In the scenario that an unstructured residual covariance structure is imposed but without
a low rank decomposition, the computational complexity rapidly increases to O(HDSK?3)
due to the need to sample from a K D?-variate normal distribution for each cluster. This
may result in prohibitive computational costs for higher dimensions. Therefore, sampling
from the low rank representation in model (14) is desirable, especially given that sampling
the latent factors and their loading is computationally straightforward. In particular, each
subject has a B x T; dimensional matrix of latent factors to sample, where B is generally
small and the time points are independent. Thus this simplifies to sampling a set of T;
B-dimensional vectors, all of which have the same posterior covariance. Since T; is large
relative to B, this means that the draw for the 7; terms is driven by the cost to generate
standard normal draws (each requiring O(1) operations), and subsequently multiply them
with the lower triangular matrix from the Cholesky factorization of the posterior covariance
of size B x B. Given that this must only be calculated once per cluster, the cost per subject
is O(DBT). Thus the overall cost across all samples is O(HB?) + O(nDBT).

5. Simulation Studies

We compared the performance under the proposed approaches to a state-of-the-art single-
subject VAR approach, as well as an ad-hoc clustering extension of the single subject VAR
model that is able to borrow information across samples. We generated data for n = 100,
200, D =100, T; = 250, and different levels of sparsity within the autocovariance matrices
were considered (75% and 90%). For each data generation setting we generate 25 simula-
tion replicates, and for all settings the true VAR model involved K = 2 lags. We consider
four settings for generating the subject-level autocovariance matrices that differ with re-
spect to the clustering structure. Settings 1-3 represent the PDPM-VAR, 1gPDPM-VAR
and rgPDPM-VAR scenarios respectively, while Setting 4 represents a more heterogeneous
setting that is obtained via introducing additional random noise to the autocovariance el-
ements generated under Setting 3. For Setting 1, we use 3 autocovariance clusters, for
Setting 2 we use 3 clusters for lag 1 and 2 clusters for lag 2, and for Settings 3-4 we vary
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the true number of clusters randomly (between 2 — 5) across rows of the autocovariance
matrix, and the elements of these matrices are generated randomly in order to ensure a
stable time series. In Setting 3, subjects within a cluster share the exact same elements for
the corresponding rows of the autocovariance matrix, whereas in Setting 4 the subject-level
rows of the autocovariance matrix within a cluster are random deviations from a shared
mean row. Each cluster’s residual covariance matrix was generated from an Inverse Wishart
distribution with D degrees of freedom and diagonal scale matrix with elements equal to
D/2. Subject level time courses were obtained by starting with random values for the
multivariate observation at the first time point, and subsequently generating future obser-
vations from the assumed true VAR model. For a subject, an additional 5 time scans were
generated after the initial T; observations to evaluate forecasting accuracy.

5.1 Approaches and Performance Metrics

We compare the proposed approaches to the single subject Bayesian VAR (SS-VAR) model
developed in Ghosh et al. (2018), which separately models the time courses for each subject.
We also consider a two-stage clustering extension of this method, where we first estimated
subject specific autocovariance and residual covariances under the single VAR, approach by
Ghosh et al. (2018) and then applied the k—means clustering separately to the vectorized
autocovariance and residual covariance matrix estimates. We choose the number of clusters
to maximize the silhouette score (Rousseeuw, 1987) and we then allocate each sample to one
of the k clusters that is based on both the autocovariance terms and the residual covariance
estimates from the initial SS-VAR fit. We subsequently concatenate the time courses across
all subjects within the same cluster in order to borrow information within cluster, and
finally re-fit the SS-VAR model to this concatenated data separately for each cluster. Since
the true clustering structure was assumed to be unknown when fitting the model, it was not
possible to compare the performance with existing multi-subject VAR modeling methods
that assume known groupings (Chiang et al., 2017; Kook et al., 2021).

We evaluate performance in terms of (1) autocovariance estimation accuracy, (2) clus-
tering accuracy, (3) feature selection for identifying structural zeros in the autocovariance
matrices, and (4) forecasting accuracy. Following Ghosh et al. (2018), we measure estima-
tion accuracy using the relative L2 error of the estimates to the true estimates. Clustering
accuracy is measured using the adjusted Rand index (Rand, 1971), which measures agree-
ment between the assigned and true cluster labels, adjusted for chance agreement. Feature
selection performance is evaluated via area under the receiver operating characteristic (RoC)
curve and precision recall curve (PRC). To calculate both curves we considered a sequence of
significance thresholds, and for each threshold, we examined the corresponding credible in-
terval to infer the significance. The corresponding sequence of sensitivity versus 1-specificity
values were plotted over varying thresholds in order to obtain the ROC curve, while the PRC
was obtained by plotting the positive predictive value (1 — FFDR) against sensitivity (FDR
denotes the false discovery rate). Finally, forecasting accuracy is measured via the relative
L2 error of the predicted time courses for time scans T; +1,...,7; + 5. The MCMC chains
converged for all methods as assessed using Dickey-Fuller tests of stationarity, although the
results are not displayed due to space constraints.
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5.2 Simulation Results

Simulation results are presented in Figures 2-3. Due to space constraints, we provide the
simulation results for the most challenging case (D = 100, T' = 250) at the 75% sparsity
level here, but the results under the 90% sparsity case were quite similar. Several general
patterns are clear from the results. First, the clustering performance for the autocovariance
depends heavily on the true clustering structure (Figure 2, Panel A), with the PDPM-VAR,
lgPDPM-VAR, and rgPDPM-VAR generally outperforming the other approaches when the
data is generated from Settings 1-3 respectively. However, the rgPDPM-VAR often has
close to optimal clustering performance when the PDPM-VAR is the true model and it also
performs the best for the heterogeneous Setting 4, which reflects the generalizability of this
variant. Critically, when there are differences in clustering across the different outcomes
corresponding to more heterogeneous scenarios (Settings 3-4), only the rgPDPM-VAR is
able to achieve a good clustering score. Finally, across all settings, the SS-VAR with
clustering has the worst performance, demonstrating that the ad hoc two-stage analysis
procedure is not able to accurately pool information across subjects.

The areas under the ROC and PR curves (Figure 2, Panels C and D) illustrate a consis-
tently superior feature selection performance under the three proposed variants compared
to the single subject VAR model with and without clustering. As expected, the PDPM-
VAR, 1gPDPM-VAR and rgPDPM-VAR approaches have higher area under the ROC and
PR curves when the data is generated from Settings 1-3 respectively. In addition, the
rgPDPM-VAR often has comparable area under the curve with PDPM-VAR for n = 200
under Setting 1 and the best performance under the more heterogeneous Setting 4. These
results imply the ability of rgPDPM-VAR to accurately identify the sparsity structure of
the autocovariance with a low risk of false discoveries for data with unknown clustering.

When estimating the residual covariance matrices (Figure 3, Panel A), all three proposed
approaches are able to heavily outperform the SS-VAR model. The performance under the
three proposed approaches is generally comparable, with the rgPDPM-VAR outperforming
the others in the more heterogeneous Settings 3 and 4. In addition, the SS-VAR approach
with initial clustering has a higher relative error compared to the rgPDPM-VAR for the
vast majority of cases, although it occassionally has a slightly improved performance in
Setting 3. We conjecture that this is due to the assumed full rank structure for the residual
covariance that is modeled via an inverse-Wishart distribution under the SS-VAR, which
aligns with the true data generation scenario, in contrast to the assumed low-rank structure
on the PDPM-VAR. Unfortunately, the SS-VAR approach with clustering has extremely
poor performance in terms of autocovariance estimation (Figure 3 B), while the PDPM-
VAR, IgPDPM-VAR, and rgPDPM-VAR approaches typically have the lowest errors when
the data is generated from Settings 1-3 respectively. The rgPDPM-VAR method also has
the best autocovariance estimation performance under the more heterogeneous Setting 4.

Figure 2 Panel B displays the forecasting error for each of the autocovariance clustering
setups, averaged over the sparsity level and the number of time points per subject. With
the exception of Setting 2 where lgPDPM-VAR performs best, the rgPDPM-VAR approach
has the best or close to optimal forecasting performance for other settings. Moreover, in
the more heterogeneous Settings 3-4, the SS-VAR method with initial clustering has better
forecasting accuracy compared to the PDPM-VAR and IlgPDPM-VAR approaches, although
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it can not outperform the rgPDPM-VAR method. The relative forecasting performance
levels off for greater than three time steps for all approaches, as expected.

MCMC Diagnostics: The MCMC was implemented via a Gibbs sampler and exhibited good
mixing as measured by the effective sample size (Appendix Section 12). Moreover, we varied
the dimension of the low rank representation of the covariance and found that the results
were not particularly sensitive to this choice, however these results are excluded due to
space constraints.

Synopsis of findings: Overall, the rgPDPM-VAR provides a desirable balance between model
parsimony and accurate estimation and inference for various degrees of heterogeneity across
samples. The advantages under the rgPDPM-VAR, are most pronounced under the hetero-
geneous Settings 3 and 4, and it often has close to optimal performance in Setting 1 for
larger n. This illustrates the advantages of pooling information across subjects, while ac-
commodating varying levels of heterogeneity at the level of the rows of the autocovariance
matrix. While the SS-VAR approach with ad-hoc clustering is also able to pool informa-
tion, it is highly sensitive to the clustering accuracy in the first step, and it can not capture
clustering uncertainty, resulting in inferior performance.

6. Analysis of Human Connectome Project Data
6.1 Analysis Description

We use the rgPDPM-VAR approach to investigate effective connectivity differences between
individuals with high and low fluid intelligence (FI) using a subset of resting-state fMRI data
from the Human Connectome Project. Preprocessing details for these data can be found
in (Smith et al., 2013). We adopt the 360-region Glasser atlas for parcellation as in Akiki
and Abdallah (2019), where each node has a corresponding time course with 7" = 1200.
We centered and scaled the subject level time courses for each node before analysis, and
verified that each node’s time course was stationary using Dickey-Fuller tests. We grouped
the brain nodes into one of 6 well known functional brain networks (Akiki and Abdallah,
2019). These networks corresponded to the central executive (67 nodes), default mode (96
nodes), dorsal salience (23 nodes), somatomotor (55 nodes), ventral salience (49 nodes), and
the visual network (70 nodes). We fit a separate VAR model with lag-1 on each of these
networks, which corresponds to six separate VAR analyses. We selected the lag 1 model
following previous literature on VAR models applied to fMRI data (Kook et al., 2021),
and based on the lower temporal resolution of the fMRI data. We restrict our analysis to
a subset of samples with the highest 10% and lowest 10% fluid intelligence scores, with
n = 306 samples. We note that the grouping information was only used for post-model
fitting comparisons in effective connectivity across groups. We used 1500 burn-in and 3500
MCMC iterations.

To the best of our knowledge, our approach for analyzing fluid intelligence-related ef-
fective connectivity differences using heterogeneous multi-subject data is one of the first
such attempts. Most existing approaches involve a single-subject VAR analysis, and subse-
quently these estimates are combined to estimate between-subject variations and examine
group differences (Deshpande et al., 2009). There are a handful of approaches for esti-
mating effective connectivity by pooling information across multiple subjects, however they
assume known groups (Chiang et al., 2017) with limited heterogeneity within groups, and
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have similar limitations as outlined in the Introduction. Our analysis using the rgPDPM-
VAR model is able to compute effective connectivity for multiple samples without any given
group labels and can account for heterogeneity in an unsupervised manner. We compare
the performance with a SS-VAR approach that analyses each sample separately, and subse-
quently performs permutation tests to assess significant differences (10,000 permutations).
For both methods, false discovery rate control was applied to obtained significant elements.

In addition to investigating effective connectivity differences, we are interested in the
clustering reliability and biological reproducibility of our findings. We report clustering
reliability over two distinct MCMC runs, that are designed to evaluate the reliability of the
clusters discovered by rgPDPM-VAR. As discussed in the introduction, for heterogeneous
multivariate measurements, one can expect a subset of nodes/rows to drive the clustering
whereas for other nodes the clustering patterns likely hold little information. We calculate
the ARI for the node-level clustering across the two MCMC runs to investigate this aspect
of clustering reliability. To assess biological reproducibility, we conduct our VAR analysis
for two scans collected from each individual using different phase-encodings (LR1 and RL1),
with the expectation that the parameter estimates should be similar corresponding to the
two scans. We examine the correlation of the estimated autocovariance elements across
the two runs (LR1 and RL1) under both the SS-VAR and the rgPDPM-VAR, with high
correlation providing evidence that the findings are reproducible.

6.2 Results

Figure 4 displays heatmaps of the significant autocovariance differences between the low and
high FI groups under the rgPDPM-VAR, after appropriate FDR control. Several patterns
are clear from Figure 4. First, the rgPDPM-VAR is able to identify a large number of sig-
nificant differences between the two groups after FDR control. Second, the rgPDPM-VAR
finds a large number of strong differences along the diagonal. These correspond to AR(1)
coefficients, and it seems sensible that if there are differences between groups at Lag 1
that they would be strongly related to each nodes’ own time course. Thirdly, the strongest
differences were observed corresponding to the nodes in the Dorsal Salience network, as
illustrated in Table 1. These nodes were identified by looking at columns of the autocovari-
ance matrix with a large proportion of significant elements, which accounts for the varying
sizes for the 6 networks. These findings are consistent with previous evidence, which have
suggested the dorsal salience and attention networks to be highly related to fluid intelli-
gence (Santarnecchi et al., 2017). We note that in contrast, only one significantly different
effective connectivity difference between the high and low fluid intelligence groups was re-
ported under the SS-VAR approach. Such results are clearly biologically implausible. Our
overall findings point to the advantages of performing a multi-subject analysis accounting
for heterogeneity, over a single subject analysis.

To examine biological reproducibility, the right—hand side of Figure 5 displays his-
tograms of the correlations of the rows of the autocovariance matrices across the two analy-
ses corresponding to the LR1 and RL1 fMRI scans, under the SS-VAR and rgPDPM-VAR.
The estimates under the rgPDPM-VAR exhibit a very high degree of correlation, almost
entirely > 0.8. On the other hand, the correlation for the majority of the elements is
less than 0.5 under SS-VAR, with only 10 elements registering a correlation greater than
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Central Executive

Figure 4: Elements of the autocovariance matrices exhibiting significant differences between
the low and high FI groups. The color of the element represents the strength of
the mean difference between groups (high FI — low FI), with white elements
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Node Network Prop. FI Diff. Node Network Prop. FI Diff.
L_PF Dorsal Salience 0.43 R-PFt Dorsal Salience 0.26
R_7TAm  Dorsal Salience 0.35 L_PEF Dorsal Salience 0.26
L_IFSa  Dorsal Salience 0.35 L_TE2p Dorsal Salience 0.26
L_PHT  Dorsal Salience 0.35 R_V3A Visual 0.23
R_PHT  Dorsal Salience 0.30 R_-PSL Ventral Salience 0.22
R_PF Dorsal Salience 0.30 R_7TPL Dorsal Salience 0.22
L_6a Dorsal Salience 0.30 R_6r Dorsal Salience 0.22
L_PFt Dorsal Salience 0.30 L_7Am Dorsal Salience 0.22
R_PGs Central Executive 0.28 L_6r Dorsal Salience 0.22
R_IFSa  Dorsal Salience 0.26 L_V3A Visual 0.21

Table 1: Table of the 20 nodes with large proportion of significant effects on other nodes
within their network. Note that the proportion is used instead of the raw count
to account for the different network sizes.

0.8, which implied considerably lower reproducibility overall compared to the multi-subject
analysis. Moreover a non-negligible number of nodes had weak reproducibility with cor-
relations less than 0.25 under SS-VAR. In addition, Figure 5 (left) displays a histogram
of the ARI for clustering each node across two separate runs of MCMC on the LR1 data,
which illustrates clustering reliability. In general, most nodes exhibited 910 clusters. As
hypothesized in the Introduction, we see a pattern in which a subset of nodes exhibited very
high clustering reliability across runs (> 0.7), which supports our hypothesis that only some
nodes contribute meaningfully towards clustering of samples. On the other hand, most of
the nodes exhibited relatively moderate clustering reliability (ARI ~ 0.5), which indicates
much higher clustering than chance, but not fully consistent clustering across all subjects
corresponding to these nodes. We note that given the strong biological reproducibility re-
sults, the moderate or low clustering reliability for a subset of nodes in our analysis should
be attributed to the fact that these nodes are irrelevant to clustering. This provides further
justification for using the rgPDPM-VAR, which is designed to accommodate exactly this
kind of clustering structure. Finally, the computation for the analysis is very efficient. On
average, a single MCMC iteration required 1.8 (centeral executive), 3.8 (default mode), 0.3
(dorsal salience), 1.26 (somatomotor), 1.01 (ventral salience), and 1.9 (visual) seconds on
an 8 core 2021 M1 Macbook Air.

7. Forecasting of Air Quality Data

While the fMRI study described above focuses on connectivity between brain regions, fMRI
studies are not generally concerned with forecasting accuracy. To demonstrate the fore-
casting accuracy of our method, we next apply the proposed methods to an open source
air quality data set from the EPA (https://www.epa.gov/outdoor-air-quality-data).
The data consist of daily measurements from air quality monitors spread across the United
States. For our purposes, we consider the air quality index time series for nitrogen dioxide
(NOg), ozone (O3), and carbon monoxide (CO). We used data from sensors having 100
days of consecutive data in 2000 from May 20th to August 27th. A simple kernel regression
density plot for the data for each pollutant produced non-Gaussian curves, which motivates
the use of non-parametric Bayesian analysis over parametric forecasting models. While our
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method does not require the data from each sensor to be overlapping, this restriction helps
ensure that the forecasting results are due only to the method and not so some other data-
dependent difference. Additionally, the relatively short time span helps reduce concerns
about non-stationarity. For each time course, the time series were differenced (5 steps), de-
meaned, and outliers were replaced using the tsoutliers function in R (Lopez-de Lacalle,
2024). The time courses were then checked for stationarity using a Dickey-Fuller test, and
sensors for which the time courses were not stationary were removed from the data. After
this procedure, we had 41 sensors with complete data.

We fit the rgPDPM-VAR model to this data using 1500 burn-in samples and 3500
MCMC samples. The concentration parameter was set to 5 to encourage more clusters
to spawn. The resulting forecasting accuracy was measured in terms of the relative error
and was 0.549 at step 1, 0.877 at step 2, and 0.929 at step 3. Thus the model shows
considerable forecasting performance for 1 step forecasting, and naturally this performance
degrades as the number of forecasting steps increases. As a comparison, we also used the
SS-VAR approach of Ghosh et al. (2018) to analyse each sensor separately. The SS-VAR
model illustrates decent performance, but is considerably worse that the rgPDPM-VAR,
with a relative forecasting error of 0.598 at step 1, 0.897 at step 2, and 0.959 at step 3. This
suggests that even for a small number of nodes, pooling information across sensors/subjects
under the rgPDPM-VAR can still provide forecasting benefits. We note that other choices
could have been made for the number of differencing steps. However, the overall relative
performance between the two methods stays similar, with the proposed rgPDPM-VAR
consistently performing better over different settings, as reported below.

Differencing Level 1 Step Forecasting 2 Step Forecasting 3 Step Forecasting
rgPDPM-VAR SS-VAR rgPDPM-VAR SS-VAR rgPDPM-VAR SS-VAR
1 1.202 (0.043)  1.204 (0.120) | 1.022 (0.089)  1.054 (0.146) | 1.002 (0.037)  1.009 (0.053)
2 0.718 (0.064)  0.731 (0.118) | 0.995 (0.131)  1.034 (0.140) | 1.022 (0.021)  1.022 (0.041)
3 0.644 (0.143)  0.696 (0.254) | 0.913 (0.376) 0.934 (0.411) | 1.057 (0.129) 1.067 (0.178)
4 0.616 (0.133)  0.703 (0.226) | 0.889 (0.212)  0.932 (0.256) | 0.962 (0.227)  1.000 (0.498)
5 0.549 (0.118)  0.598 (0.167) | 0.877 (0.247)  0.897 (0.237) | 0.929 (0.127)  0.959 (0.150)

Table 2: Forecasting results under the rgPDPM-VAR and SS-VAR models for the air quality
data with different levels of differencing. The values in the cells represent the
relative L2 error between the model-based predictions and the true values, and
the standard deviation is given in parenthesis.

8. Discussion

In this work, we developed a non-parametric Bayesian framework for i.i.d. multivariate
data as well as multivariate time-series data, which provides a fundamentally novel way
to borrow information across samples, via a class of novel product of DP mixture priors.
The proposed approach employs multi-scale clustering to flexibly borrow information across
heterogeneous samples that bypasses restrictive parametric assumptions and the require-
ment of replicated samples. The method is implemented via an efficient MCMC sampling
scheme and computational complexity calculations are presented. The distinct numerical
advantages over existing methods are illustrated via extensive numerical examples. The
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proposed class of methods are shown to have desirable posterior consistency properties that
are derived based on novel sieve constructions and careful entropy calculations. Unlike
single-subject parametric VAR modeling (Ghosh et al., 2018) that relies on an increasing T’
to establish posterior consistency, the proposed Bayesian non-parametric analysis focuses
on posterior consistency corresponding to density estimation as n — co. While it would be
interesting to explore posterior consistency under our set-up as both T" — co,n — oo, there
are potential theoretical challenges to be encountered. For example, increasing the number
of timepoints T directly has an impact on the expression of the true density fy, as well as
on the form of fp(X). The latter has a direct impact on the sieve entropy (Theorem 4)
that is intricately tied to the sufficient conditions for posterior consistency in Theorem 2.
We plan to explore such aspects in future work.

While this work introduced several variants of the PDPM-VAR model, there are numer-
ous potential extensions that lie within our class of models. In particular, future directions
might investigate possible generalizations intended to induce sparsity in the parameter es-
timates. For example, a spike and slab prior could be used to model the autocovariance
elements, with the slab component modeled using a DP mixtures. Additionally, the models
could be generalized to accommodate even higher levels of heterogeneity, such as cluster-
ing individual autocovariance elements separately. However, such extensions may involve a
massive computational burden. The proposed approaches, particularly the rePDPM-VAR,
seem to strike a desirable balance between computational complexity, clustering flexibility
and model parsimony, with theoretical guarantees and appealing practical performance. Fi-
nally, we note that the proposed product of DP priors provides a viable improvement over
traditional DP mixture models and it should have wide applicability to other types of set-
tings that go beyond the VAR framework, which is of immediate interest in this article. We
expect to pursue these directions in future research. For example, the VAR model structure
could be relaxed to a dynamic linear model framework that can cater to non-stationary
time-series, using a set of lower dimensional latent time courses to model the observed data
(Sevestre and Trognon, 1996). Such an approach would potentially enrich the kinds of time
courses that could be described by incorporating time-varying relationships.
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Appendix

Appendix A. Proofs of Results

Proof of Lemma 1: An outline for the proof of Lemma 1 is provided, which follows similar
steps as the proof of Lemma 1 in Canale and De Blasi (2017). One may write K L(fo, fp) =
KL(fo, fr.) + KL(fp., fp) and then show that each of the terms in the right hand side
can be made exceedingly small with positive probability, for some compactly supported P..
The compact support for P, is taken as [—u*, u*]P x {£ € S:0? < N(¥) < 7%,1 <1< pl,
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for some constants u* > 0 and 0 < ¢ < &, and eigenvalues denoted as A;,l = 1,...,p, the
second term can also be shown to be infinitesimally small with positive probability.

Proof of Theorem 1: The proof relies on two parts, i.e calculating the entropy bounds
and calculating the prior probability of the constructed sieves, and then using them to show
the summability condition in Theorem 2 holds. We will illustrate the proof for the case of
M,, =1, and extensions to higher values of M, are straightforward.

First, we will construct sieves of the following form -

Fn = {fp P = Z Z Whlﬁah(,(suhl Shy - Z Th, <€, Z Tohe < €, and for

h1>1hs>1 h1>Hp he>Hy,
A1(X2
hoe < Hyn, 02 <Ap, M1 <a2(1+¢/VD)M, 1< AilZng) < nH"}, (15)
Ap(Zh,)
H2 . _ H2 .
Fnjl = fp€Fn: for hy,he < Hpynv(jny, — 1) = ap, j < |[|pp, || < @nyj = 0" gy,
_ A (Zp,) ! }
ke{l,...,K}, nho™l « 202000 < plns 4 16
(LK) e (16)

where M, = c72¢2 = n and H,, = |Cne?/log(n)] for some positive constant C, and clearly
Fn C U;j1Fnj1- Using similar techniques to those used in Lemma 6 in the Appendix, it is
possible to show the tail condition (2A) holds in Theorem 2, i.e. TI(FS) < e~*™. Further,
using similar steps as in the proof of Lemma 4 in the Appendix the distance between the

two densities fp, and fp, can be expressed as ||fp, — fr,|1 < €+ 3 h on. ]Whl S,)l

(2),_(2) (1) (1)
Ty Tt | T €+ 2oy ho<Hy Thy Tohy

g (e — 1)) — oo (o — ) H , where || - |y de-
o o 1

notes the L; norm. Using similar steps as in the proof of Lemma 2 in Canale and De Blasi

o . 1 1)~ 21|
(2017), it is possible to show that Hd)zﬁ) (x — ”Ezl)) ¢E(2) Xi — '“h H [ hy 2(;)1
(=) weE®d) M @ MED) .
{Ek v (2(2)) — log ™ (E(?) -1 + ZDHOh Oha [|2 2(2)) , where O(j’) rep-
resents the matrix of orthogonal vectors in the spectral decomposmon of W) j =1,2.
Finally, we need to establish an upper bound for the term >, 5 |w,€11)ﬁ(5_1,1 W}(Ll) ((72,)1
which is given by Lemma 5 as >, ,, _p 7?}(111)7?(1})10 7T}(121) (2 ) + ’1 (1—¢)? ‘, where 7 =

Th
(A= hsm ™))"
For a given fp € ./T"n,j] with P = Z Z 71',(11) [(r,)l 5(6(1 2(1)) and Eh = (OhAhO?D*l
h1>1he>1
where Ay, = diag()\h 1, ..+, An,D), we will construct another density, f5, where
P=Y 7Th1 o—h (9(1) £0) within the e-net and then compute the cardinality of the
hi>1h,>1 h1'“he
e-net set to derive an upper bound for the entropy of sieve F, ;1. To construct such a density,

we will choose:

1. fy,, € Ri,h1 =1,..., H, where Ry, is a e*-net of Ry, := {pu € RP : By, 5 S ]| <
fhyj}, such that ||py, — fup, || < 0,6, k =1,..., K, where fi, u, and g, corresi)ond to the
sieve boundaries in (16).
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2. {7tp, h,, h1,he < Hp} € A, where A is a e-net of a H? dimensional probability simplex
such that ZhhthHn |7}h1ﬁ'hd — ﬁ'hlﬁ'hg| <€, and 7T, = %,h < H,.

3. 0 € @h, where O}, is a dj-net of the set O, defined as the set of D x D orthogonal
matrices with respect to the spectral norm || - ||z with 6, = €*/(2Duy;) such that ||Op —
Onll2 < T6p.

4. (mp1,.,mpy) € {1,... M}P h =1,... H, such that A\y; = {g2(1 4+ ey/ D)1= 1}~
will satisfy 1 < /A\hl/)\h’l < (1 + 6/\/5)

Under this construction, it can be shown that ||fp — fz|[1 < C*¢ for some constant C*,
by employing some additional algebra and similar arguments as in the proof of Lemma 2 in
Canale and De Blasi (2017) and Theorem 4 in our paper. Further, the cardinality of the e-net
can be computed by noting that #(A) < e Hn for j = 1,2, #(0y) < 5};D(D71)/2, #(Ren) <
[(i—h +1)P — (%2 — 1)P]. Using these quantities, one can write the upper bound for the
exponential of the entropy bound as,

Ap, QAp, 5 2D _
(P T (S 4 )P = (22— Py [T {(Fg=t P
h =n

o, €
1SH7L =n hoSHn
1 D(D -1 DD -1 1
A exp {DHn log(M) + HZ log(-) + (2) 10g(nlh0) + (2) log()},
€ €

when n and jp, is large, and using the definitions of @ and a defined in (16), and follow-

ing similar steps as in the proof of Theorem 2 in Canale and De Blasi (2017) to show
(Hn+52)D .p_q
n 2

that [(;1:2/2 + 1)D — (5:2/2 — 1)D] < []’“} Further, using similar steps as

()P

in (33) in the proof of Theorem 5, we have I(F,5) < [I Py(|lpp,ll > nHa (i, —
hlSHn

D) Tl <, P (M (2)/An(E) > 0o D) S Ty cpp { (072 Gy — 1)) 0m 22200y

X Ih,<m, (nltna=D)THto 20" {nQH%(TH) [ <n, Gn = 1)_1(.7h1>2)2(7"+1)}
X{ I, <m, (nthe =1)) " o =0 }, for large n.

Finally, using similar steps as in Lemma 7 in the Appendix it is possible to show that
the summability condition in Theorem 2 holds. This proves the strong consistency result
for the product mixture of DP priors for multivariate density estimation.

Proof of Theorem 3: We will use the conditions in Lemmas 2-4 and Theorem 2 in Wu
and Ghosal (2008) to prove our results. Note that fo(X) = Hthl Jo(xt | Xi:¢-1)), where
Jo(xt | Xi:(t—1)) = fo(x1) for t = 1 by convention. As a shorthand notation, we will denote

]{g((’;)) = (fo/fp)(x) in the following proof. For any P € P, note that the KL divergence can

28



PropuUCT OF DIRICHLET PROCESS MIXTURES

be expressed as KL(fo(X), fp(X)) = [ fo(X)log ((fo/fr)(X))dxi ... .dxr

T
- /Hfo Xt|X1 t—1) log H fo/fP)(x¢ | Xq.— 1)))dX1...de
T
- /HfO(Xt | Xl:(t—l) {Zlog (fo/fr)(x: | Xlz(t_l)))}dxl ..o.dxp

=2 Ll;[t/fo Xpe | Xpupe—1)) dXp X /{/fo(xt | X)) log ((fo/fr) (%t | X1.4—1))) dx

X H fO(Xt’ ‘ Xl:(t’l))dxt/}]

t'<t

t—1
= {/KL fO(Xt | X1. (t—1 ) fP(Xt | X (t— 1 H Jo(xy ’Xl t— 1))dxt’ 1- dxl} (17)
=1
which is a sum of integrals involving Kullback-Leibler divergences of conditional densities.
In the following derivations, we will use the shorthand notation KLz r.y(x: | Xi:4—1))
to denote K L(fo(x¢ | Xl:(t_l)),fp(xt | Xl:(t—l))) where convenient. We will prove that
KL, tp)(Xt | Xi:(¢—1)) is infinitesmall (< ¢€) with positive probability pointwise for X.;_1)
for t =1,...,T, which will imply that the above sum on the right hand side of the equality
also becomes infinitesmall for fixed 7', and hence we will prove our Theorem.

As a first step, we will define P. on a compact set {® : —a < Ak(j,5") < a, k =
1. K, and || S0 Agxy gl < my x {Z €S :hp=m""<Ap(T) < ... < (D) <
M, t=1,...,T} = D} x D}, such that P.(D} x D}) = 1, for some m,n > 0. We will
construct P. such that it ensures that the upper bounds for the terms in the right hand side
of the above equality are arbitrarily small with positive prior probability:

KL, 1) (%t | Xre-1)) = ELgo, 1) (%t | X)) + K Lgp, ) (%0 | X)) (18)
Write r = >, Apxi—g, and t;t = [ fo(r | Xl:(t,l))d(r) and define ¢! fp_(x¢ | Xlz(t,l))

[[xl[<m

= / os(xe — 1| Xi.-1)) fo(reen | Xio—1y)d(r) > / Ghip (Xt — 1 | Xie—1)) fo(r | Xiie—1))d(r)

[Ir[|<m [[r]|<m
Ao (2)\ (D Ao (D). (D—
y ()\?((E)))(D D2 _y / Ot (0| X1:0-1)) fo (xt — Ohum | Xi.(—1))dO X (}\T((E)))(D 1)/2

[t ~Oh, || <m

where 0 = (x; — Z pe1 AkXt—)/hm, and the inequality in the second last step is derived

using the fact that (A)\D((EE)))(D 2 /2¢/\D Z)ID( x) < ¢x(x) < ()’\\;((EZ))(D 2 /2<z5/\1 5 (x). Us-

. AL(D) \ (D—1)/2
ing the above, we have KLz, r,) < (%(2))) KL(fO»fPEE )’ where fp .,

has the same form as fp, but with ¥ set to h,,Ip. Hence, the next step is to show that
KL(fo, fr.s_,, ID)(Xt | X1.(¢4—1)) can be made arbitrarily small with positive prior proba-
bility, point-wise for all Xy,;_1), which will help establish that the first term on the right
hand side of (18) is negligible with positive prior probability.
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Since when m — oo and hy,, — 0, ¢p,. 1, (Xt—szzl Apxi—r | Xl:(t—l)) takes non-zero val-
ues only when Zé{:l ApX_, — X¢, we obtain ¢y, 1, (xt—2£{:1 Agxi_i | Xl:(t,l))fo(Zﬁl Apxi_g |
Xl:(t—l)) — fo(x¢ | X1:¢-1)) as m — oo and hy, — 0, which also implies fPoscnniy (x¢ |
Xi.¢—1y) = fo(x¢ | Xi.¢—1)), point-wise for all X;.;_y. We will combine the above con-

Jo(x¢|X1:(t—1))
IPe s p 1, Kt X1 1)

vergence with the fact the log ( )) is bounded and integrable (as shown

in the sequel) and subsequently apply the DCT to achieve our result. As a next step, note
_ Jo(xe|X1:2-1))
KL(f07fPe,2=hm1D)(Xt ’ Xl:(t—l)) - HXtimH fO(Xt | Xl:(t—l)) 10g (fP57z;:}Lm1D (xt‘Xl:(t—l)))dXt +

fo(x¢|X1:t—1))
(xt‘Xl:(t—l)

f Jo(xt | Xl:(t—l))log (fp

||x¢>ml| e, S=hmIp
Proof of Theorem 2 in Wu and Ghosal (2008), for ||x¢|| > m, we have fp,
Xi:t-1)

))dxt. Using similar arguments as in the

E=hmIp (Xt ’

K
> tm / D1 (¢ + mxy /|[xe|| | X1:e1)) fo(r | X1:(t—1))d(2 Apxi_p)
=1

1225 Arxe—kll<m

K
= Ohtp (Xt +mx/||x4]]) X { tm / fo(r | Xig-1)d>_ Apxei) }
k=1

[ 25 Arxe—rll<m

=1
= Ghydp (%t + mxe/||3el[) = ", (mxe +m' 0/ ||xil[) > (x|, (2] |x).

Similarly for ||x|| < m, it is possible to show that given a constant § > 0, fp,
Xl:(tfl)) =

S=hmIp (Xt |

CH I 5f0(r | X1.(¢—1)), using similar steps as in the proof of Theorem 2 in
r—x¢||<

Wu and Ghosal (2008). Hence for a given constant R < m, we have

fO(Xt|X1;(t71))
*
ri=log <c|riftf|<af°(r|xl:(t1>) o el < R,

Jo(x¢|X1:(t—1)) *
max { log <|Xt|7’¢1D(2||Xt||xt)>’rl} HXtH > R.
(19)

log < Jo(x | X1:(t71))

= X ’X (i S
fPf’E:hmID (Xt | Xl:(t—l))) 5( by ALt 1))

Further note that fPe,z:hme (x¢ | Xy:(¢—1)) < Mty which implies log (f

Pe,Z:hmID(

log (%W), where ¢7 = [ fo(x¢ | X1.(t—1)) the lower bound is < 0. Combining
[Ix¢][<1
this fact with the upper bound in (19), it is possible to write

KL( Jo(xe | X1:¢6-1))
fPe,E:hmID <Xt ‘ Xl:(t—l))

Jo(xt|X1:(t—1))
>
Xt\X1:(t—1))) -

) < /fo(Xt | Xiy:¢—1y) max {&(xs; X1,¢4-1)), | log (Ajo*)}}
i
Using assumptions (A42)-(A4) and similar steps as in the proof of Theorem 2 in Wu and
Ghosal (2008), it is possible to show that the RHS is bounded, point-wise for all Xy.;_y).
Hence using DCT, the term KLy, r, )(Xt | X1:(t71)) can be made arbitrarily small

e,.S=hmIp
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with positive prior probability. Therefore, we see that for any e¢ > 0, there exists me
A D-1)/2
such that KLy, fp) (%0 | X1p) < (RGP D2k (x4 | X)) < €/2.

Ap(X) fo’fpe,z:=hm€1D
Hence the first term in (18) is bounded by €/2 with positive prior probability.

To show that the second term in (18) is negligible, we will demonstrate that the con-
ditions in Lemma 3 of Wu and Ghosal (2008) are satisfied. Using similar arguments
as in Wu and Ghosal (2008) as well as the proof of Lemma 1 in Canale and De Blasi
(2017), it is possible to show that the weak support of IT* contains any compactly sup-
ported P. Since P. is compactly supported by definition, it belongs to the weak sup-
port of IT*. Next, condition (A7) of Lemma 3 in Wu and Ghosal (2008) requires log(fp.)
and logA inf E(ﬁg (x¢ — K Apxi_i) to be fo— integrable. Note that for |[x¢|| < m,

1. AK,
logA17~-i~r711£K7E (bZ(Xt a Zf:l AkXtik) is bounded, and for HXtH > ™ A1,..i.r,1z£K7E ¢Z(Xt B
—, 2
Zle Apxi_p) < ]\4_D¢(exp{—742‘7‘;;’5_‘7‘7 ), which is fy integrable. A similar upper bound

can be applied for bounding |log(fp,)| for ||x¢|| > m that implies that |log(fp.)| is fo inte-
grable, which satisfies condition (A7) in Lemma 3 of Wu and Ghosal (2008). Note that the
above statements hold point-wise for all Xy,;_1).

Condition (A8) of Lemma 3 in Wu and Ghosal (2008) corresponding to the second term
in (18) is clearly satisfied since the multivariate normal kernel ¢y (xt — Zszl Akxt,k) is
bounded away from zero for x; in a compact set of R¢ and (Ay, ..., Ax, ) € Df x Di. To
show condition (A9) in Lemma 3 in Wu and Ghosal (2008), we will need to show that the
kernel ¢y (x; — Zle ApX;—r) is equicontinuous as a family of functions of {44,..., Ax, X}
for x; lying on a compact subset of R” and conditional on given values of X 1:(t—1)- Note
that for two distinct sets of parameters (©,) and (@',%),

K K K—1

on (Xt - Z Akxt—k) - ¢2; (Xt - Z A;gxt—k) < |¢w (Xt - Z ApXy_f — A/thfK)_
k=1 k=1 k=1
K K1 K

o5 (x¢ — Z Arxi—g) |+ |osy (x¢ — Z Arxig — Aexi— i) — sy (%t — Z Apxi—i)|- (20)
k=1 k=1 k=1

The first term in (20) can be shown to be arbitrarily small when (A, ¥’) lies within a
small neighborhood of (Ag,X) (or equivalently Axx;_k is in a neighborhood of A% x;_x
pointwise for x;_x, and ¥ lies in a neighborhood of ¥') for x; € C € %P, where C is a
compact subset of $#, using arguments similar to the last part of the proof of Theorem 2
in Wu and Ghosal (2008). The second term in (20) can be decomposed using similar and
repeated iterative steps, and hence shown to be arbitrarily small. Hence the equicontinuity
condition holds, and all conditions of Lemma 3 in Wu and Ghosal (2008) are satisfied, point-
wise for all Xy.,_1). This implies that the second term in (18) is less than or equal to €/2.
Combining this with the upper bound on the first term in (18), it is possible to show that
KL(fo, fr.)(xt | Xi1;¢—1)) < €, point-wise almost everywhere for Xj,;_;). Combining the
above results and using the expression in (17), we have K L(fo(X), f(X)) < e. Finally, we
note that this bound holds with positive prior probability under the PDPM-VAR, lgPDPM-
VAR and rgPDPM-VAR models, thus yielding the desired result in Theorem 3.
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Proof of Theorem 4: The proof of this result is based on modifications of the arguments
in the proof of Proposition 2 in Shen et al. (2013) and Lemma 2 in Canale and De Blasi
(2017). We will show that for every fp € F,j, it is possible to find another density fpz
belonging to G (the e-net over Fn 1) such that [|fp — fp||l1 < €. Since N(e, Fnj, || - |[1) is
the minimum cardinality of the e-net over F, j, we will be able to obtain a desired upper
bound on the entropy if the number of balls required to cover the 6 net Q is bounded. Let us

consider P = Y Y m)all) 8 (9(1) sy and Pz = > mlal, 2o ) 52)): Using
h1>1hs>1 h1>1hs>1 ho

Lemma 4 (elaborated in the sequel), the distance between the correspondlng densities can
be expressed as

1 2 2
HfP1 - fP2H1 < 262 + Z |7T c(f,l)zg - 7-‘-](1»1)71—5',2[»0‘ +4e
h1,h <Hp,

K
s (x ZA H¢E<2) ZA Xtk k
k=1

Let us first investigate the upper bound for the last term on the right hand side of (21).
Note that

o

hl7hUSH’n

21)

T K T K
[Téswx=>" A,(Cl,,)n k) = | [ ¢ (xe — Aj] ,)“ k)
t=1 @ k=1 t=1 @ k=1 1
T K T K

< H by (%1 — Z A,(f,)“xt_k) - H by (%1 — Z A;(.C })“Xt—lc)
t=1 v k=1 t=1 v k=1 1
T K T K

| T (e = Y- A xes) = [T g (e = AR xes) | (22)
t=1 v k=1 t=1 v k=1 1

using the triangle inequality. The first term on the right hand side of (22) can be bounded
above using the following steps. In particular, the first term is <

K K
s er = Al xr0 g Z&WWk}H%@ - Afxe)
k=1 k=1

1

K K K
s or = 32 4 ) { Tl o= S A1) = Tl g~ S a0
k=1 k=1 k=1

(23)

e

The first term in (23) may be written as [ { J H¢E(2) (XT Ek 1A hle—k) — Pg2) (XT —
ho ho
K 42 T-1 K 4D o 2
k=1 Ax hlek)} dXT} [li=r ég@ (Xt k=1 Ak,hlxtk> dxr-1...dx;, whichis < ——=—7 e

f f { ‘ Zk,‘ 1 (A’(ﬂlhl - Agi‘zl)”Ll)XT_k X HZ—’:_II ¢Z;LQ) (Xt - 2521 Agcl}l,lxt_k) }dXT_l e Xm’
where we have used the well-known result ||¢x (x7 — p1) — ¢5 (x7 — po) |1 < ﬂ\/ﬁ |ty —
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Wol]. One can write

2
—V POAID D { oo (A @) — AR (1, l'>)xT-k,w}

K 1 2
L (A0, -0, )

#zi{_lzf_l(zﬁ_l( o (11 — A,&?L(z,z')))nxT ell2 = /S0 lvee(AL), — A2 )12 x [lxer—i 2

< Zszl ||vec(A I(C Zl A,(f})Ll)H X ||x7_k||, where the second to last inequality is obtained using
. . K * K *

Cauchy-Schwarz inequality, and the last inequality uses the fact > ";-; (a*)2 < (31—, |a* k)2

Hence, the first term in (23) has an upper bound 2(77@/)\1)(25120)))_1 x K*, where K* =

1 2 - 1
S vee(AR, = A f {||xT_k|| I g (xe = oo Ay, Xe-w0) }dxH . dx
- T-1 K 4
Using Cauchy-Schwarz, ||xr—kll TT;—; ¢E;(12) (x¢ — >y Akfjhlxt_k/) dxp_1...dx; <
2
\/>>< \/Cl(Tk: WhereC f Ht =T—k+1 2(2)( Zk/ 1 k’ hlxt k’)} dxp_1...dXp_jy1
2
and Cp.(p—p) = f HXT—kHQ{HtT:lk £ ) (x¢ — YK A , xt_k/)} dxp_ ... dxq.

(2)
Noting that ¢y (x) < (%)(Dfl)/zqﬁ,\l(z)b (x) and the fact that ( ((2 (2)))> < up, for

all densities belonging to J,, j1, one can write ¢ < f { th_Tl—kH(Uh[,, )= /2¢ =) (x¢

2
K (1) S o (ung )P DE
> A Xy dxp_1...dxp_ = (*x~2eo || X
k=1 by Xt k’) T—1 T—k+1 C )\gk/z(zg) t= T k41 ¢%/\D(Z§i))[p( t

R = (D-1)k .
k, 1 A,(C,) xt_k/)de_l ...dX7_g11 o, which is equal to (* x (Zg‘;’}gw since the integral
D ho

is one, where (* is some constant.

Next, we need to derive an upper bound for (. (p_g). Note that (. p_p) < ¢ X

(ung )P~ DTk 2 (1)
BV =Preen llxr—il? TTi—; ¢1A 1 (=300 Ay Xeowe ) A pdX gy - dxy =
AD &5,
C*le here (* is some constant and [ denotes the integral te
D(T*k)/Q( (2)) 1:(T—k), Wher 1s some constant and 1y,(7—g) den ntegr rm.
2 g (u Y(D-1)k (thy | Y(D—1)(T—k)
Therefore, K* < 371, [[vec(A ;)1 Az(g ;ll)HX\/C* X W X (¥ X MT%@))II:(T—IC) =

)(D=1)T/2

G [vec( AL — AD) || Ww x /Tr-r_p)- Recalling that Ij,(p_g) =

_ 1
f {HXTle Hthll A (D)1 (Xt — 25:1 Al(c/,)hlxt—k’)dXTl}dXTQ ...dx1, we note that

2
I.(7—) can be bounded using the relationship E(M) D—i—zl, 1 < 25 1 Ak')h1 v, -)xT_k_k/) <
2

Iap (252
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D+ K@%th(zgzl DHXT,]C,MHQ). In other WOI‘dS, Il:(T—k) <

D , K T—k—1 Koo
EAD( ( )) + Kahl Jj / ( Z DHXT—k—k’H H ¢1AD 2(2) Xy — Z A(’,)hlxt_k,)deikil codxy,
k'=1 =1 k=1
D 2 _ * D 2 — Tk
= 5)\D(Z§LL,)) + KDa%n,jIL(Tfkfl) = EAD(Zgbg)) + KDG%LL]'{Il:(Tfkfl) A+ (T—k—1), K

using Cauchy-Schwarz inequality and the sieve constructions, and where I7, _, ;) denotes
the integral in the first line of the above upper bound, which is decomposable into K different
integrals denoted as {I (T—k—1)10 " I r—p—) K} For k' =1, the term I 1{(T—k—1),1 I the
above integral can be wrltten as

/HXT k— 1” (Z51>\ (2(2) (XT k— I_ZAk/hlxt k—1— k’)dXT k—1
k'=1
T—k—2

K
X / { H ¢1)\ (2) Xt — Z Ag?hlxt—k’)dXT—k—Q - dxl}

t=1 k'=1

D 2 — * D 2 — T T*
< gAD(EEZU)) + KDaj, I g9y = EAD(Eéa)) + KDaj, ;< {Iiyr_ o1+ + g9y i)

using similar notations as previously used. Similarly, when k' = 2, the term I L(T—k—1),2 1

the upper bound for Iy.(7_) maybewnttenas[*(T k—1),2 %)\D( ())—i-KDah jI*(T K—3) =

%)\D(Zg) + KDahl’j X {[{‘:(Tikig),1 +...+ Il:(Tfka),Kh using similar notation as above.

The number of terms in the above expression can be derived via a decision tree. For lag
K, the total number of terms will be less than or equal to K7 ~1. In the special case when
K =1, the upper bound for Ip_; is given as

1 2 _ _ _ _ _ _
Liry < D2/\D(Z§LU)){1 + KDaj, ;+ (KDaj, ;)* +...+ (KDaj, ;)" 2} + (K Daj, ;)"
< DAp(EP)(KDa3, ;)72 + (KDa}, )"~' < &*(KDa3, ;)" ", (24)

where ¢* is some constant. Given that there are a total of K7 ! terms, each being bounded
as in (24), the total upper bound for lag K is given as

2 _ — _ _ * _ _ _ * _ _
Luryy < DAp(EY))(KDa3, )72+ (KDa}, )" < ¢(KDaj, ;)" x KT~ = ¢*(K?Daj, ;)T

Hence using previous calculations, K* < (D%*H) X { Zk 1 HUGC(AS?H —Af,)ll | (uhml)T(Dfl)/Q %

(DK2ZL%“ j)T_l}. The second term in (23) is equal to

¢E§L2U) (XT_Zk:I Al(f,i)nxT—k) { Hthill ‘15253 (xt—
ZkK:1 IE:li)let k) HtT;ll ¢2(2>( Zk 1 k hlxt k)} = H I_LST;l1 ¢2§f) (thszzl Al(ii)nxt—k)*
1 o

- K 2
Hthll ¢g;f> (Xt = ke Agc I)nxt—k)

= 1. Hence the
1

, since
1

Dy (er = Y40y A, xr-)
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first term in the upper bound in (22) can be written as

1 2 .
o < LK wee(AL) — AP) | (up, ) TPV
~ ¢ o DT+

K
2
s (e = 30 Ay %) H%w ZAIE i)
k=1

x (DK%a3, )T

1

JTD+1

—1
< C**TZ l|vec A;(f,;)n _ A’(fgll)H(uho’l)T(D—l)/? y { Tn Tl} (25)

using similar steps to obtain an upper bound for

T-1 K 42
IT= g;f>(xt—2k=1 kl)zlxt k)

T-1 1)
[T ¢g;f>( Zk 1A§€ hlxt—k) -

. For the second term in (22), note that
1

T K K
I ¢ (xe - Z k tht k) H ¢E(2> =y ASZLlthk) <
t=1 k— 1 1

T K K

H S, (¢ — Z Ak Jhy Xt = k) H ¢E<2> Xt — Z A,(Cl,,)“xt_k) +

t=1 k=1 k=1 1

T K K .

[10s,, (e =3 AL xe- Iww YAk o
=1 k=1 o =1 1

mmi%:@ﬁﬂi@ﬁj,mmﬂzGﬂA%mgw ,j = 1,2 Using
Csiszar’s inequality the first term in (26) <

T A K
/ /bg( <152,L (xe — X5 Ap Xtk ){H¢zh Z ktht ) }de..
k=1

1)
t= 1¢2(2> (Xt Ek 1A§gh

= QXZ{logdet( 12(2))—1—15 (( ()) Shy) D}
t=1

LR ) A

- ;C;{Ad@,?)) log(Ad/(zéi)))_l}

. dX1

(27)

Similarly, the second term in R.H.S. of (26) < \/2le {log det( E( )) + tr((Z( )) 15, ) - D}.

Using similar steps as in the proof of Lemma 2 in Canale and De Blasi (2017), it is possible
to show that the second term in the R.H.S. of (26) (and hence the last term in the R.H.S. of
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»(1)
(22)), has an upper bound given by \/QTHO}S O}(i H2 2(1>))

Wéli)za 7r,(L1 (2) _|'in (21), which is given
1

—(1—¢)?

Finally, we need to estab-

lish an upper bound for the term >, , |7rh1
~ (1) ~(1) (2) (2)

~ Th
n 7Th1 ﬂ-o'yho' 7.rhl

+ y Whereﬁ':m.

by Lemma 5 as >, , -y

For a given fp € F,5 with P = > > 7Th1 ((7,)1 5(@(1) S and ¥ = (OpALOL) !
h1>1hy>1
1_(

where Aj, = diag(Ap 1, ..., An,p), we will construct another density fp with P= > T a})l 5(6“) 2(1))
h1>1hs>1 hy " ho
within the e-net and then compute the cardinality of the e-net set to derive an upper bound

for the entropy of sieve F,, ;1. To construct such a density, we will choose:

1. Ak,hl € ﬁhl,hl =1,...,H, where T:’,hl is a e*-net of Ry, := {4 € RP*P . ap, j <
llvec(A)|| < ap, ;}, such that ||vec(A)gn, — vec(A)pm || < €, k=1,..., K, where
% U'TD+1

€ = me =n — using (25) and the fact that o, < 1 for large n.
2T(uhg,l)T(D_l)/2 (DKQah ])T 1 g( ) =n g

2. {fp,Th,,h1,he < Hp} € A, where A is a e-net of a H? dimensional probability simplex

such tAhat ZAhlyhaSHn |ﬁ;h1ﬁ-ha — ﬁ'hlﬁ'ha| <€, and 7 = 72}&}1 - h < H,.
3. Oy € Oy, where Oy, is a dp-net of the set Oj, defined as the set of D x D orthogonal
matrices with respect to the spectral norm || - [|2 with 8, = €2/(2Duy;) such that ||Of —

Onll2 < T )
4. (mpa,empy) € {1, M}P h = 1,.., H, such that \,; = {o?(1 + e/ D)1=t
will satisfy 1 < /A\hl/)\h’l < (1 + 6/\/5)

Using this construction, the term in (27) is shown to be bounded by 4 /| T' 2321 { (M — 1)2 }

Ah,Dfd’+1

Moreover under this construction, it can be shown that ||fp— fp e for some constant
C*, by employing some additional algebra and the above arguments. Further, the cardi-
nality of the e-net can be computed by noting that #(A) < et for j = 1,2,#(0p) <
(5,;D(D71)/2, #(Ren) < (2 + 1)P* — (% — 1)P*]. Using these quantities, one can write the
DH,, —
e

upper bound for the exponential of the entropy bound as < (M) H: % KC*, where

Qhy ap, 2Du _
[T (%2 )™ (B oy [T (g0

h1<H, ho<Hp,
* G D? * ‘ p2\ K
[T (2= e ] {(Chl’”“”“h“l) (P ) }
2
€ g, € g,€
ho‘SHn hlSHn =n =n

T-1
DK?a? .
and Cy;, = 2{T(up, 1) DP"V/2} x (U%g;)
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Proof of Corollary 1: For computing the sieve entropy bound corresponding to lgPDPM-
VAR, note that using similar calculations as in (21), one can show that |fp, — fp,|[1 =

K
ZZ Z (Hﬂ—’(;’)hk U, E(D ZAkhlkXt k HQSE(? ZAk’hlkXt k

hi1 hix ho<Hp k=1
K

K
+55 3 (T =) ff;lg (T 72, )78 |+ Kef + Ley, (28)
k=1

hi1 hikg ho<Hp k=1

for some constant L. Using similar calculations as under the PDPM-VAR case, N (e, Fy j1, ||-

H,
i G a 2D D(D—1)/2
1) (%) THC Tay (3407~ (232217 L, (2244} <
H,, *% = *k
MD 2Duy, . D(D—1)/2 (4K Cr gho, Ahyg,g D2 Cy jihe, Lhygod
( ok ) xITn,<m, {%} [le=r I <a, {(%H) _(IJTN_

€1

D? _ 9 ) Tlup, )T DE-D/2 2 9 2 T-1
1) } where hl] hoy — 77{ oD X (DK maX{ath, B thvJ}) ’

Similarly, for computing the entropy bound corresponding to sieves in the rePDPM-VAR
model, note that using similar calculations as before, one can show that the densities satisfy

*(1 1 *(2 2
Mo = falli= S o 2 Then, | (T mdfh’ld,)wé,za—(Hé?:mdf,;fld,wrﬁ,ig +

h11<Hp, hi1p<H

> zhm(m VT )

h11<Hp hip<H

T K (2
[1iz1 ¢g§f> (Xt - Zk:l Ak,l)nl,...,hldxt*k)

K 1)
E(l) ( Zk:1 Alg,hll,...,hldxt_k) -

’

+ Kelf €y + Lieg, for some constant L3. Similar

1
calculations as before yield the bound for exponential of the entropy N(e2, Fpj1,|| - ]1)) as
MPNHn 2DUhq D(D—1)/2 hld/,y Lhy g DK M
S<6D> II (=== H IT {« _(T_l)} S|
2 ho <H, d'= 1h1d/<Hn 2 €2
~ K
2Duh ) D(D 1)/2 h1] ! Ahy 41, p CZI ho 1 @Ry g b
X A | | ==prer e q 29
II 5= 1 Py e (29)
ho<Hp, d'=1h,y<Hp,
s _ 2 ) Tlup, )T DO/ 2 =2 a2 T-1
where CF, . = w{ oIP x (DE*max{@y, ;- 8y,8)

Proof of Theorem 5: The proof follows using Theorem 2 and the entropy bounds estab-
lished in Theorem 3. For the case of PDPM-VAR, consider the sieves

Frgl = {fp € Fp i for hy, hy < Hp,n™i(jn, — 1) < |Jvec(Agp,)|| < 0, , VE,

A2

hi>1he>1 hi>Hy,

A

E Tohy < € for he < H,y, gi <Ap, A1 < g,%(l + 6/\/D)M”, 1< —/\1 < nH”}, (30)
D

ho>Hp
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where M, = 07222 = n and H, = |[Cne?/log(n)| for some positive constant C, and
clearly F,, C Uj1Fnj1- Comparing to the notations used in the manuscript, we note that
ay, ; = 0" (jn, — 1), a@p, ; = n'™jp,, and up,; = n'e, for integers (ji,...,jm,) € N and

(ll,...,lHn)E{l,. H}

Using Lemma 6 in the Appendix, it is clear that condition (2A) holds for the PDPM-
VAR. Next, we will derive the entropy bounds and the complement of the prior probability
for the sieves and illustrate that the summability condition (2B) in Theorem 2 holds.

Now, using Theorem 4, the upper bound on the entropy term is < (MP efcl)H" X

Ccr Ghq,j 2 cx Q. 2y K
2Dupg i \D(D=1)/2 4os jox _ Mgt "I D Pjoha 71 D
th—l 520 } xK 7IC th 1 ( g€ +1) _( g,€ _1) ’

) _ D2 a D2 K
. N N KD Qhy j A,y j
1.e. ,C ~ H (Chl’j,hgyl) { (0’16] + On(1)> — (0’16‘7 — On(l)) }
zn =N

hlSHn
D2 a D2 K ,
* KD? apy, Ap, 5 _ _ KD2H,
$ T @ { (22200) 7 = (22 -0) L s qungm ey
hlSHn -n
— T-1 2 2 9 K
2 DK?a@? . KD T D ar . - D
X H [ <T(Uh0,z)(T)(D_1)/2> % ( ;ZBJ) ] (ahl,y + 1) _ (hm B 1) (31)
h1<Hp, T Qn Qne Qn6

where 0,(1) is a vanishing term with increasing sample size. Using similar steps as in the

proof of Theorem 2 in Canale and De Blasi (2017), it is possible to show that [( Ghig 4

an€/2
K (H +27)D2 p2_11K
D? ahl J D? " © Jh1 -
1) — (U i 1) < 0P , when n and jp, are large. Hence, when n

is large enough,

2-2 \I'-1,Kp2 D2 p2) K
21 (DK?aj, ;) g g\ (s
T ol'D 0,€ €

(Hi+55)D? .p2—1\ K DK2G2 N\T-1 KD?
< {n 2 ]h } % |:2T< hl,j) X (O’n)_TD:|

( )D2 s g,
(H2+35:)D? .p2—1
N C{n 2(2)D2 in } " (n2H72L+1/(262)j]%1)KDQ(T—l) % (7,LTD/<:2)KD2 < C x (1)KD2 y
; €

)2KD2(T—2)+K(D2—1)

exp {HgKD2(2T — 3)log(n) + E (KD*(T — 1) + TKD?) log(n)} x (jn1 ,

C2

where C is a constant independent of n. Further,

2Du _ 2
{%}D(D 1)/2{(uhml)(T)(Dfl)ﬁ}KD Hn _ C1 (up, )PP~ D/2HKD? Ha(T)(D=1)/2
~ C1 exp { (D(D2_1) + KDQHn(T)DQ_l) log(nl’w)} « (%)D(D*U7

for large n, where the constant C; that does not depend on n.
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Hence we have
< cHn G
N(G,]:n,jlvH‘Hl),\,Cl €xp DHnIOg(M>+Hn10g?

X @m{HmzKD%T—2y+KD%bgm442%KD%T—1}+TKDﬂbgn%

Hn(KD?+D(D-1))
» { H (nlhg)MJrKD?H (T)Zl}{ H (jhl)QKDQ(Tz)JrK(D?U} » <1> (32)
ho<H, hi <Hp ¢

Further, under the specification Pj' (A1, ..., Ax) = H,I::l Py (Ayg), we have

M) < [ P (lvecAnl] > 0™ Gy — 1), v&) T P (A(2)/An(E) > nleD),

h1<Hp he<Hp
< H {(nH’Q‘(jhl _1))_1(jh122)2(r+1)}K % H (n(lhcfl))*l(zh[,zlw
h1<H, hoe<Hp
~ {n—QH;"’L(r-&-l)K H (jhl . 1)1(jh1>2)2K(r+1)} « { H (nn(lha—l))—l(lhax)}’ for large n. (33)
h1<Hp he<Hp

Under Lemma 7 in the Appendix, we can show that for the PDPM-VAR,
ZjhleN Zlﬁlh,,an \/N(Evfn,jhlth)H(Fn,jhllhg)e_(4_c)n62 — 0 as n — oo for a suitable
choice of constants. Hence the condition (2B) in Theorem 2 is satisfied and the strong
posterior consistency result is proved corresponding to the PDPM-VAR model.

To prove the summability result for the lgPDPM-VAR approach, consider the sieves
defined in the manuscript as

Fn = {fp P = Z Z Z To,he Hﬂ'khlk 5®hlk’2hff : Z Thyae < e, 1 <k<K,

h11=1 higk=1hs=1 hi,1x>Hn

A (2
> Ton, < €205 < Ap(Sh,), A (Sh,) < oo (1 +¢/vVD)M 2a(Zhy) <n'", h, < Hn}
ho>H Ap(2n,)
Fnjl = {fp € Fu: for hay,... hag < Hoyn' (G, — 1) < [Jvec(Apn,, )| < 0y, (34)

b))
and for hy < H,,,n'~1 < AM(En,) < nlhv}
Ap(Zn,)

Now note that the prior probability on the sieve F,, satisfies

K
<PT< Z 7Tghd>61>+ZPT< Z Wk,hlk>51)+an2*<)\D(Z)§O'$L>+
k=1

he>Hy, hix>Hn
* 2 M * Al(zha) H, —b*n
H, P M(2) >0 (1+e/VD)Y" | + H Py | —=25 >n" ) Se P m,
Ap(Zh,)
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using similar techniques used to derive (37) in Lemma 6 of the Appendix. Hence, condition
(2A) in Theorem 2 holds. Further, one can rewrite (33) as

I(Fpj) < { —2H3 (r+1)K H H (G — 1<ﬂ'h1k22>2(r+1)} X { H (n“(lho_l))l(lhg>1)}’

k= 1h1k§H hdSHn

for large n. Moreover, using similar steps as in the proof for Lemma 7 corresponding to the
PDPM- VAR model, it is possible to show that the entropy bound in Corollary 1 satisfies

N € Fag g T DI Fag 1)

CHm exp {Hn 10g(%) + %(KD2 +D(D - 1)) 10g(€1)}
1 1

2
X exp { Cne (D + LKD?(T 14 TD))} « A (DT —2) 45 D2 —r) ~K I,

2 2co
2 L(p2 ; (r+1)
y {H [T (a2 =244 1)}{1—[ I G, -1 Ly, 22) }
k=1h1x<Hp k=1h1x<Hp

DO-D | kD2H,(T-1) 22
< T1 {nlh(,} X{ I (nrs(lh(,—l)/z)luh(,m}.
ho<Hp, ho<Hp

Using the above expressions and similar arguments as in (38), it is straightforward to show
that condition (2B) in Theorem 2 holds. Hence the result is proved.

The proof for the rePDPM-VAR proceeds in a similar fashion by noting that the prior
probability for the complement of the sieves defined in the manuscript can be written as

A1(X
I(F;) < Hy Py (Al(z) >o2(1+ e/\/B)Mn) + H,P; (Al((zh)) > nH) + H,P; (AD(E) < 03;>
D\~h,
—|—Pr< Z Mo he > €2> +Pr< Z T hyy > 52> + ...+p7«< Z by > 62> < et
ho’>Hn h11>Hn h1D>Hn

using similar techniques used to derive (37) in Lemma 6 in the Appendix. Hence, condition
(2A) in Theorem 2 holds. Also define F,, ;1 such that F,, C Uj1F;, ;1 and

2, . 2,
Fnjl = {fp € Fn tfor hi1, ..., hap,n"™(j, , — 1) < [Jvec(Agn,, )l < njn .

d =1,...,D, and for hy, < H,, nMo"1< M1, <nlo b (35)
Ap(Eh,)

Given the entropy bound in (29) and using similar calculations as in Lemma 7 for the PDPM-
VAR case, it is possible to show that (2B) in Theorem 2 holds. The strong consistency
result follows under rgPDPM-VAR once conditions (2A4)-(2B) in Theorem 2 are satisfied.

Proof of Lemma 2: For the case with independent double exponential priors involving

shrinkage parameter A, note that P<a2(k, ) < (@) for all 1 < k1< D) < P(||vec(Ag)|] <

D27
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z*). Further for large positive 2* > D, and denoting m(s | A) = 2v/Aexp(—v/A%)

pr <a2(k,l) > (”;)2) :P<|a(k,l) ( *)> :Q/jD/\/z%exp(—la?)w(s 1 2) ds da

<2/Wexp(_;8(x*/p)) (3|Aczs<2/r exp(— ( “Jd))m(s | \)ds

= 2exp(—A|z*/D|) = 2exp(—Az*/D) < (z*/D)™*

The above implies that 1 — (z*/D)™* < Py (az(k,l) < (xD*2)2> and further that (1 —

(z*/D)~P* < py (aQ(k,l) < @F forall 1 < kI < D) < Py(|jvec(Ay)|| < *). This

implies that P (|jvec(Ag)|| > z*) > 1 — (1 — (z*/D)")P*. For large z* and choosing A
large enough, one can use the binomial expansion to write (when D is even)

D2(D? —1) D2 -2

1-(1- (x*/D)iA)D2 =1- {(1 - D2(:r*/D)*)‘) + f(z*/D)—zx (1 _

2 2 _ 2 _ 2 _
DHD? = 1)(D = (D 3>(x*/D)4A<1_ (x*/D)A>+...+

292 _ 2 (D? - 2
PO D B O D ooy = (e /D) - 5 )7

(@ /D)) +
D? -4

for large z* and A such that 1— D?(x*/D)~* > 0 and for some positive constant x*. Similar
calculations hold for odd D.

Further, when Pj(vec(Ax)) = Np2(vec(Ag); pu, A), A ~ IW (Ag,v)), the resulting dis-
tribution follows a multivariate t-distribution. Hence one can write Py (||lvec(Ag)|| > =*) <
(a:*)(”*_DQH)/Q, using arguments similar to those in Canale and De Blasi (2017).

Appendix B. Additional Lemmas

Lemma 4: The distance between densities fp, and fp, under the PDPM-VAR can be
expressed as

1 2 2
i — frll <2+ S0 faal) —aPal) |4 de
hlyha<Hn

K K
2“) Z A H ¢2<2> Z A
k=1 k=1

T

hlvhUSH’n
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Proof: ||fp, — fr,|1 =

T K T K
DI A | ENTICED SRIVESYEED DI sea il | ENEICED PR i ][!
hihe>1 t=1 7 =1 hi,ho>1 t=1 k=1
1,_(1) u = (1) (2),_(2) a =
= > T on, 114 z<1> =Y AL X > o, H¢z<2 = DAL Xk
hi,he>Hpy, t=1 k=1 hl,h >H, t=1 k=1
1_(1) - - AL (2)
+ > e {10 £ (% Z k) H¢z§2> ZAk:th k
hi,ho <Hp t=1 k= ‘o
K
D S ) | LYACED o EIED R (b ol o 0
hl,hU<Hn ho k= §'=1,2 ~ hi<Hp, ho>Hp,
K o K
HW YA+ XY A [Ty <xt-zA;g,;xt_k>}
ho k=1 h1>Hp he <Hn t=1 o k=1 1

The upper bound for the right hand side of the above equation may be further written as
(7" 40" (1),_(1)
2 ji=12 { S T T || T Gy (Xe— St Afpy Xe-k) H } 2 ki ho <Hn Thy Tohy
1

T T 1
HHt:l ¢2§11)( Zk 1 khlxt k) | ¢Ef)( Zk 1 khlxt k)H +Zh1,hg<Hn <7T!(z) a})zo

1

2) (2 T K 2 i’
21)75(;,1)10> H | ¢g§f) (Xt*Zkzl Al(c,i)zlxt—k) ’ +Zj’:1,2 { Zhlan > ho>Hy, 771(1]1 )ﬂ-trh X Ht 1 ¢E(] >(
K K
Agjh)lxt—k) ) T D hisHy Dby <Hy 7Th1 a’hg Ht 1 ¢E(a n(xe = Al(cjh)lxt—k) ,

The right hand side of the above can be further bounded as 32, , 7rh1

‘Ht 1 ¢Z(1 (Xt—

1) (1) (2) ()|,

K (1) T K 4(2)
—1 4 hlxt_k)_nt:l ¢g<2> (=2 k1 Ay g Kt— ) ’ 2 b ho>H Thy Tohy T2 ho>H Thy Tooh,
m_(1) __(2)_(2)

(4" (4" (")
T oo~y Toha | T 2o ji=1.2 { Zhlan Dby >, Ty Wa,ha+zh1>Hn D oho <ty Thy Tohn

—Zhl,h <H, Wf(u)ﬁ HHt 1¢g(1>(xt Zk 1 I(chlxt k) Ht 1‘752(2)( Zk 1 khlxt k)H

1
1 2
+2¢2 +Zh1 ho’<Hn |7Th1 ((f,)l 7T}(L) oh |-+4e, using the fact that Zh1<Hn Zh0>Hn 7721) gjh) =

(Zh1<Hn h1 )(Zhg>Hn c(fh)p) < since Yo, oy Thy <€D p s, Toh, < €.

Zhlyhcr<1{n

(1)~

(2)
Ty Tohe

Lemma 5: The upper bound for Zhl,ho<Hn |7T](111)7T§1])1 —Ty T h | is given by Zhl he <H,

(2)_(2)
Trhl)ﬂ—cg,hg

+‘1—(1—e)2

where T = ——b—.
’ (A=>h>m ™)
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Proof: Note that Zhl,hg<Hn \71,(111)77(1,)10 — ﬂ,(l?)ﬁff,)w\ <

g,

1 1 1 2 2 2
aah, - (1= X a) (1= 3 22, )ainlh,

hi,he<Hp hi>H ho>H
1 2 2 2
b2 |- T ) (1- XA e, - a2l
hi,he<Hn hi>H ho>H
1 2 ~(1)~(1 2 2
- (1A (- X ) X e -,
hi>H ho>H hi,he<Hn
T o A T T e I N1 MO
Th, Mo he Thy To,he
h1>H hoe>H hi,he<Hp
_(1-1) (2 _(2) ‘ _ Th
< T Tgp — T T, 4+ (1 —(1—¢€)°|, where 7 = . (36
Z h1 “o,he hy "o,he ( ) (1_Zh>H7rh) ( )

hi,he<Hp

Lemma 6: For the PDPM-VAR the prior tail condition (2A) in Theorem 2 is satisfied.
Proof: For the PDPM-VAR, the prior probability on the sieve F,, defined in (30) satisfies

I(FS) < Pr( > Ton, > e> +Pr< > > e> + H, P (/\D(E) < ai> +

ho>Hp h1>Hp

H, Py ()\1(2) > o2 (1 +e/\/5)Mn> + H,P;} <))\\11)((§3]Z)) > an>7

using the fact that P[(AN BN C)°| = P[A°U B°U(C°] < P(A°) + P(B°¢) + P(C°). Using
the stick-breaking representation for DP for the first term and the prior tail conditions, and
following similar steps as in the proof of Proposition 2 in Shen et al. (2013), one has II(FY)

S {5 log(1/e)} " + Ha{em 0= 40,29 (14 ¢/V/D) "M 4 (ioam) Ot
m=1,2 n

S 2(0n62/log(n))—0n52/log(n) + (C’neQ/log(n))(efcln + nC3/82(1 + 6/\/5)70311 + efnCng) S e~ bn

N

since n#% = e and due to the fact that (Cne?/log(n)) log{ —Cne?/log(n)} > Cne? for
large n, where 0 < b < min{Ce?/2, ¢;, c3log(1 + ¢/v/D), sCe?}. Hence the first condition
(2A) in Theorem 2 is satisfied.

2

Lemma 7: For the PDPM-VAR, we have ) oy Y1y, _,, \/N(e, Fonstns T Fr g1, Y~ =0

0 as n — oo for a suitable choice of constants.
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Proof: Hence we can write \/N (e, Fp, ji, || - [[1)IL(Fn 1)

H,(1\C1H, KDINHe 1 kD2 D(D-1)
¢ (E) X {C[1+o0,(1) x (=)

<
~ €
1 _o)4 1l Hy _
X exp {Q(DHn log(M) + Hy, log Cl)} X nHS(KDQ(T 5 KD+ (KDQ(T 1)+TKD3)
€
% {n—H;’;(rH)K H (i, — 1)1(jh1>2)K(7"+1)} x { H (jh1)2KD2(T—2)+K(D2—1)}
hlSHn hlSHn
% { H (nlhg)D(g—l)JrKDQHn(Tl)DQl} % { H (ng(lhgl))_l(lhd>1)}.
ho<Hp he<Hp,

The above can be simplified further as
C H, 1
\/Cm exp {Hn log(?l) + T(KD2 +D(D - 1)) log(e)}

1 H,
X exp {Q(DHn log(M) + —(KDZ( — 1)+ TKD?) log(n))} w pHE (DT =204 § D2 —r) KIS,

o [ T tnpa-ae s n}{ PRSI

hlSHn
DD | kp2H, (T-1) 2L
In ( w(lhg =1) /2y Ly, 21)
< [I " x o I e m )Tz g, (37)
ho <Hp ho<Hp,

Note that n/< (D*r-2)+50%-r) is bounded when r > D?(T — 2) + 3 D?. Further, looking
at the terms involving j in the last line of (37), one can sum over j (for a fixed hi) to have

. _1 K (p2_1),. -1 K(r+1 . N+ E (D21 K(r
Z {(]hl)KDQ(T 2)+12<(D2 1)(]h1 _1) (Gny 22) (r+ )} ~ Z(Jhl)KDQ(T 2)+12<(D2 -K(r+1) _ <1+B),

Jhy>2 Jhy>2

where B is a suitable finite constant that does not depend on n when r is large enough such
that r > D?(T — 2) + %DQ, and where the approximation holds for n large enough.
Similarly, looking at the terms involving I, one can sum over [ (for a fixed h,) to have

2. {(nlho )D(i_l)(nﬂ)} « {(nlh(, )KD2H,1(T1)D41}
ho>1
< \/Zlh >1 {(nlha ) B X \/Zlh >1 {(nlh”)KDQHn(Tl)D?l } where the inequality

is using Cauchy-Schwartz, and the first term in the upper bound (denoted by B; ) is finite
when k > D(D — 1)/2.
Hence the upper bound on the combined terms in the last two lines in (37) is given by

(14+8)"™ (1480) 2 DO AP ) B,y S (e KPP TD B

. Hoj2 K3 (D2(T—2)1 LD Ih, \KD2Hy (T—1) 21
= (1+B) (1+Bl) n ( ( Jta T) XHhUSHn \/ZZQ<hU<Hn {(n : P2 H2 }
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. . . . (nlho' )KDQH"(T_I)%
The sum within the square root can be simplified as stm;sm K]

Zha<Hn (nKDQH”(T_I)%JKH’QL)Zh” = (:l_(r*)Hn> < 1, where the equality is obtained by
summing H,, terms in geometric progression, and r* = K D*Hn(T—1) 23 2K H} < 1 since
KD*H,(T —1)251 —2K H2 < 0 when n is large enough, and recalling that 1 <, = h, <

H,,. Combining the above expressions, ZjhleN Zlﬁlhaan \/N(e, Fviny tno MU Fnjn i, )

Hy «\Hp \ Hn
S <1 + max{B, Bl}> (D (T=2)+ 5 0°—r) (1—<7°>>

1—r*

H

n 1
X eXp {Hn log(ﬁ) + 7<KD2 +D(D —1)) log()}
€ €
2 * Hn
><exp{cn6 (D—G—lKDQ(T—l—i-TD))}g( r >
2 2¢9 H2 (r-D2(T-2)+1D2)

Cne? 1
xexp{ 5 {(D+2762KD2(T—1))+10g(€ -

ﬁ) + %(KDQ +D(D —1)) log(l))}]é?’S)

where 7* < 1, r — D*(T — 2) + £D* > 0, H,log(M,) = Cne®, and K* > 0 is some finite
constant that is a function of K, D, ¢, and other constants but does not depend on n.
_(A_ 2
Therefore, ZjhleN Zlﬁlhaan \/N(E"Fn7jh1lhg)H(fnajh1th)e (A=one” 5 ) as n — oo

for a suitable choice of C such that 1 (D+ %KD2 (T'—1))C < 1. Hence the condition (2B)
in Theorem 2 is satisfied and the strong posterior consistency result is proved corresponding
to the PDPM-VAR model.

Appendix C. Posterior Computation Steps
C.1 Residual Covariance Updates:

Under the low rank representation, we impose DP mixture priors on (I';, E;, ¥;) leading
to a mixture prior on ;. This corresponds to the prior ¥; ~ Zizl 7707;105(1-12 B T, )
where (T} ,Ep,,¥y,) ~ Py = Pp+ X Pg x Pgy. Here Pp+ is a product of ifldependent
standard normal distributions, Pz is a product of independent Gamma(1/2,1/2) distribu-
tions yielding a half-Cauchy prior on the diagonal elements of I' and a Cauchy prior on
the lower-off-diagonal elements of T' as in Ghosh and Dunson (2009), and the inverse of the
diagonal elements of ¥ have independent Gamma(a,, 8,) priors. Note that here I'} is not
a square matrix, and by diagonal elements we refer to elements I'; 1 1,...,1; B B.

Under the stick-breaking representation of Sethuraman (1994), we can write 7., =
Vo heo Z":—ll(l — Vgi,), Y, ~ Beta(1,a2). We use the slice sampling approach of Walker
(2007) to facilitate sampling. This approach introduces a cluster membership indicator, V,
with V; = h, when subject i belongs to cluster h,, and let V}_ = {i : V; = hs} be the
indices of all subjects belonging to covariance cluster h, and let n,,, be the cardinality
of this set. Let g; be a uniformly distributed latent variable used to reduce the stick-
breaking representation of the DPM to a finite sum. Our sampler updates v,,_, and g; as:

Vohe{V1s..., VN} ~ Beta <1 + Ny Q2 + D0 I(\/i>ug,hg)) » 9ilVi ~ U(0, m6,).
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The cluster membership indicators V; are then sampled from a multinomial distribution
with posterior probabilities (p(V; = 1|—),...,p(V; = h%|—)) expressed as, p(V; = ho|—) ~
Lg;<vy ) T, b5, (i3 A, Aik)
ZZZZl{I(gicrmh, V1, ¢z, (@it Aix)
Conditioned on the cluster memberships, it is straightforward to update the variables in the
low rank representation of ¥ using similar steps as in Ghosh and Dunson (2009). We start
by sampling the elements of I';x one row at a time from their full conditionals: T}, ;|- ~

1
-2 T; *
N <Mrza,d”zrzg,d’> , Where EF* ol <Uha7d/ ZiGth 2t ;»itd’)l(gmitd’> ™ [min{d/73}> ’

_ -2 (d/) . * _ * * !
/‘I‘;U,d, - zJI‘;‘LM, (th,d/ EzEVha Zt 1 nztd’ [ — AjareZit| ) gn,itd’ =\ i, Myt min{d’,B} ) >

J:Z(-f? is the response for the ith subject at the d'th node and tth time point, and A}, ., is the

transpose of the d'th row of A;i, A; e is the DK x 1 vector formed by stacking the Al .,
across all lags, and z;y = [x;, 1,...,%], fJ' is the DK x 1 vector of previous outcomes
used to predict the outcome at time ¢, padded with zeros for the case that t — k < 1.

, where h* = min{h, : g; > 1=S07_, 7 1, , for all i}.

The conditionals for the remaining terms in the low rank representation for ¥; are: 772}‘ — ~
1+Np, 1 T; 2
N (F‘ ;s 2 772%) » &hypl— ~ Gamma ( 55 [1 + ZiEVhU Dot Uf,t,bD )

2
Th, d”_ ~ Gamma (ao 5% bs + 5 Zzevh Zt 1[ Tt —Ai,d’,ozi,t—rf,d'"zt} ) where

Np, is equal to the total number of time points across all subjects in covariance cluster h,,

—_— -1 « d
by ’r];t - ( 1 + FV ‘I’V FV) y and 1% 772‘,t = n?,tFVi‘IJVi |:xz(,t) — Ai7d/7.zi7t} .

C.2 Autocovariance Parameter Updates
C.2.1 COMPUTATION STEPS FOR PDPM-VAR

As with the covariance terms, we use the stick-breaking representation (Sethuraman, 1994)
of the Dirichlet process to enable posterior computation under the DPM priors. For the au-
tocovariance terms, we can express the prior as, A;|Pg ~ P, Po = ZZ‘;ZI Th,04,, Where
Thy = Vh, Hl1<’/h1(1 — ), Uy, ~ Beta(l,a1), and Aj, ~ Pf, where P; is a multivariate
normal distribution with mean 0 and variance diag{72}. The prior for the individual 72
terms is given by p(T,i &) = ’\72 exp{— 272 d,} which implies a double exponential base
measure for modeling the autocovariance terms (Park and Casella, 2008). Furthermore, we
place a conjugate Gamma(r, §) hyperprior on A? to facilitate Gibbs sampling. Throughout
our applications we fix r = 1.0 and ¢ = 2.0, which yield good performance in a wide range
of settings. As with the residual covariance, we use the slice sampling approach of Walker
(2007) to facilitate sampling from this infinite mixture. Let H; be a cluster membership
indicator, where Hy; = hy if subject ¢ belongs to the hith autocovariance matrix cluster.
Let Hp, = {i : H1; = h1} be the indices of all subjects belonging to autocovariance cluster
hi1, with np,, being the cardinality of this set. The sampler proceeds by introducing a latent
uniform variable u;, relating the cluster memberships to the stick breaking representation of
the DPM. The sampler proceeds by iteratively sampling v, and uy; from their full condi-

tionals, Vh, ‘{Hl,z} ~ Beta (1 + np,, 01 + Z?:l I(Hl,i>h1)> , ul,i‘yhlaHl,i ~ U(O, ﬂ-Hl,i)' The
cluster memberships, Hy ;, are then sampled from a multinomial distribution with posterior
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probabilities (P(Hy; = 1|—),..., P(Hi; = h1*|—)) given by:

T; K
Ly y<mpy) [T:l1 ¢y, (%it = hey Ahy Xit—k)
h1* T; K
Zhllzl{l(uuorhl,) [T, 4’2‘/2, (Xi,t—zk:1 Ak,hllxi,t—k)

Uy, > 1-— ZZi’:l 7TA7h1/,fOI‘ all Z}

P(Hi; =h|—-) = } where h1* = min{h; :

Conditioned on the cluster memberships, we sample the autocovariance matrices across
all lags one outcome at a time. The full conditional for Ap, ze is given by Ap, ze|— ~

-1
* * : . R < _ T; -2 —1
N(“Ahl,d” EAhl,d’) with variance and mean: zAhl,d’ = <Zi€th doti1 0; pZinziy + Ap ) ,
* _ T; -2 (d) T .
Fay a0 = =4, @ {Zz‘eHh1 PP [%d/zz,t (%t =I5 ami, ; respectively.

Finally, the parameters of the double exponential base measure can be updated using
the approach outlined in Park and Casella (2008). The variance term in the base measure

can be sampled using Tl;g, ~ InverseGaussian Cé\ij, /\2) Jfork=1,...,K and d’ =
’ k,d’
1,...,D? where C is the number of clusters. The posterior distribution for the lasso

2
2 T2,
parameter is a gamma distribution, A?|72 ~ Gamma(KD? +r,d + Sr S0, 2.

C.2.2 COMPUTATION STEPS FOR RGPDPM-VAR

The rgDPM-VAR requires some modification to the slice sampling approach. In particu-
lar, the sampler for the rgDPM-VAR extends the latent terms in the slice sampler along
the outcome dimension. Let Hyp be the vector of autocovariance cluster indices for out-
come d', with Hyy; = hy 4 when subject i belongs to outcome d’ cluster hy 4, and let
th’d, = {i: Hig; = h1,4} be the indices of all subjects belonging to outcome d’ cluster
hi,a, with Nhy being the cardinality of this set. Then we have the following full con-

ditionals: vy, [{H14,} ~ Beta (1 + N p 1+ >y I(Hld,’phl,d,)) s Wi ilvay o Hiari ~
U0, mq, H, 1) The cluster memberships, Hy4 ;, are then sampled from a multinomial dis-
tribution with posterior probabilities (P(HldIJ' =1|-),....,P(Hig; = hl,d’*‘_)) given by:

T; (d") K
i _
I(uld’,i<7rd/,h1 d') Ht:l d)ZVZ, (xi,t Zk:l Ak,hld/ Xt—k

P(Hyg;=hia|-) = }7Where hy g™ =

hy g™ T; /
Zhijl’1{I(uld’,i<”d’,hl’d/’) [i21 ¢y, (xidt -sK, Ak,hlﬂd/’xi—k>
min{h : uyg; > 1 — ZZLd/’:l T by g’ for all i}. Conditioned on the cluster memberships,
the autocovariance terms can be updated in an identical manner to the PDPM-VAR. When
updating the parameters of the double exponential base measure the variance terms can be

. . .. . _ . A
sampled from inverse Gaussian distributions: 7, 3, g ~ InverseGaussian < C»,/Afd/, )\2,)
o d" 2 dl d*
fork=1,...,K,d*=1,...,Dand d = 1,...,D, where Cy is the number of autocovari-

ance clusters for outcome d’ and 7, 5, g+ 18 the variance term corresponding to the d*th
element of the d'th row of A, and Ahd/’d* is the average of element d* of the d’'th row of
Ay, across the Cy clusters. The outcome-specific lasso parameters have gamma posteriors:

2
N2 |72y go ~ Ga(DK + 1,8+ Y0 SOy 4y for d' =1, D.
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D PDPM-VAR 1gPDPM-VAR rgPDPM-VAR

50 1736 3160 2850
100 2329 3072 3011

Table 3: Average effective sample size (ESS) for elements of the autocovariance matrix for
the three proposed methods for varying number of nodes (D). All ESS terms are
based on 1500 burnin iterations followed by 3500 MCMC iterations.

C.2.3 COMPUTATION STEPS FOR LGPDPM-VAR

The sampling steps under the lgPDPM-VAR model proceeds in a similar manner as the
other variants outlined in the manuscript, and are omitted here for space constraints.

Appendix D. Robustness and Convergence

We assessed the mixing of the chains for the simulation experiment. We evaluated the effec-
tive sample size (ESS) and visually inspected trace plots. Table 3 displays the average ESS,
providing a picture of how well the sampler does in general. The table clearly displays that
we can achieve good mixing. Trace plots for some selected elements of the autocovariance
matrix are displayed in Figure 6. The plots do not show any evidence of poor mixing.
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3000 0 1000

1000 2000 2000
MCMC Iteration (After bumin) MCMC Iteration (After burnin)

1 3000

ano 2000
MCMC Iteration (After bumin}

1000 2000
MCMC Iteration (After burnin)

Figure 6: Trace plots for 4 selected elements of the subject-specific autocovariance matrices.
(A) subject 34, node 49 lag 2 effect on node 25; (B) subject 38, node 23 lag 1
effect on node 86; (C) subject 31, node 70 lag 1 effect on node 77; (D) subject
38, node 23 lag 2 effect on node 45.
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