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Abstract

Logistic regression is a key method for modeling the probability of a binary outcome based
on a collection of covariates. However, the classical formulation of logistic regression relies
on the independent sampling assumption, which is often violated when the outcomes inter-
act through an underlying network structure, such as over a temporal/spatial domain or
on a social network. This necessitates the development of models that can simultaneously
handle both the network ‘peer-effect’ (arising from neighborhood interactions) and the ef-
fect of (possibly) high-dimensional covariates. In this paper, we develop a framework for
incorporating such dependencies in a high-dimensional logistic regression model by intro-
ducing a quadratic interaction term, as in the Ising model, designed to capture the pairwise
interactions from the underlying network. The resulting model can also be viewed as an
Ising model, where the node-dependent external fields linearly encode the high-dimensional
covariates. We propose a penalized maximum pseudo-likelihood method for estimating the
network peer-effect and the effect of the covariates (the regression coefficients), which, in
addition to handling the high-dimensionality of the parameters, conveniently avoids the
computational intractability of the maximum likelihood approach. Under various standard
regularity conditions, we show that the corresponding estimate attains the classical high-
dimensional rate of consistency. In particular, our results imply that even under network
dependence it is possible to consistently estimate the model parameters at the same rate
as in classical (independent) logistic regression, when the true parameter is sparse and
the underlying network is not too dense. Consequently, we derive the rates of consistency
of our proposed estimator for various natural graph ensembles, such as bounded degree
graphs, sparse Erdds-Rényi random graphs, and stochastic block models. We also develop
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an efficient algorithm for computing the estimates and validate our theoretical results in nu-
merical experiments. An application to selecting genes in clustering spatial transcriptomics
data is also discussed.

Keywords: High-dimensional inference, Ising models, logistic regression, Markov random
fields, network data, penalized regression, pseudo-likelihood, random graphs.

1. Introduction

Logistic regression (Hosmer et al., 2013; McCullagh and Nelder, 1989; Nelder and Wedder-
burn, 1972) is a very popular and widely used method for modeling the probability of a
binary response based on multiple features/predictor variables. It is a mainstay of modern
multivariate statistics that has found widespread applications in various fields, including
machine learning, biological and medical sciences, economics, marketing and finance indus-
tries, and social sciences. For example, in machine learning it is regularly used for image
classification and in the medical sciences it is often used to predict the risk of developing a
particular disease based on the patients’ observed characteristics, among others. To describe
the model formally, denote the vector of predictor variables (covariates) by Z1,...,Zy € R?
and the independent response variables by Xi,..., Xx € {—1,1}. Then, the logistic regres-
sion model for the probability of a positive outcome conditional on the covariates is given
by

0" Zi
]P)<Xi - I‘Zi) - eBTZ¢ + e—OTZi’

for 1 <i < N, where @ = (01,605, ...,04)"7 € R? is the vector of regression coefficients.! Us-
ing the independence of the response variables, the joint distribution of X := (X1,..., Xy)
given Z := (Z,...,Zy) € RN can be written as:

N o Xi0' Z; 1 N .

P(x|Z2)=]] 7 07~ 282 > X072, (1)

i=1 =1

where Zn (0, Z) = Hf\il m is the normalizing constant. It is well-known from the

classical theory of generalized linear models that the parameter 8 in (1) can be estimated
at rate O(1/+/N) for fixed dimensions, using the maximum likelihood (ML) method (see,
for example, Lehmann and Romano (2005); McCullagh and Nelder (1989); Vaart (1998)).
The classical framework of logistic regression described above is, however, inadequate if
the independence assumption on the response variables is violated, which is often the case
if the observations are collected over a temporal or spatial domain or on a social network.
The recent accumulation of dependent network data in modern applications has accen-
tuated the need to develop realistic and mathematically tractable methods for modeling
high-dimensional distributions with underlying network dependencies (network peer-effect).
Towards this, the Ising model, initially proposed in statistical physics to model ferromag-
netism (Ising, 1925), has turned out to be a useful primitive for modeling such datasets,
which arise naturally in spatial statistics, social networks, epidemic modeling, computer vi-
sion, neural networks, and computational biology, among others (see Banerjee et al. (2015);

1. Note that we are parameterizing the outcomes as {—1, 1} instead of the more standard {0, 1} to integrate
this within the framework of the Ising model (defined in (2)), where the {—1, 1} notation is more common.
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Geman and Graffigne (1986); Green and Richardson (2002); Hopfield (1982); Montanari
and Saberi (2010) and references therein). This can be viewed as a discrete exponential
family with binary outcomes, wherein the sufficient statistic is a quadratic form designed
to capture correlations arising from pairwise interactions. Formally, given an interaction
matrix 4 := ((aij))1<ij<n and binary vector X = (X1, X2, -, Xn) € Cy = {—1,1}", the
Ising model with parameters 8 and h encodes the dependence among the coordinates of X
as follows:

N
1 Z
’ 1

1<i<j<N i=

where the normalizing constant Zn (3, h) is determined by the condition > x e, Pgn(X) =
1 (so that Pz is a probability measure). In statistical physics the parameters § and h are
referred to as the inverse temperature and the magnetic field, respectively.

This paper is motivated by applications where in addition to peer effects, arising from
an underlying network structure, there are other variables (covariates) associated with the
nodes of the network, which affect the outcome of the response variables. For example, in
the data collected by the National Longitudinal Study (Harris, 2007) students in grades 7—
12 were asked to name up to 10 friends and answer many questions about age, gender, race,
socio-economic background, personal and school life, and health, where it becomes imper-
ative to model the peer-effect and the effect of the covariates simultaneously. Another ex-
ample where high-dimensional covariates interact through an underlying network structure
arises in spatial transcriptomics. This is a relatively new direction in biology made possible
by technologies for massively parallelized measurement of cell transcriptomes/proteomes
in situ that, unlike standard single cell sequencing methods, retains information regarding
the spatial neighborhood of the cells. The spatial context of cells can be encoded into a
nearest-neighbor graph or a Voronoi neighborhood graph/Delaunay triangulation (de Berg
et al., 2008), where the nodes are cells and edges link cells that are situated proximal to
each other (Eng et al., 2019; Goltsev et al., 2018; Palla et al., 2022; Perkel, 2019). Each
node has a high dimensional feature set, encoding the measurements made for that cell, be
it gene expression or protein expression, depending on the experimental protocol. Then,
the goal is to understand how the spatial niche of a cell contributes to its phenotype (see
Section 5 for more details). For other examples of network peer-effect in the presence of
covariates, see Bertrand et al. (2000); Christakis and Fowler (2013); Duflo and Saez (2003);
Glaeser et al. (1996); Sacerdote (2001); Trogdon et al. (2008) and references therein.

In the aforementioned examples, it is natural to envisage a model that combines the
logistic model in (1) (which encodes the node-specific covariates) and the Ising model (2)
(for capturing the network dependency). Towards this, Daskalakis et al. (2020) recently
proposed the following model: Suppose for each node 1 < 7 < N of a network Gy on N
vertices, one observes a d-dimensional covariate Z; € R?. Then, the joint distribution of the
binary outcomes X = (X1, Xo,..., Xxy), conditioned on the network G and the observed
covariates Z := (Z1,Zs,...,Zy)" is given by:

N
P(X|Z)  exp <§XTAX +) XZ-(OTZZ-)> (3)
=1
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where A = ((ai5))1<i,j<n is the (appropriately scaled) adjacency matrix of the network Gy,
the parameter [ is a measure of the strength of dependence (the network ‘peer effect’), and
the parameter @ € R% measures the individual effects of the d-covariates. Specifically, as /3
becomes more positive, the outcomes of the nodes tend to align with those of their neighbors.
On the other hand, when § is negative (which is also allowed in our theoretical framework),
every node receives negative influences from its neighbors, a phenomenon referred to as
antiferromagnetism in the statistical physics literature. Note that as in the classical Ising
model (2), the quadratic term captures the overall dependency in the network arising from
pairwise interactions, while the linear term 0T Z; encodes the strength of the covariates on
the outcome at the i-th node, for 1 < i < N, as in the logistic model (1). Moreover, when
B = 0, which corresponds to the independent case, (3) reduces to (1); hence, (3) can be
viewed as a model for logistic regression with dependent observations.

The increasing relevance of models (2) and (3) for understanding covariate effects and
nearest-neighbor interactions in network data, has made it imperative to develop compu-
tationally tractable methods for estimating the model parameters and understanding the
statistical properties (rates of convergence) of the resulting estimates. A typical problem
of interest is estimating the parameters of the model given a single sample of binary out-
comes from an underlying network. For the classical Ising model as in (2), this problem
has been extensively studied, beginning with the classical results on consistency and opti-
mality of the maximum likelihood (ML) estimates for models where the underlying network
is a spatial lattice (Comets, 1992; Gidas, 1988; Guyon and Kiinsch, 1992; Pickard, 1987).
However, for general networks, parameter estimation using the MLL method turns out to be
notoriously hard due to the presence of an intractable normalizing constant in the likeli-
hood. One approach to circumvent this issue that has turned out to be particularly useful,
is the maximum pseudolikelihood (MPL) estimator (Besag, 1974, 1975). This provides a
computationally efficient method for estimating the parameters of a Markov random field
that avoids computing the normalizing constant, by maximizing an approximation to the
likelihood function (a ‘pseudo-likelihood’), based on conditional distributions. This ap-
proach was originally explored in the seminal paper of Chatterjee (2007), where general
conditions for v/N-consistency of the MPL estimate for the model (2) were derived.? This
result was subsequently extended to more general models in Bhattacharya and Mukherjee
(2018); Daskalakis et al. (2020, 2019b); Ghosal and Mukherjee (2020); Mukherjee et al.
(2018); Mukherjee and Ray (2022); Mukherjee et al. (2022). In particular, for model (3)
Daskalakis et al. (2019b) showed that given a single sample of observations (X;, Z;)1<i<n
from (3), the MPL estimate of the parameters (3, 8) is v/ N-consistent, when the dimension
d is fized, under various regularity assumptions on the underlying network and the param-
eters. This result has been subsequently extended to models with higher-order interactions
in Daskalakis et al. (2019b). The high-dimensional analogue of this problem under an ¢;
norm constraint on the regression parameter has been studied very recently in Kandiros
et al. (2021).

In this paper, we consider the problem of parameter estimation in model (3) in the high-
dimensional regime with sparsity constraints, that is, the number of covariates d grows with
the size of the network N, but there are only a few non-zero regression coefficients. In other

2. A sequence of estimators {ﬁN}N>1 is said to be V/N-consistent at f3, if for every § > 0, there exists
M := M(6, 8) > 0 such that P(v/N|fn(X) — 8] < M) > 1 — 4, for all N large enough.
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words, we assume that the parameter vector 0 is s-sparse, that is ||0]|o := Zle 1{0;, # 0} <
s, because, despite the fact that many covariates are available, we only expect a few of them
to be relevant. Under this assumption, we want to estimate the parameters (/3,0) given a
single sample of dependent observations (X;, Z;)1<i<ny from model (3). One of the main
reasons this problem is especially delicate, is that we only have access to a single (dependent)
sample from the underlying model. Consequently, classical results from the M-estimation
framework, which require multiple independent samples, are inapplicable. To deal with this
dependence (which leads to the intractable normalizing constant as mentioned before) and
the high-dimensionality of the parameter space, we propose a penalized maximum pseudo-
likelihood approach for estimating the parameters. To this end, note that the conditional
distribution of X; given (Xj);; is:

eXiGTZH-BXim,-(X)

P<Xi|(Xj)j#i7 Z) = €0 Zi+Bmi(X) 4 07 Z;—pm(X)’ (4)
where, as before, m;(X) = Z;V:1 a; X is the local-effect at node i, for 1 < ¢ < N. Therefore,
by multiplying (4) over 1 < ¢ < N and taking logarithms, we get the (negative) log-
pseudolikelihood (LPL) function

1 N
Ly(B,0) = — D _log P(Xi[(X;) . Z)
=1

N
B _% Z{Xi(eTZi + Bmi(X)) —logcosh(6 ' Z; + fmi(X))} +log2.  (5)
i=1

To encode the sparsity of the high-dimensional parameters, we propose a penalized maxi-
mum pseudo-likelihood (PMPL) estimator of (3,0 "), which, given a regularization (tuning)
parameter ), is defined as:

(8,07) = arg %{LN(W)) + \6]]1}, (6)

where ||0||; := Zle |6;]. Under various regularity assumptions, we prove that if A is chosen
proportional to y/log d/n, then with high probability,

1(8.67) = (8.67)|| S5 V/logd/N, (7)

whenever d — oo such that d = o(N) (Theorem 1). In particular, it follows from our
results that for bounded degree networks, the PMPL estimate attains the same rate as in
the independent logistic case (1), when d = o(N) and the sparsity is bounded. We also have
a more general result that quantifies the dependence on the network sparsity in the rate
(7), which allows us to establish consistency of the PMPL estimate beyond bounded degree
graphs (Proposition 7). Our results are fundamentally different from existing results on
parameter estimation in high-dimensional graphical models based on multiple i.i.d. samples
(see Section 1.1 for a review). Here, we only have access to a single sample from the model
(3), hence, unlike in the multiple samples case, one cannot treat the different neighborhoods
in the network as independent, which renders classical techniques for proving consistency
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inapplicable. Consequently, to handle the dependencies among the different neighborhoods
in the pseudo-likelihood function we need to use a different (non-classical) set of tools.
Specifically, our proofs combine a conditioning technique introduced in Dagan et al. (2021),
which tranforms a general Ising model to a model satisfying the Dobrushin condition (where
the dependence is sufficiently weak), and the concentration inequalities for functions of
dependent random variables in the Dobrushin regime, based on the method of exchangeable
pairs (Chatterjee, 2016).

Next, we study the effect of dependence on estimating the regression parameters 6.
Specifically, we want to understand how the presence of dependence through the underlying
network structure effects the rate of estimation of the high-dimensional regression coefficient
under sparsity constraints. While there have been several recent attempts to understand
the implications of dependence in high-dimensional inference, most of them have focused
on Gaussian models. Going beyond Gaussian models, Mukherjee, Mukherjee, and Yuan
(2018) and Deb et al. (2020) considered the problem of testing the global null hypothesis
(that is, @ = 0) against sparse alternatives in a special case of model (3) (where d = N
and the design matrix Z = Iy is the identity). However, to the best of our knowledge, the
effect of dependence on parameter estimation in Ising models with covariates has not been
explored before. In the sequel, we establish that the PMPL estimate for 8 in model (3),
given a dependence strength 3 and the sparsity constraint |8, = s, attains the classical
O(y/slogd/N) rate, despite the presence of dependence, in the entire high-dimensional
regime (where d can be much larger than N) and also recovers the correct dependence on
the sparsity s (see Theorem 2). As a consequence, we establish that the PMPL estimate
is O(1/v/N)-consistent (up to logarithmic factors) for the model (3) in various natural
sparse graph ensembles, such as Erd6s-Rényi random graphs and inhomogeneous random
graphs that include the popular stochastic block model (Theorem 3 and Corollary 5). We
also develop a proximal gradient algorithm for efficiently computing the PMPL estimate
and evaluate its performance in numerical experiments for Erdds-Rényi random graphs,
inhomogeneous random graph models, such as the stochastic block model and the S-model,
and the preferential attachment model (Section 4). Finally, in Section 5, we illustrate the
effectiveness of the proposed model in selecting relevant genes for clustering spatial gene
expression data.

1.1 Related Work

The asymptotic properties of penalized likelihood methods for logistic regression and gen-
eralized linear models in high dimensional settings have been extensively studied (see, for
example, Bach (2010); Bunea (2008); Kakade et al. (2010); Meier et al. (2008); Salehi et al.
(2019); van de Geer (2008); van de Geer et al. (2014) and references therein). These results
allow d to be much bigger than N and provide rates of convergence for the high-dimensional
parameters under various sparsity constraints. The performance of the ML estimate in the
logistic regression model when the dimension d scales proportionally with N has also been
studied in a series of recent papers (Candeés and Sur, 2020; Sur and Candes, 2019; Sur et al.,
2019). However, as discussed earlier, ML estimation is both computationally and mathe-
matically intractable in model (3), because of the dependency induced by the underlying
network. That we are able to recover rates similar to those in the classical high-dimensional
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logistic regression, in spite of this underlying dependency, using the PMPL method, is one
of the highlights of our results.

The problem of estimation and structure learning in graphical models and Markov ran-
dom fields is another related area of active research. Here, the goal is to estimate the
model parameters or learn the underlying graph structure given access to multiple i.i.d.
samples from a graphical model. For more on these results refer to Anandkumar et al.
(2012); Bresler (2015); Bresler and Karzand (2020); Chow and Liu (1968); Guo et al. (2011);
Hamilton et al. (2017); Klivans and Meka (2017); Ravikumar et al. (2010); Santhanam and
Wainwright (2012); Vuffray et al. (2016) and references therein. In particular, Ravikumar
et al. (2010) and Xue et al. (2012) use a regularized pseudo-likelihood approach to learn
the structure of the interaction A given multiple i.i.d. samples from an Ising model. In
a related direction, Daskalakis et al. (2019a) studied the related problems of identity and
independence testing, and Cao et al. (2022); Neykov and Liu (2019) considered problems
in graph property testing, given access to multiple samples from an Ising model.

All the aforementioned results, however, are in contrast with the present work, where
the underlying graph structure is assumed to be known and the goal is to derive rates of
estimation for the parameters given a single sample from the model. This is motivated by
the applications mentioned above where it is often difficult, if not impossible, to generate
many independent samples from the model within a reasonable amount of time. More
closely related to the present work are results of Li and Zhang (2010) and Li et al. (2015)
on Bayesian methods for variable selection in high-dimensional covariate spaces with an
underlying network structure, where an Ising prior is used on the model space for incor-
porating the structural information. Recently, Kim et al. (2021) developed a variational
Bayes procedure using the pseudo-likelihood for estimation based on a single sample in
a two-parameter Ising model. Convergence of coordinate ascent algorithms for mean field
variational inference in the Ising model has been recently analyzed in Plummer et al. (2020).

For continuous response with an underlying network/spatial dependence structure, a
related model is the well-known spatial autoregressive (SAR) model and its variants, where
likelihood estimation based on conditional distributions have been used as well (see Huang
et al. (2019); Lee (2004); Lee et al. (2010); Zhu et al. (2020) and the references therein).

1.2 Notation

The following notation will be used throughout the remainder of the paper. For a vector
a:= (a,...,a5) € R® and 0 < p < o0, |lall, = 27, |ai|p)% denotes its p-th norm and
lal|s = maxi<ics |as| its maximum norm, respectively. Moreover, ||allo := >_;_; 1{a; # 0}
denote the ‘zero-norm’ of a, which counts the number of non-zero coordinates of a.

For a matrix M := ((M;;))1<i<s,1<j<t € R**! we define the following norms:

o IMl|pi= /S0 S M2,
o |M|loo := maxicics Y 5oy [Mijl ,
o [|[M||1 == maxigj<e y;_q [ Mijl,

o ||M||2 := omax(M), where opmax(M ) denotes the largest singular value of M.
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Note that if M is a square matrix, then ||[M|2 = max{|Amin(M)|, [Amax(M)|}, where
Amax (M) and A\pin (M) denote the maximum and minimum eigenvalues of M, respectively.

For positive sequences {ay, }n>1 and {b,}n>1, an = O(by,) means a,, < C1by, ap, = Q(by)
means a, = Cab,, and a, = O(b,) means Con < a, < Ciby, for all n large enough and
positive constants C, Cy. Similarly, a,, < b, means a, = O(b,), a, 2 b, means a,, = Q(by,).
Moreover, subscripts in the above notations, for example <g, Og and Qg denote that
the hidden constants may depend on the subscripted parameters [1. Finally, we say that
ap = O(bn), if a,, < Cy(logn)™b, and a, = (:)(bn), if Cy(logn)™2b, < an < Ci(logn) by,
for all n large enough and some positive constants C1, Cs,r1,rs.

1.3 Organization

The remainder of the paper is organized as follows. The rates of consistency of the estimates
are presented in Section 2. In Section 3, we apply our results to various common network
models. The algorithm for computing the estimates and simulation results are presented in
Section 4. The proofs of the technical results are given in the Appendix.

2. Rates of Consistency

Next, we present our results on rates of convergence of the PMPL estimator. In Section 2.1,
we present the rates of convergence of the PMPL estimates (/3,0 "). The rate for estimating
the regression parameters is presented in Section 2.2.

2.1 Consistency of the PMPL Estimate

We begin by stating the relevant assumptions:

Assumption 1 The interaction matriz A in (3) satisfies the following comdition:

sup || Alle < 00.
N>1

=

Assumption 2 The design matriz Z = (Zy,...,Zy) " satisfies

1
lim inf Apin <ZTZ> > 0.
N—o0 N

Assumption 3 The signal parameters 6 and the covariates {Z;}1<;<n are uniformly bounded,
that is, there exist positive constants © and M such that ||| < © and || Z;||lcc < M, for
alll <1< N.

Under the above assumptions we establish the rate of convergence of the PMPL estimate
(6) given a single sample of observations from the model (3), when the parameter vector
is sparse, that is, ||(8,0")"|lo = s. For notational convenience, we henceforth denote the
(d + 1)-dimensional vector of parameters by v := (8,0")T and the (d 4 1)-dimensional

vector of PMPL estimates obtained from (6) by 4 = (8, éT)T.
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Theorem 1 Suppose that Assumptions 1, 2, 3 hold, and liminfy_,o %HAH% > 0. Then,

there exists a constant 6 > 0 such that by choosing A := 6+/log(d + 1)/N in the objective
function in (22) we have,

. logd . logd
H’Y—’Y\I2=0s< N ) and H’Y—’YHl:Os( N ) (8)

with probability 1 — o(1), as N — oo and d — oo such that d = o(N).

The conditions in Theorem 1 combined aim to strike a balance between the signal from
the peer-effects to that from the covariates, to ensure consistent estimation for all 5. In
particular, a control on ||Al/~ is required to ensure that the peer effects coming from
the quadratic dependence term in the probability mass function (3) do not overpower the
effect of the signal @ coming from the linear terms 6 ' Z;, thereby hindering joint recovery
of the correlation term § and the signal term 6. At the same time, we also require the
interaction matrix to be not too sparse, and its entries to be not too small, in order to
ensure that the effect of the correlation parameter 5 is not nullified. This is guaranteed
by the condition ||A||%Z = Q(N). For example, when A is the scaled adjacency of a graph
Gy, then Assumption 1 together with the condition || A% = Q(IN) implies that Gy has
bounded maximum degree (see Section 3). In fact, in the proof we keep track of the
dependence on ||A||r in the error rate (see Proposition 7 in Section A), which allows us to
establish consistency of the PMPL estimate beyond bounded degree graphs (see Section 3.3
for details).

Remark 1 It is worth noting that it may be impossible to estimate (5,0) consistently
without any diverging lower bound on ||A[|%2 = Q(N) or, in other words, if the graph Gy is
too dense. This phenomenon is observed in the Curie-Weiss Model (where the interaction
matrix a;; = 1/N, for 1 < i # j < N) (Comets and Gidas, 1991). In this example, each
entry of A is O(1/N), and hence, ||A||% = O(1), and even when d = 1 (and Z; = ... = Zy)
consistent estimation of the parameters 5 and 6 is impossible (see Theorem 1.13 in Ghosal
and Mukherjee (2020)).

The proof of Theorem 1 is given in Section A. As mentioned before, this is a consequence
of a more general result which gives rates of convergence for the PMPL estimate in terms
of the ||A||r (Proposition 7). Broadly speaking, the proof involves the following two steps:

e Concentration of the gradient. The first step in the proof of Theorem 1 is to show
that the gradient of the logarithm of the pseudo-likelihood function Ly (recall (5))
is concentrated around zero in the ¢, norm. For this step, we use the conditioning
trick introduced in Dagan et al. (2021), which reduces a general Ising model to an
Ising model in the high-temperature regime, where exponential concentration inequal-
ities for functionals of Ising models are available (Chatterjee, 2016). The details are
formalized in Lemma 24.

o Strong-concavity of the pseudo-likelihood: In the second step, we show that the log-
arithm of the pseudo-likelihood function is strongly concave with high probability.
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This entails showing that the lowest eigenvalue of the Hessian of Ly is bounded away
from zero with high probability. Towards this, the minimum eigenvalue condition in
Assumption 2, which is standard in the high-dimensional literature (see Loh (2017);
Ravikumar et al. (2010)), is crucial. In particular, this condition holds with high
probability, if the covariates Zi,..., Zy are i.i.d. realizations from a sub-Gaussian
distribution on R? (see Theorem 2.1 in Daskalakis et al. (2019b)). Under Assumption
2 and using lower bounds on the variance of linear projections of X developed in Da-
gan et al. (2021) and concentration results from Adamczak et al. (2019), we establish
the strong-concavity of the pseudo-likelihood in Lemma 9.

Remark 2 Note that the rate in (8) suppresses the dependence on the sparsity parameter
s in the order term. From the proof of Theorem 1, it will be seen that the dependence
is, in general, exponential in s. However, if one replaces Assumption 3 with the stronger
assumption that the o norms of the parameters and the covariates are bounded, that is,
10ll2 < © and ||Z;||2 < M, for all 1 < i < N, then our proof can be easily modified to
recover the standard high-dimensional O(y/slogd/N) rate (see Remark 16). In fact, this
stronger assumption has been used recently in Kandiros et al. (2021) to derive rates of the
pseudo-likelihood estimate under ¢1 sparsity. Specifically, (Kandiros et al., 2021, Theorem
2) showed that if ||7|l; < s and the parameters and the covariates are ¢3-bounded, their
estimate 4 under Assumption 1 satisfies:

1
- logd\ s
||v—~/||2:o<<s§’§ ) )

with high probability. Note that the dependence on N in the RHS above is worse than the
expected 1/ v/N-rate. Moreover, the fo-boundedness of the covariates is quite restrictive in
the high-dimensional setup. On the other hand, this work derives rates under ¢, sparsity and
a more realistic -bounded condition (Assumption 3). Under this condition, we are able to
derive the correct dependence on N and d (and also on s, if the stronger ¢5-boundedness is
imposed as mentioned above) in the regime where d = o(IN). An exponential dependence on
d also appears in Daskalakis et al. (2019b) (see footnote in page 4), where the convergence
rate of the MPL estimate is derived in the fixed d regime. This rate can be improved
to O(y/d/N) under the f5- boundedness assumption (see, for example, Daskalakis et al.
(2020)). Our results show that this can be further improved to O(y/logd/N) in the regime
of constant sparsity.

2.2 Estimation of the Regression Coefficients

In this section, we consider the problem of estimating the regression coefficients 0, for fixed
5. The goal is to understand how network dependence may affect our ability to estimate the
high-dimensional regression coefficient under sparsity constraints. Towards this, we study
the properties of the following PMPL estimator for the regression coefficients 6:

~

0 .= arg mein{Lﬁ,N(e) + 61}, (9)

10
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where ) is a regularization parameter and (recalling (5))

Lgn(6 X;(07 Z; + pmi(X)) —logcosh(8' Z; + fmi(X))} +1og2.  (10)

||Mz

To handle the high-dimensional regime, we need to make the following assumption on
the design matrix Z := (Zy,..., Zy)". To this end, we define the Rademacher complexity

of the {Z;}1<i<n as:
=K <|| Zez ) ) (11)

where {¢; }1<i<n is a sequence of i.i.d. Rademacher random variables and the expectation
in (11) is taken jointly over the randomness of {Z;}1<;<n and {&;}1<i<n.

Assumption 4 Suppose the covariates Z1,Zs, ..., Zn are drawn i.i.d. from a distribution
with mean zero and satisfying the following conditions:

(1) There exist positive constants k1, ks such that
E((n,21)*) > s1 and E ((n, Z1)") < k2,
for all m € R such that ||n||2 = 1.

(2) Ry = O(y/logd/N).

(3) There exists a constant C > 0 such that maxicj<q Zl 1 25 < C holds with proba-
bility 1.

These types of conditions are standard in the high-dimensional statistics literature
(see Bickel et al. (2009); Candes and Tao (2007); Meinshausen and Yu (2009); Negah-
ban et al. (2012); Raskutti et al. (2011); van de Geer and Biithlmann (2009) and references
therein), which are known to hold for many natural classes of design matrices. For example,
if Z1, Zo, ..., Z, are i.i.d. sub-Gaussian random variables with mean zero, then Wainwright
(2019, Exercise 9.8) implies that Ry = O(y/logd/N).

Remark 3 As mentioned before, when Z1, Zs, ..., Z, are i.i.d Gaussian with mean zero
and covariance matrix ¥, then Assumption 4 (2) holds (by Wainwright (2019, Exercise 9.8)).
To understand when Assumption 4 (1) holds, note that for n € R? such that ||n[j2 = 1 we
have

E ((n,Z)*) = E(N(0,n"n)*) =750 > Anin(%)
and
E (<T]7 Z>4) = E(N(Ov UTZU)4) = 3(77TE77) 3)‘121’1ax( )

where Apin(X) and Apax(2) are the minimum and maximum eigenvalues of X, respectively.
Therefore, Assumption 4 (1) holds, if we assume that there exist positive constants c, c*,
such that the covariance matrix ¥ satisfies ¢, < Apin(X) < Amax(X) < ¢*.

11
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Under the above assumptions, we now show in the following theorem that one can
consistently estimate the regression parameters of the model (3) at the same rate as the
classical (independent) logistic regression model (1).

Theorem 2 Fix 8 € R. Suppose the interaction matriz A in (3) satisfies Assumptions 1
and the covariates Z1, Zs, ..., Zn satisfy Assumption 4. Moreover, assume that there exists
a positive constant © such that ||@||2 < ©. Then, there exists a constant 6 > 0 such that by
choosing A := d+/logd/N in the objective function in (9) we have,

. slogd . logd
||9_9||2:o< Ng) and ||0—0||1:O<s ﬁ)

with probability 1 — o(1), as N,d — oo such that s\/logd/N = o(1).

The proof of Theorem 2 is given in Section B in the Appendix. We follow the strat-
egy outlined in Wainwright (2019, Chapter 9) for showing rates of consistency for high-
dimensional generalized linear models. In particular, we show that the pseudo-likelihood
loss function satisfies the restricted strong concavity condition (Proposition 19) under As-
sumption 4. Consequently, we can establish the consistency of the PMPL estimate of the
regression parameters in the entire high-dimensional regime (where d can be much larger
than N) and also recover the correct dependence on the sparsity s.

Remark 4 Note that, unlike in Theorem 1, the Frobenius norm assumption || A]|% = Q(N),
is not required in Theorem 2. In particular, the only assumption on A one needs in Theorem
2is ||Al|cc < 1 (Assumption 1). For example, when A is the scaled adjacency matrix of a
graph Gy, the assumption || Al||» < 1 is equivalent to the maximum degree of G being of
the same order as the average degree of Gy (see (13)). This is expected because when £ is
known, the parameter 8 can be estimated at the classical high-dimensional rate, irrespective
of the total edge density of the network, as long as the peer effects coming from the quadratic
dependence term do not overshadow effect of the linear term 0T Z, which is ensured by the
condition ||Al/s < 1. This condition, in particular, implies that no node of the network has
an unduly large effect on the corresponding model, and is satisfied by most Ising models
that are commonly studied in the literature.

3. Application to Various Network Structures

In this section, we apply Theorem 1 to establish the consistency of the PMPL estimator (22)
for various natural network models. To this end, let Gy = (V(Gxn), E(Gn)) be a sequence of
graphs with V(Gn) = [N] := {1,2,..., N} and adjacency matrix A(Gn) = ((ai;))1<i,j<n-
We denote by d, the degree of the vertex v € V(G,). To ensure that the model (3) has
non-trivial scaling properties, one needs to chose the interaction matrix A as the scaled
adjacency matrix of G. In particular, define

N

A 4 —
“N T OIE(Gy)]

- A(Gn) (12)

Throughout this section, we consider model (3) with A = Ag, as above. We also assume
that the number of non-isolated vertices in G (that is, the number of vertices in Gy with

12
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degree at least 1) is Q(N). Note that this implies, |E(Gx)| 2 N. Finally, we also assume
that the sparsity s = O(1) and consequently, absorb the dependence on s in the O-terms
(recall Remark 2).

3.1 Bounded Degree Graphs

A sequence of graphs {Gn}n>1 is said to have bounded maximum degree if its maximum
degree is uniformly bounded, that is, supysq dmax < o0, Where dmax = max,cy(q,) dv 18
the maximum degree of Gy. Note that if Gy has bounded maximum degree and has Q(N)
non-isolated vertices, then |E(Gy)| = ©(N).

Networks arising in certain applications, especially those with an underlying spatial or
lattice structure generally have bounded degree. These include planar maps which encode
neighborhood relations (Batra et al., 2010; Johnson et al., 2016), lattice models for captur-
ing nearest-neighbor interactions between image pixels, and demand-aware networks (Avin
et al., 2020) among others. It is easy to check that the conditions in Assumption 1 are
satisfied for bounded degree graphs. Towards this, note that, under the scaling in (12), the
condition supy~q [|Aljcc < 00 is equivalent to [[Agy (e = %maxvev(gn) d,. Hence,
under the scaling in (12), the assumption supy>q [[Agy|lec < 00 is equivalent to

_ _ [ EG)]
o= s =0 (7). 19)

that is, the maximum degree of G is of the same order as its average degree. Moreover,
the condition liminfn_, || Acy||% > 0 is equivalent to

lim sup IB(GN)] < 00, (14)

N—o0 N
that is, the average degree of Gy is bounded. Therefore, (13) and (14) are together equiv-
alent to the condition that Gy has bounded maximum degree. Hence, the PMPL estimate
is \/log d/N-consistent for any sequence of graphs of bounded maximum degree, whenever
the assumptions in Theorem 1 hold.

3.2 Sparse Inhomogeneous Random Graphs

Although Theorem 1 requires that the maximum degree of G has to be of the same order
as the average degree (see (13)), our proofs can be easily adapted to establish similar rates
of consistency of the PMPL estimate (up to polylog(NN) factors), if the maximum degree
Gy grows poly-logarithmically with respect to the average degree, which, in particular, is
the case for sparse inhomogeneous random graphs. This is summarized in the following
result. The proof is given in Section C.1 of the Appendix.

Theorem 3 Suppose {Gn}n>1 is a sequence of graphs with |E(GN)| = O(N), dmpax =
O(1), and Q(N) non-isolated vertices. Then for A\ = © <\/log d/N),

=2 =0 ()

with probability 1 — o(1) as N,d — oo such that d = o(N).

13
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Theorem 3 can be applied to obtain rates of convergence in sparse inhomogeneous ran-
dom graph models.

Definition 4 (Bollobds et al., 2007) Given a symmetric matriz PN) = ((py,)) € [0, 1]V*<N
with zeroes on the diagonal, the inhomogeneous random graph G(N, P(N)) is the graph
with vertex set [N] := {1,2,..., N} where the edge (u,v) is present with probability py.,
independent of the other edges, for every 1 <u <v < N.

The class of inhomogeneous random graph models defined above includes several pop-
ular network models, such as the Chung-Lu model (Chung and Lu, 2002), the S-model
(Chatterjee et al., 2011), random dot product graphs (Young and Scheinerman, 2007; Tang
et al., 2017), and stochastic block models (Holland et al., 1983; Lei, 2016). Next, we consider
the sparse regime wherein

1
—o(=). 1

1upen P 0 <N> (15)
In this regime, the expected degree remains bounded, although the maximum degree can
diverge at rate O(log N) (Benaych-Georges et al., 2019; Krivelevich and Sudakov, 2003).
We will also assume that there exists € € (0,1) and (N) vertices u € G, such that

N
lim sup H (1 —pw) <e. (16)
N—oo 7
This will ensure G(N, PM)) has Q(N) non-isolated vertices. Under these assumptions we
have the following result:

Corollary 5 Suppose Gy is a realization of the inhomogeneous random graph G(N, P(N)),
where PWN) satisfies the conditions in (15) and (16). Then for A = © (\/log(d—i— 1)/N),

~ 1
- —o(-L).
15 = 2 <\/N>
with probability 1 — o(1) as N,d — oo such that d = o(N).

Corollary 5 is proved in Section C.2 of the Appendix. In the following example, we
illustrate how it can be applied to sparse stochastic block models, in particular, sparse
Erdoés-Rényi random graphs.

Example 1 (Sparse stochastic block models) Fix K > 1, a vector of community pro-
portions A := (A1,...,Ax) € (0,1)%, such that Zle Aj =1, and a symmetric probability
matrix B := ((bi;))1<i j<k, where b;; € [0,1], for all 1 < 4,57 < K and b;; > 0 for some
1<4,j < K. The (sparse) stochastic block model with proportion vector A and probability
matrix B is the inhomogeneous random graph G(N, PV)), with P™N) = ((puy))1<uven
where

for (u,v) € B; x Bj, (17)

bij
Puv = W

14
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where B :== (N S/ A\, NS_ M O[N], for j € {1,...,K}. In other words, the set of
vertices is divided into K blocks (communities) By, By, ..., Bi, such that the edge between
vertices v € B; and v € Bj occurs independently with probability b;;/N. Clearly, in this
case (15) holds. Next, to check that (16) holds, choose 1 < 7, j < K such that b;; > 0. Then
for all u € B;,

b;
hmsupH (1 — puy) < limsup H <1 - N) = exp(—A;b;;) <

N—o0 v=1 N—oo vEB;

which verifies (16), since |B;| = Q(NN). Hence, by Corollary 5, the PMPL estimate (6) is
O(1/+v/N)-consistent in this example. As a consequence, the PMPL estimate is O(1/v/N)-
consistent for sparse Erd6s-Rényi random graphs G(N,¢/N), which corresponds to setting
bij=c, forall1 <i,j <K in (17).

3.3 Beyond Bounded Degree Graphs

We can also establish the consistency of the PMPL estimate beyond bounded degree graphs
using Proposition 7, which provides error rates in terms of ||A||p. To this end, note that
when A = Ag,, is the scaled adjacency matrix of G as in (12), then

N
|Allr =0 ( |E(GN)|> '

Hence, whenever (13) holds, Proposition 7 implies,

~ ‘E GN ’210gd
17 =z =

with probability 1 — o(1), whenever d = o(N?/|E(Gy)|). This shows that the PMPL esti-
mate is consistent whenever | E(Gy)| = o(N3/2) (up to log-factors) and d = o(N?/|E(Gx)|).
In particular, if Gy is A-regular (that is, all vertices have of G has degree A), then the
rate of convergence becomes Og(Ay/logd/N), if d = o(N/A).

4. Computation and Experiments

Next, we discuss an algorithm for computing the PMPL estimates (Section 4.1) and evaluate
its performance in numerical experiments using synthetic data (Section 4.2).

4.1 Computation of the PMPL Estimates

A classical method developed for solving sparse estimation problems is the proximal descent
algorithm (Friedman et al., 2010). We employ this algorithm to the optimization problem
(9). To describe the algorithm, let

f(z) = Ln(2) + All=]]1, (18)
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for z € R4, with Ly(-) as defined in (5). Also, for t € R and « € R**! define

Gi(z) = % (@ — pro,(z — tVLy(x))),

where

. 1 tA
prox,(z) := arg min { lx — 2|3 + >\|]z||1} = <x (1 — ) ) ,
zeRd+ | 2t zil ) 4 ) 1 cica

is minimized by the soft thresholding estimator. To chose the step size in the proximal de-
scent algorithm, we employ a backtracking line search, which is commonly used in gradient-
based as well as in lasso-type problems (Qin et al., 2013). To justify this we invoke the
following result applied to the function f defined in (18):

Proposition 6 (Vandenberghe, 2022) Fiz s > 1 and a step size t > 0. Suppose at the s-th
iteration the following bound holds:

t
Ly(v® = 1G(v*) < Lv(v®) = tVLy (Y TG (v + S IG5 (19)

Then for all v € R,

t

FOP =1Gi(Y™) < F(9) + Gy T (¥ =) = SlIG (V) 3. (20)

Note that setting v = v(*) in (20) gives,

FY) =G (v™)) < F() = %HGtw(s))H%

This shows that whenever the line-search condition (19) holds, the descent of the objective
function is guaranteed by setting

YD ) 4Gy (1)) = prox, (71 — VLN (v)).

Therefore, the proximal gradient descent algorithm for optimization problem (9), with step
size chosen by backtracking line search, proceeds in the following two steps: We initialize
with 40 = 0 € R*! and ¢ = 1.

o If, at the s-th iteration (y(*),¢(¥)) satisfies the line-search condition (19), then we
update the estimates

A prosyo (v — 19V Ly (4))

ASDY
= <7(5) —t(s)VLN(V(S))> (1 ) , (21)
+

B ’7(8) — t(S)VLN(ny(S)”
and keep the step size unchanged, that is, s+ o (s),

16
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Algorithm 1
Fix a value of 7 € (0,1) and & > 0. Initialize with v(%) =0 € R and t(0 =1
while [[v6+t) —~6)||; > § do
: s s s s s s s (s) s
if Ly(v")—t0G 0 (7)) < Lv(v) =t VLN (7)) TGy (7)) + 557 |G (Y1) 13
then

A prox, ) (7 — VLN (7)) and ¢ (),

end if
if Ly (v — )Gy (7)) > Ly (7)) =t OV Ly (vO) T Gy (7)) + 52| Gy (7)) |12
then

D 4 and ¢ (),

end if
end while

o If at the s-th iteration (v(®),t(*)) does not satisfy the line-search condition (19) we
shrink the step size by a factor of 7 € (0,1), that is, t+D) « 7¢6)and keep the
estimates unchanged, that is, vt « ~(),

The procedure is summarized in Algorithm 1.

Note that the smooth part of the objective function Ly is differentiable and its gradient
V Ly is Lipschitz (by Lemma 24). Hence, Algorithm 1 reaches e-close to the optimum value
in O(1/e) iterations (Vandenberghe, 2022).

4.2 Numerical Experiments

We evaluate the performance of the PMPL estimator using Algorithm 1 on synthetic data.
The first step is to develop an algorithm to sample from model (3). As mentioned before,
direct sampling from the model (3) is computationally challenging due to the presence of
an intractable normalizing constant. To circumvent this issue, we deploy a Gibbs sampling
algorithm which iteratively updates each outcome variable X;, for 1 < ¢ < N, based on
the conditional distribution P(X;|(X);i, Z) (recall (4)). Formally, the sampling algorithm
can be described as follows:

e Start with an initial configuration X () := (Xi(o))lgigj\[ e {-1,+1}V.

e At the (s + 1)-th step, for s > 1, choose a vertex of G uniformly at random. If the
vertex 1 < ¢ < N is selected, then update X; ®) to

1

—1, with probability P(X") = ~1|(X\*)), i, Z)

2

X(s+1)

7 Y

{—H with probability IP‘(X(S = 1( J( )jir Z)

and keep X](.SH) = Xj(.s), for j # i. Define X (1) .= (XZ.(SH))KKN.

The Markov chain {X (S“)} s>0 has stationary distribution (3) and, hence, can be used to
generate approximate samples from (3).
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For the numerical experiments, we consider 5 = 0.3 and choose the first s regression
coefficients 61,02, ..., 05 independently from Uniform([—1, —3]U[3,1]), while the remaining
d — s regression coefficients 511,059, ...,0, are set to zero. The covariates Z1, Zo, ..., ZN
are sampled i.i.d. from a d-dimensional multivariate Gaussian distribution with mean vector
0 and covariance matrix ¥ = ((07;))1<i j<d, With o;; = 0.2l With the aforementioned
choices of the parameters and the covariates, we generate a sample from the model (3) by
running the Gibbs sampling algorithm described above for 30000 iterations. We then apply
Algorithm 1 by setting e = 0.001, 7 = 0.8, and consider the solution paths of the PMPL
estimator as a function of log(\), when the network Gy is selected to be the Erdds-Rényi
(ER) model and the stochastic block model (SBM). We set the range of A to be a geometric

sequence of length 100 from 0.001 to 0.1.

e Figure 1 depicts the solution paths of the PMPL estimate when Gy is a realization
of the Erdés-Rényi random graph G(N,5/N). Figure 1 (a), corresponds to a setting
N = 1200, d = 200, s = 5, while Figure 1 (b) to N = 1200, d = 600, s = 600.

Solution paths in the ER Model with N = 1200, d = 200, and s =5 Solution paths in the ER Model with N = 1200, d = 600, and s = 10

~ o

1.0

05

Coefficients
0

Coefficients

0.0

-0.5
|

T T T T T T T T T T
-7 -6 -5 -4 -3 -7 -6 -5 -4 -3

Log Lambda Log Lambda

(a) (b)

Figure 1: Solution paths of the PMPL estimates in the Erdés-Rényi model G(N,5/N): (a) N =
1200, d = 200, s = 5, and (b) N = 1200, d = 600, s = 10.

e Figure 2 shows the solution paths of the PMPL estimate when G is a realization of a
SBM with K =2, A\1 = Ay = %, P11 = P22 = 4/N, and p1a = 8/N (that is, a SBM with
2 equal size blocks with within block connection probability 4/N and between block
connection probability 8/N (recall Example 1)). In Figure 2 (a) we have N = 1200,
d =200, s =5, and in Figure 2 (b) N = 1200, d = 600, s = 10.

From the plots in Figures 1 and 2, it is evident that the first 5 signal (non-zero) coefficients
remain non-zero throughout the range of tuning parameters A considered. Moreover, as
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Solution paths in the SBM with N = 1200, d = 200, and s = 5 Solution paths in the SBM with N = 1200, d = 600, and s = 10
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Figure 2: Solution paths of the PMPL estimates in the stochastic block model: (a) N = 1200,
d =200, s =5, and (b) N = 1200, d = 600, s = 10.

expected, A needs to be larger when d = 600 for the non-signal (zero) coefficients to shrink
to zero exactly.

Next, we investigate the estimation errors by varying the size N of the network Gy.
To select the regularization parameter A, we use a Bayesian Information Criterion (BIC).
Specifically, we define

BIC(A) = Ly (B, 0)) + df(\) log N,

where B)\, 0, = (éx,z’)lgigd are the PMPL estimates obtained from (6) for a fixed value of
A and df(\) = [{1 < i < d:60y; # 0}]. We choose A by minimizing BIC(\) over a grid
of values of A and denote the corresponding PMPL estimates by 4 = (B;\, é;\r) Figure 3
shows the average ¢; and ¢y estimation errors |4 — ~y||; and ||¥ — 7||2 and their 1-standard
deviation error bars (over 200 repititions) for the Erdds-Rényi (ER) model and the SBM. We
refer to these by Isingll and IsingL2 in Figure 3, respectively. For comparison purposes,
we also show the ¢; and /5 estimation errors for the classical penalized logistic regression
(with no interaction term, that is, 5 = 0), denoted by LogisticLl and LogisticL2 in
Figure 3, respectively. The parameters in the numerical experiment are set as follows:
6 =0.3, d = 50, the first s = 5 regression coefficients 01,6, ..., 05 are independent samples
from Uniform([—1,—3] U [3,1]) and the remaining 45 regression coefficients 6g, 07, ..., 050
are set to zero. As before, the covariates Z1,Zs,..., Zy are sampled i.i.d. from a 50-
dimensional multivariate Gaussian distribution with mean vector 0 and covariance matrix
Y = ((Uij))1<i7j<100, with Oij = 0.2l

e Figure 3 (a) shows the estimation errors when Gy is a realization of the Erdds-Rényi
random graph G(N,1/N), as N varies from 200 to 1200 over a grid of 6 values.
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Error Comparison in the ER Model with d=50 and c=1 Error Comparison in the SBM with d=50 and c=1
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Figure 3: Estimation errors of the PMPL and the penalized logistic regression estimates in the (a)
Erdés-Rényi model and (b) the stochastic block model, (c¢) the S-model, and (d) the
preferential attachment model.

e Figure 3 (b) shows the estimation errors when Gy is a realization of a SBM with
K =2, A\ =X =1, p11 =pa2 = 0.5/N, and p12 = 1/N, with N varying as before.

e Figure 3 (c) shows the estimation errors when Gy is a realization from a S-model
(Chatterjee et al., 2011). The f-model is an inhomogeneous random graph model
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where each edge (i,7), for 1 <u < v < N, is present independently with probability

eﬁu +Bv

Puo = 7770855,

with (f81,...,6n) € R™. In Figure 3 (c) we chose 8, = —c - ulog(log(u + 1)), for
1 <u < N, where ¢ =200/N and N varies from 200 to 1200 over a grid of 6 values.

e Figure 3 (d) shows the estimation errors when Gy is a realization from the linear
preferential attachment model with one edge added each time, with N varying as
before. The linear preferential attachment graph evolves sequentially one vertex at
a time, where each new vertex connects to an existing vertex with probability pro-
portional to their degrees (see Bollobas et al. (2003); Krapivsky and Redner (2001)).
Consequently, the model exhibits the ‘rich gets richer’ phenomenon and the degree
sequence follows a power law distribution (Barabdsi and Albert, 1999).

The plots in Figure 3 show that the estimation errors of PMPL estimates exhibit a
decreasing trend as N increases, validating the consistency results established in Section 2.
Although the /5 errors of the PMPL and penalized logistic regression estimates are similar
for small N, the PMPL errors are better as N increases. Also, the difference between the
£1 errors of the PMPL and penalized logistic regression estimates is significant. While the
£1 errors of PMPL estimates show consistent decreasing trends in all four settings, those
for the penalized logistic regression estimates are much higher. Moreover, as expected, the
empirical variances of the ¢; and ¢ errors for the penalized logistic regression estimate
are significantly larger than those for the PMPL estimate. These findings illustrate the
effectiveness of the proposed method for modeling dependent network data for range of
network models, encompassing different network topologies, such as community structure
and degree distribution.

We also investigate how the PMPL estimate performs with respect to the density of
the network. To this end, we consider the Erdés-Rényi random graph G(N,c¢/N), with
N = 600, and vary c. Figure 4 shows the estimation errors as ¢ increases, with dependence
parameter (a) f = 0.15 and (b) 8 = 0.3 in the respective sub-plots. As expected, the error
curves for the PMPL estimates are generally better than those for the penalized logistic
regression estimates. Moreover, the estimation errors are relatively small to begin with
(when ¢ is small), but starts to show an increasing trend with ¢ after a while. This is
expected because as the network density increases the rate of convergence slows down and,
as a result, consistent estimation becomes harder (recall the discussion in Section 3.3).

5. Application to Spatial Transcriptomics

In this section, we illustrate how the proposed model can be useful in selecting relevant genes
in spatial gene expression data. As mentioned in the Introduction, spatial transcriptomics
is a new direction in molecular biology where, in addition to measuring the gene expression
levels of individual cells, one also has information about the spatial location of the cells
(Eng et al., 2019; Goltsev et al., 2018; Palla et al., 2022; Perkel, 2019). To understand how
the spatial location of a cell affects its phenotype, it is natural to consider a model as in (3)
with a nearest neighbor graph of the cell locations as the underlying network.
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Error Comparison in the ER Model with  d=50, N=600 and =0.15 Error Comparison in the ER Model with  d=50, N=600 and p=0.3
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Figure 4: Estimation errors of the PMPL and the penalized logistic regression estimates in the
Erdés-Rényi model G(N,¢/N), with N = 600, as ¢ varies, where (a) § = 0.15 and (b)
B =0.3.

We consider the Visium spatial gene expression data set for human breast cancer
(see https://www.10xgenomics.com/spatial-transcriptomics for details about the spa-
tial capture technology) available in the Python package scanpy. The data set is avail-
able at https://support.10xgenomics.com/spatial-gene-expression/datasets and
can be loaded using the Python command:

scanpy.datasets.visium_sge(sample_id=‘V1_Breast_Cancer_Block_A_Section_1’)

The data consists of 36601 genes and 3798 cells along with their spatial locations. To
obtain the cell labels, we first filter out the top 50 highly variable genes, that is, the genes
whose expression variance is within the top 50 among all genes. Subsequently, we cluster
the cells based on the expression levels of these 50 gene into 2 types (clusters) using the
Leiden algorithm (Tragg, 2019). The output of the clustering algorithm visualized using the
Python command sc.pl.spatial is shown in Figure 5 (a). Using the cell labels obtained
as above and the first 100 highly variable genes as the covariates, we then fit the model
(3) with the 1-nearest neighbor graph of the spatial location of the cells as the underlying
network, using the PMPL method. The optimal A is chosen using the BIC criterion.

The PMPL method with the BIC chosen regularization parameter, selects 6 genes among
the top 100 highly variable genes. Among the selected ones, four of them are actually in the
top 50 highly variable gene set obtained in the first filtering step. These genes are shown in
Table 1. Next, we re-cluster the cells based on only the 6 selected genes (see Figure 5 (b)).
Interestingly, just using the 6 selected genes we can recover the clustering result obtained
with the top 50 variable genes with high accuracy. This illustrates how incorporating spatial
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information can significantly reduce dimensionality for clustering single cell data and the
usefulness of our method in selecting relevant genes.

Selected genes among top 100 | Estimated coefficients | Selected genes among top 50
S100A9 0.0087 S100A9
CPB1 -0.0330 CPB1
SPP1 0.0123 SPP1
CRISP3 0.1465 CRISP3
SLITRKG6 0.1276
IGLC2 -0.0392

Table 1: Names of the selected genes andAthe estimates of the corresponding regression
coefficients. The estimate of 5 is § = 0.1203.

leiden

leiden

spatial2
spatial2

spatiall

spatiall

(a) (b)

Figure 5: Clustering results using the Leiden algorithm: (a) with the top 50 highly variable genes,
(b) with the 6 selected genes.

To capture the spatial dependence one can, more generally, consider the K-nearest
neighbor graph (instead of the 1-nearest neighbor graph as above) of the spatial locations
of the cells in the model (3). To understand the sensitivity of the PMPL method on the
choice of the number of nearest neighbors, we repeat the experiment with K =1, K = 2,
and K = 3. The genes selected by the PMPL method and the estimates of the corresponding
regression coefficients for each of these settings are shown in Table 2. It turns out that for
K =1 and K = 2 the genes selected are the same, and for K = 3 the genes selected match
except one (the gene SPP1 is no longer selected). This shows that the PMPL method is
quite robust to choice of the underlying nearest-neighbor graph as long as K is not too
large. While one can incorporate more distant spatial dependencies by increasing K, this
makes the graph denser and, as a result, the rate of estimation becomes slower (as shown
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in Section 3.3). In practice, especially for spatial problems, where the dependence often
decreases with distance, choosing a small value of K should suffice.

Selected genes among top 100 | Estimated coefficients | Selected genes among top 50
S100A9 0.0087 S100A9
CPB1 -0.0330 CPB1
K1 SPP1 0.0123 SPP1
CRISP3 0.1465 CRISP3
SLITRKG6 0.1276
IGLC2 -0.0392
S100A9 0.0047 S100A9
CPB1 -0.0250 CPB1
K—9 SPP1 0.0037 SPP1
CRISP3 0.1121 CRISP3
SLITRK6 0.1131
IGLC2 -0.0317
S100A9 0.0034 S100A9
CPB1 -0.0177 CPB1
K=3 CRISP3 0.0805 CRISP3
SLITRKG6 0.0845
IGLC2 -0.0241

Table 2: Names of the selected genes and the estimates of the corresponding regression
coefficients for the K-nearest- nelghbor graph, with K =1, K = 2, and K = 3.
The estimates of 8 are B = 0.1203, 5 = 0.2434, and B =0.2870 for K =1, K = 2,
and K = 3, respectively.

6. Conclusion

Understanding the effect of dependence in high-dimensional inference tasks for non-Gaussian
models is an emerging research direction. In this paper, we develop a framework for effi-
cient parameter estimation in a model for dependent network data with binary outcomes and
high-dimensional covariates. The model combines the classical high-dimensional logistic re-
gression with the Ising model from statistical physics to simultaneously capture dependence
from the underlying network and the effect of high-dimensional covariates. This dependence
makes the model different and the analysis more challenging compared to existing results
based on independent samples. In the this paper we develop an efficient algorithm for jointly
estimating the effect of dependence and the high-dimensional regressions parameters using
a penalized maximum pseudo-likelihood (PMPL) method and derive its rate of consistency.
To understand which of the covariates have an effect on the outcome under the presence
of network dependence, we also consider the problem of estimation given a fixed (known)
level of dependence. Towards this, we show that using the PMPL method the regression
parameters can be estimated at the classical high-dimensional rate, despite the presence
of dependence, in the entire high-dimensional regime. We expect the model to be broadly
useful in network econometrics and spatial statistics for understanding dependent binary
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data with an underlying network geometry. As an application, we apply the proposed model
to select genes in spatial transcriptomics data.

Various questions remain and future directions emerge. Theoretically, it would be in-
teresting to see if the conditions for joint estimation can be relaxed. Computationally, it
would be interesting to explore more efficient sampling schemes for Ising models with co-
variates. Incorporating dependence in other generalized linear models and high-dimensional
distributions, through the lens of the Ising and more general graphical models, is another
interesting direction for future research.
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Appendix A. Proof of Theorem 1

Theorem 1 is a consequence of the following more general result which provides rates of
consistency for the PMPL estimate in terms of || A[/%.

Proposition 7 Suppose that Assumptions 1, 2, and 3 hold. Then, there exists a constant
d > 0 such that by choosing A := §+/log(d + 1)/N in the objective function in (22) we have,

. logd . logd
Y= =0s |\ 3117w and — ||¥ =l = Os | | 7775770

with probability 1 — o(1), as N — oo and d — oo such that d = o(||A||%) and logd =
o(||Al[E/N).

Note that when liminfy_ o - [|A[% > 0, then rates in Theorem 7 is an immediate
consequence of Proposition 7.

The rest of this section is devoted the proof of Proposition 7. To this end, recall from
(6) that our PMPL estimator is defined as:

N

(8,0 ):= argmin Ly(5,0)+ |6, (22)
(B,OT)eRd“

where A > 0 is a tuning parameter and

N N N
1
N(B,0) = v § " |log cosh 52 AX;+0'Z | - X; 5§ :Ainj +07z; ||,
i=1 j=1 j=1

is as defined in (5) (where we have dropped the additive factor of log2). To begin with,
note that since Assumption 1 holds, by scaling the interaction matrix and the covariate
vectors by || Al|s we can assume without loss of generality,

sup [[Alloo < 1. (23)
N>1

The first step towards the proof of Theorem 1 is to establish the concentration of the pseudo-
likelihood gradient vector VLx (%) in the o norm. This is formalized in the following
lemma which is proved in Section A.1l.

Lemma 8 (Concentration of the gradient) For 4 and any A > 0,
IVLN () loo < A (24)
Moreover, there exists 6 > 0 such that with X := §+/log(d 4+ 1)/N the following holds:

P (HVLN(v)Hm > ) — (1), (25)

where the o(1)-term goes to infinity as d — oo.
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The next lemma shows that the pseudo-likelihood function is strongly concave with high
probability. The proof of this lemma is given in Section A.2.

Lemma 9 (Strong concavity of pseudo-likelihood) Suppose the assumptions of The-
orem 1 hold. Then, there exists a constant k := k(s, M, 3,0) > 0, such that

S : A|lE 1A = I3
Ly(#)—Ly(y) = VLN (3 —7) = n” HF@V HQ,
with probability 1 — o(1).

The proof of Theorem 1 can now be easily completed using the above lemmas. Towards
this define:
S:={1<i<d:0; #0}.

Moreover, for any vector @ € RP and any set @ C {1,...,p}, we denote by ag the vector
(ai)icqg. Now, for the constant s as in Lemma 9, consider the event

En = {X €CN IVIN(V)ls < %

Iy 2
R‘AH%‘H'V_’YHQ}.

and Ly (%) — Ln(y) = VIN(Y) ' (F =) = N

Clearly, from Lemma 8 and Lemma 9, P(£5,) = o(1).
Next, suppose X € Ey. From the definition of 4 it follows that

Ln(%) + M0]1 < Ln(y) + 6] (26)
Hence,
A(I6111 = 11811) = Ly (%) — Ly (%)
=VILNA) (3 =) + (Ln#H) = Lyv(y) = VL) (5 = 7))
> —IVLN) ool — ¥l + (Ln () = Ln(y) = VLN() T (5 — 7))

A=A 3) = L) = VN TG = 7)), (27)

> —
2

where the last step uses |VLy (7)., < 3, for X € En. Next, note that
10111 = 1165 + (8 = O)s]l1 + [1(6 = B)scll1 = 851 = (8 = O)sl1 + [|(6 — )5
=10l = [(6 — 0)sl[1 +[|(0 — 0)se]]1.

This implies, X X X
160 = 6)slls — /(6 — O)sel1 = (101l — 6] (28)

Combining (27) and (28) it follows that

A (u@ )5l — [0 — 0)se]n + ”“””) > Ln(3) — Ln(v) - VEn() (3 —7)

2
< 2
LI 1 = 15

Tk, (29)

Z K
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: . A A AlZII7—3
where the last inequality uses ALN(’Y) — LN(':/) - VLN(’Y)T(?’ —5) = HM, for
X € &n. Using |4 — |1 = [|/(6 — 0)s|l1 + ||(6 — 0)sc||1 + |3 — 5] in the LHS of (29) now
gives,

,W_vﬁghﬁ%%(w@;exm_n@—;hmy+m;m)
S g (16 -0l +13 - 51)
’“HM@““%EQH_H + (8- 8y

HAHF\[HV Vlf2-

This implies, for X € &y,

N slogd
¥ =2 = Ows | 7777 :
IAl: VN

This completes the proof of the /5 error rate in Theorem 1, since P(€x) = 1 — o(1). The
bound on the ¢; error ||4 — |1 is shown in Lemma 15.

A.1 Proof of Lemma 8
First, we establish that ||VLy(¥)|lcc < A. Fix 1 < < d and define the univariate function:

f( ) (5,91,... i—1, T, 91+1,~'-7‘9d)~

Note that f/(A) = 70 VLN( ) |’7 4. Now, by the definition of 4 we have, f( i) + )\|é2‘ <
f(z) + Az|, which 1mphes

F(@) = £(0:) = A(|6:] = |=])-

Then consider the following cases:
e 0; > 0: Then, for all z > 0;,

f(x) — f(6;) >A\éi\—!$| _ )
-0, = x—6 '

L

Similarly, for all 0 < z < ;, JD=LO) N0l - ) g implies, f/(6;) = —A.

r—0; x—0;
e 0; <0: Then, for all 0 > = > éi,

f@) = f@) o= el _
x—ﬁi 1‘—9@‘

Similarly, z < 6;, f(x)fg(el) < )\‘0 i LY Hence, in this case, f’( i) = A

z—0; a:6
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e 0; =0: In this case, for all z > 0,

F@)=10) 5 el _

and for all x < 0, M < —)\% = A. Since f’ exists, this implies that |f/(0)] < A.
Next, define X X o X
9(x) := Ly(w,01,...,0;-1,05,0;41,...,04).
Note that ¢'(8) = %VLN(Z) |y=4- By the definition of 4 we have, 9(B) < g(x). This
implies that ¢’ (B) = (0. Combining the above, it follows that

IVLy (%)]loo = max|f'(0;)] < A,
JEld]

completing the proof of (24).
Next, we establish the concentration of |VLy ()| . asin (25). For this step, we require
the following definitions. For 1 < ¢ < NV, denote

N
m,(X) = Z ainj.
j=1

Define functions ¢; : Cy — R, for 1 < i < N, as follows:

Ly . . Ty

¢i(@) i= = {mil@) (s — tanh(Bmi(@) + 07 Z))) } (30)
for € = (x1,22,...,2,) € Cy. Similarly, define functions ¢; s : Cy — R, for 1 <i < N and
1 < s < d, as follows:

1 T

01 (@) 1=~ { Zis (w1~ tanh(Bmi(@) + 07 Z))) }. (31)

Note that VLy = (aé:—é\’, %, e %T;\’)T where
N N
8LN aLN

To establish the concentration of ||[VLy ()|, we use the conditioning trick from Dagan
et al. (2021), which allows to reduce the model (3) to an Ising model in the Dobrushin
regime (where the correlations are sufficiently weak and the model approximately behaves
like a product measure), by conditioning on a subset of the nodes. To describe this, we
need the following definition:

Definition 10 Suppose that o € {—1, 1}N is a sample from the Ising model:

i=1

N
Psp(o) o exp (O’TDO' + Zhiai) ; (32)
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where h = (hy, ho, ..., hn)T € R™ and D s a symmetric matrix with zeros on the diagonal
with sup -1 | D||ec < R. Moreover, suppose that with probability 1,

; ) N >
min Var(o;lo—;) > 7T,

for some YT > 0. Then, the model (32) is referred to as an (R, Y)-Ising model.

Recently, Dagan et al. (2021) developed a technique for reducing an (R, Y)-Ising model
to an (n, Y)-Ising model, for 0 < n < R, by conditioning on a subset of vertices. As a
consequence, by choosing 7 one can ensure that the conditional model is in the Dobrushin
high-temperature regime. Although the Ising model studied in Dagan et al. (2021) is dif-
ferent, the same proof extends to our model (3) as well. We formalize this in the following
lemma, which is proved in Appendix D.2.

Lemma 11 Fiz R > 0 and n € (0,R). Let X € {~1,1}" be a sample from an (R,Y)-
Ising model. Then there exist subsets I, ..., I, C [N] with £ < R?log N/n? such that:

1. Forall1 <i< N,
[{j el :iel}| = [nt/3R]

2. For all 1 < j < {, the conditional distribution of Xy, given XI; = (Xu)uenp\1; 18 an
(n,Y)- Ising model.

Furthermore, for any non-negative vector a € RY, there exists j € £ such that

Zai P %Zai- (33)

We will apply the above result to our model (3). Towards this, set D = gA and
h; =07Z;, for 1 <i < N in (32). Under this parametrization, (3) is an (R, T)-Ising model
as shown below:

Lemma 12 The model (3) is a (R, Y)-Ising model with R = |3|/2 and any YT = e~ 4OMs=48l,
Proof Note that for every j € [N],
Var(X;| Xnpg53) = 4p(1 = p),

where p = P(X; = 1|X[N]\{j}). Now, denoting the elements of of the matrix D as
(dij)1<ij<n, note that

2 cosh <hj +2 ZUG[N}\{j} dijv)

Then using the inequality ﬁi(x) > %e*m‘”‘ gives,

1
min{p,1 —p} > 5 OXP -2 |h; +2 Z djXo| | - (34)
ve[NI\{7}
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Next, using

hi+2 Y dpXo|=107Z;+2 > djX,| <072 +2| Dl < OMs + |,
ve[N\{5} ve[N\{5}
it follows from (34) that
1
min{p,1 — p} > 5672®M872‘6|.

Hence, we have:
Var(Xj\X[N]\{]}) 2 6_49M8_4‘6|.

This completes the proof of the lemma, since ||D|| < |3| (since ||Allc < 1 by (23)). N

By the above lemma, model (3) is an (R, YT)-Ising model, with R := [3|/2 and T =

e~4OMs—4I6]  Next, choose
7 1= min L @
' 16> 2 |’

and suppose I, ..., Iy are subsets of [N] as in Lemma 11. Then, defining ¢ := [nf/R]| we
get,

al i 1 0
Z@(X)‘: @ZZ@(X) <@Z Z@(X) <?1gg[l€>]<|Qr(X)’7 (35)
i=1 r=14cl, r=1 |icl,
where
Q.(X) = 3 6u(X), (36)
i€ly
for r € [¢]. Similarly, it follows that, for s € [d],
a 1 1 ‘
Z ¢z,s(X)‘ = ? Z Z (z)i,s(X) < @ Z Z (ﬁz,s(X)‘ < ? nle?l?]( ’QT,S(X)‘ ’ (37)
i=1 r=1€l, r=1 liel, "
where
Qrs(X) =) $is(X). (38)
i€l

The following lemma shows that the functions @, and @), s are Lipschitz in the Hamming
metric. The proof is given in Appendix D.1.

Lemma 13 For r € [{] and s € [d], let Q. and Qs be as defined in (36) and (38),
respectively. Then for any two vectors X, X' € Cn differing in just the k-th coordinate, the
following hold:

(1) Forr € [¢],
Q(X) — @u(x)| < 2 EE
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(2) Similarly, for r € [{] and s € [d],

2 Z.s
|QT,S(X) - QT,S(X/)’ S | k | 2’ﬁ| Z |Zz sazk| =: Ck-

Using the above result together with Lemma 12, we can now establish the concentrations
of Q-(X) and Q,s(X), conditional on Xyc. To this end, recalling the definition of ¢;(-)
from (30) note that E (Q,(X )|X1c) = 0, for r € [{]. Moreover, by Lemma 12, X|X7. is

n (n, T)-Ising model, where n < . Therefore, since @, is Og(1/N)-Lipschitz (by Lemma
13), applying Theorem 4.3 and Lemma 4.4 in Chatterjee (2016) gives, for every t > 0,

i (\QT(X)] >t ’X@ < 2e~0s (Nt (39)

Similarly, recalling (31) it follows that for each r € [{] and s € [d], E(Q,s(X)|Xe) =
0. Then, since Zk 12 = Op(1) under Assumptions 1 and 4, Lemma 13 together with
Theorem 4.3 and Lemma 4.4 in Chatterjee (2016) gives, for every ¢t > 0,

P (’QT,S(X)‘ =1 ‘XI,?) < 2€_Oﬁ’M(Nt2). (40)

Hence, combining (35), (39), (37), (40), and Lemma 11 (which implies that £ = O(log N))
gives,

N
IED <
i=1

for each s € [d]. It thus follows from (41) and a union bound, that

N
X)| > t) < 2e795(N) and IP’(

x)|> t) < 2e-0nu (V) (41)

P(IVLN()lloo = 1) < 2(d + 1)e N, (42)
for some constant K > 0, depending on 3 and M. Now, choosing t = % = %(5 log(d +1)/N

in (42) above gives,

1_752

P (vav(wuoo > A) 2d + 1)

5 = o(1),

whenever 62 < 4/K. This completes the proof of Lemma 8.
A.2 Proof of Lemma 9

Define the following (d + 1) x (d + 1) dimensional matrix,

1 (me mTZ)

G=x%\zm z7z

(43)

The key step towards proving Lemma 9 is to show that the lowest eigenvalue of V2L is
bounded away from 0 with high probability.
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Lemma 14 There exists a constant C > 0 (depending only on s,© and M ), such that

2
P <>\min(G) > CHNAHF) >1— e*Q(IlAH%/N)’ (44)

as N,d — oo, such that d = o(||A||%).

The proof of Lemma 14 is given in Section A.2.1. We first show it can be used to
complete the proof of Lemma 9. To this end, by a second order Taylor series expansion, we
know that there exists a € (0,1) and v = (3,0")" = ay + (1 — @)¥ such that

L)~ In(y) = VEx() G =) = 33— 1) P Ln() (3 )
S TOUT (5
"o Z a7y
where U; := (m;(X), Z,)". Now, note that:
Bmi(X)| < BImi(X)| < 18 Alloe < 181 +18 - A1 <181+ A~ (46)
and
6724 <0111 Zille < M (10— 01 + [6]1) < M(Iy — 1 +50). (47

Since cosh is an even function and increasing on the positive axis, we obtain

L i G -'UU G —7) (v =7)'G(H —) (48)

cosh?(Bm;(X) + 0" Z;) ~ 2cosh®(|8] + (M + 1)(|| — ~ll1) + sM©)’
where m = (my(X),...,my(X))T, Z = (Z1,...,Zy)", and G is as defined in (43).
Combining (45) and (48) gives,

In(3) — Ln(v) — VINA) (3 —7) = 23 — ) VLy(1)(3 — )

2
N K -71'GH - ‘
~ 2cosh?(|8] + (M + 1)(J|¥ — v[1) + sMO)

(49)

Next, we establish a high probability upper bound on ||4 — || whenever the conditions
of Theorem 1 are satisfied.

Lemma 15 Suppose (44) holds. Then, for A := d+/log(d + 1)/N as in Lemma &,

. B N log(d + 1)
¥ =l = Os (HAII% N ) :

with probability 1 — o(1), whenever N,d — oo such that logd = o(||A||%/N),
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Proof By the convexity of the function Ly it follows from (26) that

A6l = 11811) = Ly (%) — Ly ()
> VLN (3 =)
Z —[[VLN()llooll¥ = vl

AlY =l
—_— 50
2 ’ ( )
where the last step uses |VLy ()| < %, for X € Ey. Recall from (28) that ||0]|, — |0, >
1(6 — 0)se|l1 — ||(0 — )s]|1. Therefore, from (50), we have:

16— O)sells — 16— 0)ss < 1011 — [l < 17711

_ 16 —0)slli  11(6—O)sells , 18-
I

This means, ||(8 — 8)se|l; < 3(]|(8 — )51 + |3 — B]), and hence,

1 =)l < 4(1(6 — 8)sll + 18 = B (51)

Denote K := [|(8 — 8)s||1 + |5 — 8|. By the Cauchy-Schwarz inequality,

K<Vs+1 > (6= 6:)%+ (8- B)2< Vs + 1|5 —7lf2- (52)

Next, for t € [0,1], let 7, := t4 + (1 — t)7, and g(t) := (¥ — ) "VLn(v,). Then

19(1) = 9(0)| = [(§ =) (VIN(F) = VIN()| < 7 =71 - IVIN(F) = VIN()l|oo- (53)

Therefore,

g'(t) = (*7 - V)TVZLN(%)W —)

-
Z . UU =) (where U; := (m;(X), Zz‘T)T)
- N cosh”( ﬁtmz(X) +6,Z;)
N A -71"GH -
cosh?(|B| 4+ (M + 1)||~; — |1 + sMO)
- 14 =712 Muin(G)
cosh?(|B] + (M + 1) [y, — [l + sM®©)
5 14 = I3l All%
Ncosh2(|ﬁ] +4[t|(M + 1)K + Ms©)’

(by (46) and (47))
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where the last step uses (44) (which holds with probability 1 —o(1)), C is as in Lemma 14,
and ||y, —v|l1 = [¢[[|(% — V)1 < 4[¢[K (by (51)). Hence,

1
9(1) — 9(0)] > g(1) — g(0) = /U J(t) dt
min{1, 1/K}
/ g'(t) dt

A

2 AR5 13 mina, 1), (54)
Combining (53) and (54) gives,
. KN|¥ =7l )
min{l, 1} Ss — 513 - [VLN(¥) = VLN ()]l
IAIENY =13
2N

Siamie = IVIN(G) = VLN (V)]s (by (51))

||A||%||7 -3
S A IV I ) ~ VEn (55)

using (52). Now, recall that, by Lemma 8, with probability 1 — o(1), [[VLN(Y)]lcc Ss

V0og(d+1)/N and ||[VLyN(9)|lco S v/log(d +1)/N. Applying this in (55) shows that with

probability 1 — o(1),

min{/C, 1} = O; ( N log(d + 1)> .

1A% N

This implies,

5 . N log(d +1)
K=|(6-86 - :Os )
16— 8)sl+ 1 - 5 (HAH% N )

with probability 1 — o(1), whenever N,d — oo such that logd = o(||A||%/N). Therefore,
by (51), |4 — |1 = ( i 1°g(j§“>> with probability 1 — o(1). m

1A%

Using Lemma 14 and Lemma 15 in (49) it follows that, there exists x (as the statement
of Lemma 9) such that

A-7"GH—)
2cosh®(|B] + (M + 1)[|5 — 7|1 + sMO)

o AR A
Nﬂ7M7H N

Ln(#) = Ln(v) = VLN (3 —7) >

with probability 1 — o(1), as N,d — oo such that d = o(||A||%) and logd = o(||A[|%/N).
This completes the proof of Lemma 9.
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Remark 16 Note that if one assumes || Z;||2 < M, for all 1 <7 < N, and ||@]]2 < © (recall
the discussion in Remark 2) then, for @ as in (47), by the Cauchy-Schwarz inequality,

107 Zi| < 110121 Zill2 < M (/|6 — 6|2+ 18]|2) < M(|F — Il +©).

Using this bound and (46) we get,

Ly G UL G ) (-GG )

2N £ cosh®(Bmi(X) + 0 Z;) ~ 2cosh®(|8] + (M + 1)(|5 — 1) + MO)

=1

Note that the bound in the RHS above does not have any dependence on s in the cosh term
(unlike in (48)). Hence, by the same arguments as before we can now get the following rate
where the dependence on s matches that in the classical high-dimensional logistic regression:

- slogd
|W—Wb=0< ~ ),

with probability 1 — o(1), as N,d — oo such that d = o(N).

A.2.1 PrROOF OF LEMMA 14

The first step towards proving Lemma 14 is to observe that:
det(G — M) = iHFmH? ) det (22TZ - A1
N 2 N ’
where F:= 1~ Z(Z"Z)"'Z". Hence,
Nain(@) = min A (=Z7Z ), ~|[Fml2
min = min min | 77 "N 2( -

In view of Assumption 2, to prove Lemma 14 it suffices to show that there exists a constant
C > 0 (depending only on s,0 and M), such that

1 All2
P (NIIFmH% > C”NHF> _ | _ o QlAlL/N) (56)

To this end, it suffices to prove the following conditional version of (56):

1 C||Al>? 3 .

where J is a suitably chosen subset of [N] and X je := (X;);eje. To this end, note that (3)
is a (|8]]|Allco/2, T)-Ising model (Lemma 12). Now, applying Lemma 11 with

s {1 |5|||AH°O}
7 := min , ,
16 2
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gives subsets I1,...,Ip C [N] such that, for all 1 < j < ¢, the conditional distribution of
X7, given lec = (Xu)uenz; 18 an (1, T)-Ising model. Furthermore, for any vector a,
there exists j € [¢] such that

larl > el (58)

_n
41PI[| Alloo

The proof of (57) now proceeds in the following two steps: First, we show that there exists
j € [€] such that the expectation of N~*|Fm/3 conditioned on X7, is Q(1). Subsequently,
we establish that conditioned on X7, N~!|Frmn|3 concentrates around its conditional ex-
pectation. These steps are verified in Lemmas 17 and 18, respectively.

Lemma 17 Under the assumptions of Theorem 1, there exists J € {I1,Ia,..., Iy} such that

forall N > 1
1 clal
B (ylIFmigx,. ) > lle,

where C' > 0 is a constant depending only on ©, M and s.

Proof For any (d + 1) x n dimensional matrix M, we will denote the i-th row of M
by M; and the i-th largest singular value of M by o;(M), for 1 < i < d+ 1. Also, for
J C [N] denote (FA); ;= ((FA);;)jes. Note that for any J € {I;,I,...,I;} C [N],
since m = AX,

E (| Fml| X ) = iE (P )X X)) >

'MZ

s
I
—

Var ((FA),-X‘XJC)

Var ((FA)i’JX(]‘XJC)

@
Il
—

I
.MZ

3"'%

N
Z (FA); |3, (59)

where the last step follows from Lemma 23. Now define a vector a = (ay,as,...,ay)',

with a; = ||(FA).;||3, where (FA).,; denotes the i-th column of the matrix FA. Then by
(58) there exists J € {I1,Is,...,I;} C[N] such that

N N
n 2
> IFA) > s > I(FA) 5

Therefore, by (59),
TQ

E(1Fmi3|Xs) 2 g IF AR 2o [FAIG. (60)
By Theorem 2 in Wang and Xi (1997), we get
N N
Y 0H(FA) 2 0} (F) ok 11(A) (61)
t=1 t=1
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Since F' is idempotent with trace N — d, it follows that o1(F) = ... = oy_q(F) = 1 and
oN—d+1(F) = ... =on(F) = 0. Hence, we have from (61),
N N—d d
IFAIE =) of(FA) > ) ok 111(A) = |AlF = ol (A). (62)
t=1 t=1 i=1

where the last step uses 02(A) < 1 for all 1 <i < N, since ||All2 < || Al < 1. Applying

i

the bound in (62) to (60) gives,
E (I Fml| X, ) 2 02 (| All} - d). (63)

Lemma 17 now follows from the hypothesis d = o(||A[|%). [ |

Next, we show that || F'm/||3 concentrates around its conditional expectation E(|| Fm |3 X s<),
for the set J as defined above.

Lemma 18 For anyt >0 and J € {11, Is,...,I;},
P (I|Fmll3 < B(| Fml3 X ) — t| X )
<2 C - mi £t +2 t2 (64)
<2exp | —C -minqg —, > exp | — ,
P 18N 2 P T 128N

where C' is a constant depending only on ©, M and s.

Proof Denote W := F A and let H be the matrix obtained from W W by zeroing out
all its diagonal elements. Moreover, throughout the proof we will denote I := J¢. Clearly,

|Fm|2 - E(|Fm|3|X;) = X HX - E (XTH)QXI) .
By permuting the indices let us partition the vector X as (XIT, X })T and the matrix H
as:
( H;; Hj, )
H/, Hj;

where for two subsets A, B of [N], we define Hx p := ((Hij))ica, jep- Note that

X'THX -E (XTHX|XI>

—XJH;;X,-E (X}HJJXJ\X]) +2X] H; X, — 2K (XITHLJXJyXI) . (65)

Since X | X7 is an (1, T)-Ising model, Example 2.5 in Adamczak et al. (2019) implies (by
taking the parameters « and p in Adamczak et al. (2019) to be ©OMs + 1/16 and 7/8,
respectively),

P (XJHyy Xy <E(X]HyX)|Xr) - t’XI>

t2 t
< 2exp <—c-min{ , }) , 66
1Ly + 1E(H X 0) 137 [1H 2 (66)
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where ¢ is a constant depending only on ©, M and s. Clearly, one has |H;;||% < |H||%
and, since the spectral norm of a matrix is always greater than or equal to the spectral
norm of any of its submatrices, ||[H |2 < |[H||2. Moreover, if

Xy = (0",X)),
then H; ;X ; is a subvector of H X, and hence,
IE(H 70X )13 < |E(H Xo)|3-
Combining all these, we have from (66)

P (XJTHJ,JXJ <E (X}HJ,JXJyXI) — t‘XI>

t2 t
< 2exp (—c - min { , }) (67)
| H |7 + |E(HX0)[3" (| H]]2

Next, note that, since H — W W is a diagonal matrix,

2
|HI3 + [ECHX0) 3 < [ HIE + (IE(W W Xo)|2 + |EI(H ~ W W)Xl
< 2|[H|[} + 28| [(H — WTW) Xo][3 + 2|[E(W W Xo)|3
N
=2 ) (WIW)i+2) (WIW)+2EW WXyl
1<i#j<N i=1
= 2| WTW % + 2 E(W W Xo)|3 (68)
F 0/112-
We also have |[H|s < ||[W T W/||s, since for any vector a € RV,

N
a'Hao=a"W Wa— Z(WTW)Z‘Z‘G? <a'WTWa.
i=1

Hence, it follows from (67) and (68) that

P (X}HJ,JXJ <E (X}HJJXJ\X,) - t‘XI>

2 t
<2 —c - mi , 69
eXp( ‘ mm{HWTWH%+HE(WTWXo)H% HWTWHQD (69)

where ¢’ := ¢/2. Next, recall that for any two matrices U and (¥ — ) such that U (¥ — =)
exists, we have ||{U(¥ —~)||lr < ||U||2 ||¥ — ~||F. This implies,

W TW % < W3 W], (70)
Moreover, by the submultiplicativity of the matrix £» norm,
W TWll2 < W 2|W]l2 = [W]3 (71)
and

IE(W "W Xo)|3 = W E(WXo)|3 < [WI]3 - [|E(W Xo)|)3- (72)
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It follows from (69), (70), (71) and (72), that:

P (X}HJJXJ <E (X}HJ,JXJ|XI) _ t’X[>

C/ t2
< 2exp (—-min{ , t}) . (73)
IFAll3 IFA[7 + [[E[WXo] |13

Since || FA|3 < || FI5[|A[5 < 1, [FA[% < N|FA[|3 < N, and [E[W Xo] |5 < E||W Xoll3 <
|FA|3 E||Xo||3 < N, we can conclude from (73) that:

t2
P (X}HJ,JXJ <E (XJTHJ,JXJ|XI) - t‘XI) < 2exp <—c’ - min {2N t}) . (74)

Next, let us define y := HIJXI. Then,
X]H;;X;—E (XITHLJXJ\XI) —yT X, — E(y' X X))

By Lemma 4.4 in Chatterjee (2016), Dobrushin’s interdependence matrix for the model
X 7| X is given by 8D, where D denotes the interaction matrix for the Ising model X ;| X.
Since |[8D||2 < 3, by Theorem 4.3 in Chatterjee (2016),

t2
P (yTXJ <E(y'X;|X;)—t ‘XI) <2exp(——0 . (75)
8llyll3

Using the submultiplicativity of the matrix 2 norm and the fact that the spectral norm
of a matrix is always greater than or equal to the spectral norm of any of its submatrices
gives,

Iyl3 = I1H, ;X113 < | HI 13- 1X:13 < N|H[3 < N|W]3 = N|FA[l; <N.  (76)
Combining (75) and (76),

t?
P (yTXJ <E(y"X;|X;)—t ‘XI) 2 exp < 8N) (77)

Finally, combining (74), (77), and (65) gives,

P (XTHX <E (XTHX|X1) _t ‘XI>

2t t2
< 2exp <—c' - min {8]\[’ 2}) + 2exp <— 128]\7) .

This completes the proof of Lemma 18. |

To complete the proof of (57), we choose J as in Lemma 17 and apply Lemma 18 with
t = 3E(||Fm|j3| X se). This implies, there exists a constant C, depending only on ©, M and

s, such that
b (;‘Fm’g C\AHF)X > e AIE/N),

This proves (57) and completes the proof of Lemma 14. O

46



LocgisTic REGRESSION UNDER NETWORK DEPENDENCE

Appendix B. Proof of Theorem 2

Recall the definition of the log-pseudo-likelihood function Lg n(-) from (10). As before, the
proof of Theorem 1 entails showing the following: (1) concentration of the gradient of Lg
and (2) restricted strong concavity of Lg x.

The concentration of the gradient VLg n follows by arguments similar to Lemma 8.
Towards this, recall the definition of the functions ¢; s : Cy — R, for 1 < 7 < N and
1 < s <d, from (31). Note that VLg y = (aggiN, e, %géN)T, where 6g§;N = Zfil bis(X)
for 1 < s <d. For k € [N], recall from Lemma 13 the definition of

N
2|Zk,s| | 218
= N + N ; | Zi saik] ,

where s € [d]. Therefore, for s € [d],

N 1 N 52 N
RS Nz D Lkt (Z!Z sazk|>
1 1 N 52 N N
S Ngsagdﬁzzks (Z zs’az’k!2|aik|)
-

k=1 k 1 -
(by the Cauchy—Schwarz inequality)

N
1 1
< (e ) o Y e

k
1 1 Y L X
2 2 2 9
<N{%@NEQQHWMQ%N2@*
= 2

where the last holds with probability 1 under Assumptions 1 and 4. Then by analogous
arguments as in Lemma 8 it follows that there exists § > 0 such that with A := §/logd/N
the following holds:

P (I9Lax Ol > 5 ) =ol), (78)

where the o(1)-term goes to infinity as d — oco.

To establish the strong concavity of Lg x we consider the second-order Taylor expansion:
For any ) € R,

1
Lsn(O+m) —Lan(0) —VLsn(0) n=-n"V>Lsn(0+tn)n,

2
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for some t € (0,1). Computing the Hessian matrix V2Lg (0 + tn) gives,

Lsn(O+m) —Lsn(0) —VIgn(0)'n
1 nTZiZiTn

B ﬁ — cosh?(Bm;(X) + (0 +tn)T Z;)

Z n'ZiZ'n
7 2N 2 cot® (Bl Al + (0 + tn) Z)
(using |Bm;(X)] < || Aloc)

_1ZN:< ZA>2 1
T ST ol (Gl Al + 0+ ) 2)
N
_;VZ@,, 2000, Z:) + tn, Z:)), (79)

1

.
Il

where () := sech?(|B]|| Ao + ).

Proposition 19 Suppose the assumptions of Theorem 2 hold. Then there exists positive
constants v, ¢y (depending on k1, ke, 3, and ©) such that for all t € (0, 1),

N

1

v > 0, Zi)*0((0, Z:) + t(n, Zi)) = v|nl3 - coRn |3,
i=1

with probability at least 1 — o(1), for all m € R? with |n||2 < 1

The proof of Proposition 19 is given in Section B.1. Here we use it to complete the proof
of Theorem 2. Note that by (79) and Proposition 19, for any n € R? with |||z < 1,

Lon (0 +n) = Lgn(0) = VL n(0) 1 2 v|nl3 — coRuv |l

This establishes the restricted strong convexity (RSC) property for pseudo-likelihood loss
function Lg n(-). Therefore, by Wainwright (2019, Corollary 9.20), whenever Rys =

sy/logd/n = o(1), then when the event {|VLx(0)|s0 < 2} happens,

slogd log d

10 — 613 Su sX* S and (|0 — 0]l1 Sy A Sus (80)

Since the event {[|VLx(8)]cc < 2} happens with probability 1 — o(1) by (78) (jointly over
the randomness of the data and the covariates), the bounds in (80) hold with probability
1 — o(1), which completes the proof of Theorem 2.

B.1 Proof of Proposition 19

Consider a fixed vector n € R? with ||n|l2 = r € (0,1] and set L = L(r) := Kr, for a
constant K > 0 to be chosen. Since the function ¢r(u) := w*I{|u| < 2L} < u? and 9 is
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positive,

1 & 1 &

NZ(n,Zi>2¢(<9,Z¢>+t<n,Zi>)>Nz¢(<9,zi>+t<n, i))or((n, Zi))1{|(0, Z:)| < T},
i=1 i=1

where T is second truncation parameter to be chosen. Note that on the events {|(n, Z;)| <
2L} and {|(0, Z;)| < T'} one has,

(0,Z;) +t(n,Z;)] < T+2L < T+ 2K,

since ¢, € [0,1]. This implies,
1
N Z(Tla Z) (0, Zi) + t(n, Z))
i=1

> (0, Zi) +t(n, Zi))or((n, Z:))1{[(0, Zi)| < T}

2]~

=1

¢r((n, 2))1{[(0, Zi)| < T}, (81)

W
=2[=

Il
_

(2

where vy := minj, <742k ¥(u) > 0. Based on this lower bound, to prove Proposition 19 it is
sufficient to show that for all » € (0,1] and for n € R? with ||n|s =,

N Z¢L )1{[{6, Z)| < T} = err® — 2RIl (82)

holds with probability 1 — o(1), where L(r) = Kr and some positive constants ¢, ca. This
is because when (82) holds by substituting ||n||2 = r and using (81) gives,

N

1

N > (0, Z)*((0, Zi) + tn, Z3)) = v]nll3 — coRw I3,
i=1

where the constants (v, cg) depend on (c1, c2,) and we use the inequality ||n|l2 < |[7]]1. In
fact, it suffices to prove (82) for r = 1, that is,

ZqﬁK ((n, Zi)1{[(6, Zi)| < T} = e1 — 2R |mlls, (83)
N

holds with probability 1 — o(1). This is because given any vector in R? with ||n|ls = r > 0,
we can apply (83) to the rescaled unit-norm vector n/r to obtain

N
]1[;@((@7/7“, ZN14{1(0,Z)| < T} > c1 — coRy ||Z|!1 (84)

Noting that ¢ (u/r) = ¢ra)(u/r) = (1/r)*¢r)(u) and multiplying both sides of (84) by
r? gives (82).
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B.1.1 PROOF OF (83)

Define a new truncation function:
box(u) =1 {|lu| < K} + (u - 2K)*1{K < u < 2K} + (u+2K)*1 {-2K <u < —K}.

Note this function is Lipschitz with parameter 2K . Moreover, since ¢ > ¢, to prove (83)
it suffices to show that for all vectors 7 € R% of unit norm,

*Z(ZSK n,Zi))1{[(8, Zi)| < T} > e1 — 2R |nll, (85)

holds with probability 1 — o(1). To this end, for a given ¢; radius b > 1, define the random
variable

V)= swp |~ 3 dxl(n. Z)1{1(0. 2] < T} — E (éx((n. 2)1{l(60. Z)| < T})| .

bH’?H2:1 i=1
3<|nll1<b

Lemma 20 Under the assumptions of Theorem 2 the following hold:
(1) By choosing K% = 8ka/k1 and T? = 8k20?/k1,

E (¢x((n, Z)1{(6,Z)| < T}) > z

K1.

(2) There exist a positive constant ca such that

1 1
P <Yn(b) > 51‘11 + QCQRNb> < 670"1»"2(”).

Lemma 20 implies that with probability 1 —e~r1.72(") for all n € R? such that ||n|]y = 1
and 2 < ||n[l1 < b, we have

N
N LK ZI0.2)] < T) > B (G0, 2D {10, 2) <))~ g pesRd
> %"fl — Ryl (86)

This establishes the bound (85) with ¢; = r1/4 for all vectors n € R? with ||n|2 = 1 and
% < |Inlli < b, with probability 1 — e=Or1s2(™),

We first prove Lemma 20. Then we will extend the bound in (85) for all vectors n € R?
with ||n|]2 = 1 using a peeling strategy to complete the proof.
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PRrROOF OF LEMMA 20 (1)

To show Lemma 20 (1) it suffices to show that

- 7 - 1
E(ox((n.2))) > gm  and E(¢x((n, 2))1{(6,2)| > T}) < gri. (87)
Indeed, if these two inequalities hold, then

E (¢x((n. 2))1{(0, 2)| < T}) = E (¢x((n. Z))) — E (¢x((n, 2))1{(0, Z)| > T})

1
2 glﬂ — éﬁg = Zﬁl.

To prove first inequality in (87), note that

E (¢x((n,Z))) 2 E((n, 2)°1{|(n, Z)| < K}) =E ((n, 2)*) —E ((n, 2)*1{|n, Z| > K})
> k1 —E((n,2)°1{|(n,Z)| > K}). (88)

To lower bound the second term, applying the Cauchy-Schwarz inequality yields,

E((n,Z)*1{|(n, 2)| > K}) < VE((n, Z)) VP (|(n, Z)| > K)
E Z
< W (by Markov’s inequality)
K2
SE

using the assumption E((n, Z)*) < kg, for all n such that ||n||2 < 1. Therefore, setting
K? = 8ky/k1 and using (88) proves the first inequality in (87).

Now, we turn to prove the second inequality in (87). For this note that ¢x ((n, Z)) <
(n, Z)? and by Markov’s inequality,

ria|]12
T4

P((6,2)| > T) <

Then the Cauchy-Schwarz inequality implies,

K 2 K 2
B (i (0. 2))1{1(0. 2)] > 73) < 20018 o 29

Thus setting 72 = 8x202/k1 shows the second inequality in (87).

PROOF OF LEMMA 20 (2)

We begin by recalling the functional Hoeffding’s inequality. Towards this, let F be a sym-
metric collection of functions from R? to R, that is, if f € F, then —f € F. Suppose
X1, X, ..., Xy are i.i.d. from a distribution supported on X C R? and let

1 N
Z := sup {sz(X’)}
i=1

feFr

Then we have the following result:
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Lemma 21 ((Wainwright, 2019, Theorem 3.26)) For each f € F assume that there
are real numbers ay < by such that f(x) € |ay,by] for all x € X. Then for all § > 0,

né?
P(Z -E(Z) 2 6) < exp Y

where L? := SUpfer {(by —ay)?}.
For i € R such that ||n|2 = 1 and ||n||; < b, define
In(Z) = ox((n, 2))1{(0,2)| < T} — E (¢x((n, 2))1{[(6, 2)| < T})

Note that
1N
Y,(b) = sup N an(Zl-) .
[lm[l2=1 i=1
L<ml<b

Since |fy(2)| < K2, for any positive constant ¢ by Lemma 21,

1
P (Yn(b) —E(Y,(b)) = csRnb+ 2/£1> < e~anRyY —em e~ (89)
where ¢4 is a positive constant depending on K and c3. Now, suppose {g;}"; be a se-
quence of i.i.d. Rademacher variables. Then a symmetrization argument (Wainwright,
2019, Proposition 4.11) implies that

E(Y,(b) <2Ez. sup
lImll2=1
5<Inll1<b

N
% > bk ((n, Z:)) 1{|(6, Z:)| < T}
=1

Since 1 {|(0, Z;)| < T} < 1 and ¢ is Lipschitz with parameter 2/, the contraction principle
yields

E(Y,(b)) < 8KEz, sup
[Inll2=1
s<lImll1<b

1 N
<n, Nzez-zi>D (where 77 ==/ n]})

£
e
N =1

where the final step follows by applying Holder’s inequality. Then choosing co = 32K gives,

| N
N > eiln, Zi)
i=1

< 8KbEZ ¢ ( sup
lInll<1

:8KbIE<

) = 8KbRy,

1 1 1
P (Yn(b) > 5/431 + 262RNb> <P (Yn(b) — E(Yn(b>) > 5/431 + SKbRN>
< 6_0""1”"2(”)7

using (89) with ¢3 = 8K. This proves Lemma 20 (2).
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FINAL DETAILS: PEELING STRATEGY

Recall from (86) that we have proved (85) holds for any fixed b such that g < |In|lh < band
Inll2 < 1. The final step in the proof of Proposition 19 is to remove the restriction on the
¢1 norm of n. For this, we apply a peeling strategy as in the proof of Wainwright (2019,
Theorem 9.34). To this end, consider the set

Se = {T[ e Re: 271 ¢ lZHl < 25} N {n cR?: |nll, < 1},
2

for £ =1,...,[logy(v/d)]. Then for n € R* NS, by (86),

(n, Z:)*v((0, Z:) + t(n, Z)) = v|nll3 — coRlInl3,

M) =

1
N 4
1

Il
—

with probability at least 1 — e=@%152(") Then by a union bound,

(n. Z:)*v((0, Z;) + t(n, Z;)) > v|nll3 — coRn|Inl3,

hE

1
N <
=1

for all 7 € R? such that ||n||2 < 1, with probability at least 1—[logy(d)]ePrm2 (™) = 1—0(1).
This completes the proof of Proposition 19.

Appendix C. Proofs from Section 3

In this section, we prove the results stated in Section 3. We begin with the proof of Theorem
3 in Section C.1. Corollary 5 is proved in Section C.2.

C.1 Proof of Theorem 3

The proof of Theorem C.1 follows along the same lines as in Theorem 1, so to avoid repetition
we sketch the steps and highlight the relevant modifications. As in the proof of Theorem
C.1, the first step is to show the concentration of VLy (7). Towards this, following the
proof of Lemma 13 shows that @, (as defined in (36)) is Og(poly(dmax)/N)-Lipschitz, for
each r € [(]. Therefore, by arguments as in Lemma 13,

p<'_

rell] L)~

> 6il(X)

/
> t) <P (max Q- (X)] > w) < 08,1 (Nt?/poly(dmax))

since £ = O(log N) and ¢'/¢ = ©(1). In this case, following the notations in the proof of
Lemma 8, we have ¢/¢' = O(dpax). Similarly, for s € [d],

()

2 t) < eioﬁ,M(NtQ/pOIY(dmax))'

N
D dis(X)
=1
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Hence, choosing A := dpoly(dmax)+/log(d + 1)/N and t := A/2 gives, for some constant C
depending only on  and M,

N N
)\ _ 52 )\ _ 52
P < Z;@(X) > 2) <(d+1)7%/* and P ( z;gz)m-(X) > 2) < (d+1)79
for all j € [s]. A final union bound over the (d 4 1) coordinates now shows that
A
P (IVLx Gl > 5 ) =ol0) (90)

where A := dpoly(dmax)+/10g(d + 1)/N as above and the o(1)-term goes to infinity as d —
0o. This establishes the concentration of the gradient.

Next, we need to show the strong concavity of the Hessian. To this end, first note that
since |E(Gy)| = O(N) and the number of non-isolated vertices of G is Q(N), there exist
constants L1, Ly > 0, such that |E(Gy)| < L1 N, and the number of non-isolated vertices
of G is larger than Lo N, for all N large enough. For D > 1 define,

VN(D) :={v e V(Gn) : dy, € [1,D]}.
Note that
[VN(D)| 2 N(1 = (2L1/D)) = N(1 — Ly) = N(Lz — (2L1/D)),

since Gy has at least N(1—(2L1/D)) vertices with degree not exceeding D, among which at
most N (1—Lg) are isolated. Hereafter, we choose D := [4L1/Ls], so that |V (D)| = LaN/2.
Then, with notations as in (45) we have,

Ln(F) = Ln(y) = VLN (% =)
=3 -7V Ly(v)H )

N . .
& -7"UU (% —7)
2N Z coshz(gmi(X) + QTZi)

i=1
(¥ = 'UU (% =)
Z CoshQ(ﬁmi(X) +0'7;)

WV
|

1€V (D)
S (5 =N'UU (5 ~)
cosh?(|B|D + (D + M)||¥ — |1 +sM©)’

(91)
iGVN(D)

where the last step uses the bound in (47) and the bound |8m;(X)| < |B]|m:(X)| < |B|D <
|8|D + D||& — v|l1. Next, using the bound |V (D)| > LaN/2 in (91) gives,

Ln(¥) — Ln(y) = VLN ()" (3 — )

L 1 A T T(a
4cosh?(|B1D + (D + M) |5 = ~[1 + sMO)  [Vn(D)| ,GVZ =) (Y=
i€V (D)
L 2 ~N/ A~
. (¥ ='GEH =), (92)

~ dcosh®(B|D + (D + M) |5 — [y + sMO)
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where

with m := (mi(X))iTeVN(D) and Z = <Zi)iTeVN(D)' The calculation in (92) implies that in
order to establish the strong concavity of the Hessian in the setting of Theorem 3, we need

to show Amin(G) > 1 with probability going to 1, where Amin(G) denotes the minimum
eigenvalue of G. For this step, we follow the steps of Lemma 14 with the matrix F replaced
by F := I — Z(Z"Z)"'Z". Then, repeating the proof of (63) in Lemma 17, with A
replaced by A := Alyy (pyx[n]» We can find a set J C [N] such that

E (|| Fllf| X ) 2 2 (I All} - d- polylog(N))
since ||All2 < || Alloo = O(polylog(N)). This implies,
E (|| Fwml3 Xe) 2 N, (93)

since |A[|% > |Va(D)| 2 N (because every vertex in Vi (D) has degree at least 1) and
d = o(N). The final step is to establish that |[Fn|| concentrates around ||Fm||3|X s,

conditional on X je. This follows by repeating the proof of Lemma 18, which introduces an
extra 1/polylog(N) factor in each of the two exponential terms in the RHS of (64), since
IAll2 < [|Alloo = O(polylog(N)). This, combined with (93), shows

P(Amin(G) > C) > 1 — e~ H/poblos)), (94)

for some constant C' > 0. The proof of Theorem 3 can be now completed using (90) and
(94), as in Theorem 1.

C.2 Proof of Corollary 5
To prove Corollary 5 we verify that the hypotheses of Theorem 3 are satisfied. Note that

we can write
’E(GNN = Z B,
I<u<v<N
where By, ~ Ber(pyy), and {Byy}1<u<v<ny are independent. This implies, E|E(Gy)| =
O(N) and Var(|E(Gy)|) = O(N), since sup,; j<ypij = O(1/N) by (15). Hence, by
Chebyshev’s inequality,

[E(GN)| < E[E(GN)[+ N = O(N),

with probability 1 — o(1).

Next, we will show that dy.x = O(l) holds with high probability. To this end, define
Ny = Zwéupuv, for 1 < u < N. Clearly, by assumption (15), maxj<y<n 7, = O(1). Next,
we establish that maxj<,<ny ny = (1). Towards this, note that by assumption (16) there
exists € € (0,1) and u € V(Gn) such that,

N
lim sup Z log (1 — pyy) < loge.

N—oo o1
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Next, using the inequality log(1—x) > —z/(1—x), for all z < 1, and taking IV large enough
such that sup,, , puy < 1/2, gives

N
: . 1 1
lim sup (—2 E 1puv> <loge = 1}\1[2101? Ny = 3 log (5> .
V=

N—oo

This shows that maxj<y<y 7 = ©(1). Therefore, by Proposition 1.11 in Benaych-Georges
et al. (2019), dmax < O(log V) with probability 1 — o(1).

Finally, we show that the number of non-isolated vertices of Gy is Q(NN) with high
probability. To this end, for each v € V(Gy), define Y, := 1{d, = 0}. Then, Iy :=
ijvzl Y, is the total number of isolated vertices of G . Note that Y, ~ Ber(]_[ﬁf:l(l —Puv))-
Therefore, by (16),

N N
IN :ZH puv < N,
u=1v=1

for some a € (0,1) and all large N enough. Next, note that for any two distinct vertices
u,v € V(Gn),

Cov(Yy, Yo) = puw (1 =puwo)  [] [(1 = puw) (1 = pow)] < puv = O (;,) .
wé{u,v}

Similarly, it can be checked that Var(Y,) = O(1), for 1 < v < N. This implies, Var(Iy) =
O(N). Hence, by Chebyshev’s inequality,

1+ 1 -« Var(In) 1
PlIy> N )P Iy>2E(UI N|{——=0|—=].
(N (2) > <N (N)+<2> ) (La)Pye AN
2
This shows that the number of non-isolated vertices of Gy is at least (1 — a)N/2 with

probability 1 — o(1). This completes the verification of the hypotheses of Theorem 3 and
hence, Corollary 5 follows from Theorem 3.

Appendix D. Proofs of Technical Lemmas

In this section we collect the proofs of various technical lemmas. The section is organized as
follows: In Appendix D.1 we prove Lemma 13. The proof of Lemma 11 is given in Appendix
D.2. In Appendix D.3 we prove a variance lower bound for linear functions.

D.1 Proof of Lemma 13
To begin with, recall from (36) that

X) = —% S mi(X) [X; — tanh(5mi(X) + 07 2,)]

el
Hence, for any two X, X' € {—1,1},

Qr(X) = Qr(X")| =T1 + T, (95)
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where

T = % Z {mZ(X)Xl - mz(X/)le}

i€ly

1
TQZN

> {mi(X) tanh(8m;(X) + 6 Z;) — m;(X') tanh(Bm;(X') + aTZ,-)}| . (96)

iely

Now, assume that X and X' differ only in the k-th coordinate, for some k € [N]. Then

N
T1 = Zzaij(Xin — X{X]/)

i€l j=1
N
<D an(XiXp = XIXp)| + D ani (X X — X3.X))
icl, j=1
2Z|azk|+22|ak3
zEIr
4 Zaik <4|Ah <4 (by (23)). (97)
=1

Next, we proceed to bound T5. Towards this note that

Ty < To1 + 1o, (98)
where
TQl = Z mz {tanh 577%( ) + GTZZ) — tanh(ﬁmi(X') + OTZz)}‘
i€l
T22 = Z aik(Xk — XIIC) tanh(ﬁmi(X’) + OTZZ') s
1€l

since m;(X) — m;(X') = a;x(Xy — X},). Hence, using | tanh z — tanhy| < |z — y| gives,

Tor < |81 [ma(X)| [mi(X) — <2181 Y [ma(X)llaie| < 218][|Allo]| Allr < 218].
i€l 1€l
(99)

and using tanhz < 1 gives,

Tor <2 ol < 2|4l < (100)
ZGIT‘

Combining (95), (96), (97), (98), (99), (100) the result in Lemma 13 (1) follows.
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Next, we prove (2). To begin with, recall from (38) that
Qra(X) = —— Z Zi [ — tanh(Bmy(X) + 0Tzi)} .
lEIT

Hence, for any two X, X’ € {—1,1}¥ differing in the k-th coordinate only,

|Qr7s( ) — Qrs ZZ” X, — X
’LEIT
1 . . Ty _ (XN 10T 7
+ % %:Z [tanh(ﬁml(X)—FO Z;) — tanh(Bm(X') + 0 Zl)}‘
Q‘ZkS’ |/3‘ !
< ZIZRsSE I . ) .
STy + N iGZIZl,S(mZ(X) m;i(X"))
Q\st! 2\5| Z
\ ’Zzs zk|
as desired.

D.2 Proof of the Lemma 11

Suppose that X comes from the model:

N
Psp(X) o exp <Z hiX; + XTDX> : (101)
i=1
which is assumed to be (R, T)-Ising. We will apply Lemma 17 in Dagan et al. (2021) on the

matrix

D := ((dij)h<ij<n = A/R,
where A is the interaction matrix corresponding to the distribution of X. Note that D
satisfies the hypotheses of Lemma 17 in Dagan et al. (2021). For n € (0, R), define ' := n/R.
This ensures that n° € (0,1). By Lemma 17 in Dagan et al. (2021), there exist subsets
I,...,Iy C [N] with £ < R*log N/n?, such that for all 1 < i < N, [{j € £:i € [;}| =
[n¢/8R], and for all j € ¢,

HD‘]]'X]]'HOO < 77/ = HA‘I]'XI]'HOO < m, (102)

where for a matrix M = ((m;;)) € R**t and for sets S C {1,...,8},T C {1,...,t}, we
define M|gy7 := ((myj))ies jer € RIS,
Now, for j € [{],

P(X[. = y|X[]c = a},[j)

J

P(X[. = y"X[jc = mf[j)

J

_exp <y]TjD|1jx1jy1j + 2wl vty dunduo + e, hiyi) (103)

exp (y};Dhj XijI]- + Zuelj,vifj duqulj‘xv + EZ‘EIJ. hzy;)
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Observe that the RHS of (103) is the probability mass function of an Ising model p on
{—1,1}/5! with interaction matrix D)| I;x1; and external magnetic field term at site i given
by
hy =" Dipty + hi.
Uglj

Recall from (102) that [|A|f;x1;[lcc < 7. The next step is to show that if Y ~ p, then

min Var(Y,|[Y_,) > 7T .

1<u<| ]
Towards this, note that for any 1 < u < |,
P(KL = 1‘Y—u = y—u) = P(XIJM = 1‘XIJ\{IJ“} = y—IHX—Ij = CC_[j)
where IJ“ is the u-th smallest element of I;. Hence,
Var(Yu\Y_u = y_u) = Var(X[ﬂXIj\{[]u} = y_u,X_[j = :B_]j) = T,

since (101) is a (R, Y)-Ising model. This implies that XIJ.]XI; is (n, T)-Ising model, for
Jj €.
To prove (33), let us pick j € [¢] uniformly at random, and note that for any vector a,

S /SR _ g
E Zai :ZaiP(IjBi):ZaiT>@Zai‘
i€l =1 =1 =1
This means that there is a fixed sample point j, such that
. N
Z a; = 3R Z a;
i€l i=1

This completes the proof of Lemma 11.

D.3 Variance Lower Bound for Linear Functions

In this section we derive a variance lower bound for linear functions in (R, Y)-Ising models.
This follows the proof of Lemma 10 in Dagan et al. (2021) adapted to our setting. We begin
with the following definition: For two probability measures p and v, the £1-Wasserstein
distance is defined as:

Wi(p,v) == min IE(U,V)NWHIJ =V,

ﬂeclapp.,u

where €),,, denotes the set of all couplings of the probability measures p and v.

Lemma 22 Let X € {—1,1}¥ be a sample from an (R, Y)- Ising model for some R < 1/8.
Then, for each i € [N],

161
1-8R’

W1 (Px_,ixi=1, Px_,xi=—1) <
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Proof It follows from Lemma 4.9 in Dagan et al. (2019), that there exists a coupling 7 of
the conditional measures Px_, x,—1 and Px_,|x,—_1, such that:

(0}

Ew,v)ur [da(U, V)] < ; (104)

l-«
where dp denotes the Hamming distance and a the Dobrushin coefficient. By Lemma 4.4
in Chatterjee (2016), we know that Dobrushin’s interdependence matrix is given by 8D.
Hence, it follows from (104) that (Dobrushin’s coefficient in Theorem 2.3 in Dagan et al.
(2019) is given by « = 8| D||2, see Theorem 4.3 in Chatterjee (2016)),

16|Dll, . 16R
Py x—1s Px 1x——1) <2 Egvyor V) < < .
W1 (Px_x,=1> Px_jx,=—1) @ V)~ [da (U, V)] < SIDL S T-3sR

which completes the proof of the lemma. |

Using the above lemma, we now prove the desired variance lower bound:

Lemma 23 Let X be a sample from an (R, Y)-Ising model for some R > 0. Then for any
vector a € RV,

272
Var(a' X) > HG‘ET.

Proof First, consider the case R < Y/32 < 1/32. In this case, 1 —8R > 3/4, so

~

S8R

< — 1
1-8R 3 (105)
Now, it follows from Lemma 22 that for every 1,
> B =)-EXIX=-1)< > Wi (PyxonPrx—))
JEIN\{} Je[NN{i}
<Wi (Px_,ixi=15 Px_ijxi=—1)
16R
< . 1
1—-8R (106)

Next, note that:

COV(Xz', Xj) = E[(Xz - EXZ)X]]
= E[(X; — EX)E(X;]X;)]
=P(X; = 1)(1 - EX;)E(X;]X; = 1) — P(X; = —1)(1 + EX)E(X;]X; = —1)
1+EX; 1-EX

= —5 (1 -EX)E(X;|Xi = 1) - —

[1— (EX)? [E(X;]X; = 1) - E(X;|X; = —1)]

(1+EX,)E(X;|X; = —1)

< - [E(X;|X; =1) - E(X;]|X; = —1)] (107)

N~ N
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Combining (105), (106) and (107), we have for every 1,

S8R T
> Cov(Xi X))l < ;=55 < 5 (108)
FEINI\{i}
Hence, we have by (108),
N
Var(a' X) > Za?Var(Xi) - Z la;a;Cov(X;, X;)|
i=1 i#j
N 2., .2
as + a?) |Cov(X;, X,
2 3 vy - 3 DIC L )
i=1 i#j
N
= Za? Var(X;) — Z |Cov (X;, Xj)|
i=1 JEINN{i}
N
T
> 2(y_ =
;“Z ( 3>
o alfY? 2R _ [al3T?
= — > — > = 1
Claj > 12207 25> lal (109)

Now consider the case R > T /32. By Lemma 11, we choose a subset I of [N] such that
conditioned on X e, X is a (T/32,T)- Ising model, and

T

—|lall?. 11
256RHaHz (110)

lazll3 >

Hence, we have from (109) and (110),

2Y|ar3 _ Y*|al3
3 7 3R4R

Lemma 23 now follows from (111) on observing that Var(a' X) > E [Var (a' X|Xc)]. W

Var <aTX\XIc> = Var (aITXI]XIC) > (111)

D.4 Lipschitz Condition for the Gradient of Ly

In this section we show that VL, the gradient of the pseudo-likelihood loss function Ly
defined in (5), is Lipschitz.

Lemma 24 Suppose the design matric Z = (Zy,...,Zy)" satisfies Amax (%ZTZ) =
O(1). Then there exists a constant L > 0 such that for any two ~;,7v, € R,

IVLN(v1) = VLN (v2)ll2 < Lllvy — 7all2-
Proof For any two 7;,7vy € R¥™1 there exists v* € R*! such that

VLy(v1) = VLN(v9) = (71 —72) 'V Ly(¥").
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Therefore,

IVLn (1) = VIN(Y2)ll2 € sup Amax(VZLa ()71 — Yall2, (112)
,\/*eRd—Q—l

where A\pax(VZLy(7*)) is the largest eigenvalue of the Hessian matrix V2Ly(v*). Recall
from (45) that

N

1 UU
v2L N — Kt ’
YO = § 2 e X) + @) Z)

where v* = (8%,(0*)T)T and U; := (m;(X),Z;")7, for 1 <4 < N. Using sech?(z) < 1 it
follows that

sup )\maX(V2LN('7 ) < Amax ( ZUUT> (1]_3)

,.y* GREH»I

Now, suppose w = (u,v")" € R4 be such that ||w]|s = 1. Then
1 iv:wTU«U-Tw L i\f:(wTU»)2 1 i(um(X) +v' Z;)?
N3 o Ni= Z N= Z Z
<1 S , 2 To7\2
<7 2 {wtmix)? + (0" 2%}
1 - 1 -
<y > omi(X)*+ ~ Y v'Ziz]v.
i=1 i=1

Note that, since |ml( )| < ||Alloo < (by (23)), for 1 < i < N, we have NZZ  mi(X)? <
1. Moreover, + ZZ ' ZiZ v = 30" Z7T Zv < Apax (% ZTZ) = O(1). This implies

Amax ZUUT (1),

hence by (112) and (113), there exists a constant L > 0 such that

IVLN(v1) = VIN(v2)ll2 < Lllv1 — 7alle-

This completes the proof of Lemma 24. |
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