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Abstract

This paper investigates a new approach to model-based reinforcement learning using back-
ground planning: mixing (approximate) dynamic programming updates and model-free
updates, similar to the Dyna architecture. Background planning with learned models is
often worse than model-free alternatives, such as Double DQN, even though the former uses
significantly more memory and computation. The fundamental problem is that learned mod-
els can be inaccurate and often generate invalid states, especially when iterated many steps.
In this paper, we avoid this limitation by constraining background planning to a given set
of (abstract) subgoals and learning only local, subgoal-conditioned models. This goal-space
planning (GSP) approach is more computationally efficient, naturally incorporates temporal
abstraction for faster long-horizon planning, and avoids learning the transition dynamics
entirely. We show that our GSP algorithm can propagate value from an abstract space in a
manner that helps a variety of base learners learn significantly faster in different domains.

Keywords: Model-Based Reinforcement Learning, Temporal Abstraction, Planning

1. Introduction

Planning with learned models in reinforcement learning (RL) is important for sample effi-
ciency. Planning provides a mechanism for the agent to generate hypothetical experience, in
the background during interaction, to improve value estimates. This hypothetical experience
provides a stand-in for the real-world; the agent can generate many experiences (transitions)
in its head (via a model) and learn from those experiences. Dyna (Sutton, 1991) is a classic
example of background planning. On each step, the agent generates several transitions
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according to its model, and updates with those transitions as if they were real experience.
Background planning can also be used to adapt to non-stationarity, because continually
updating the model and re-planning allows the agent to adapt to the current situation.

The promise of background planning is that we can to learn and adapt value estimates
efficiently, but many open problems remain to make it more widely useful. These include
that 1) long rollouts generated by one-step models can diverge or generate invalid states, 2)
learning probabilities over outcome states can be complex, especially for high-dimensional
tasks and 3) planning itself can be computationally expensive for large state spaces.

One way to overcome these issues is to construct an abstract model of the environment
and plan at a higher level of abstraction. In this paper, we construct abstract MDPs using
both state abstraction as well as temporal abstraction. State abstraction is achieved by simply
grouping states. Temporal abstraction is achieved using options—a policy coupled with a
termination condition and initiation set (Sutton et al., 1999). A temporally-abstract model
based on options allows the agent to jump between abstract states potentially alleviating
the need to generate long rollouts.

An abstract model can be used to directly compute a policy in the abstract MDP,
but there are issues with this approach. This idea was explored with an algorithm called
Landmark-based Approximate Value Iteration (LAVI) (Mann et al., 2015). Though planning
can be shown to be provably more efficient, the resulting policy is suboptimal, restricted
to going between landmark states. This suboptimality issue forces a trade-off between
increasing the size of the abstract MDP (to increase the policy’s expressivity) and increasing
the computational cost to update the value function. In this paper, we investigate abstract
model-based planning methods that have a small computational cost, can quickly propagate
changes in value over the entire state space, and do not limit the optimality of learned policy.

An alternative strategy that we explore in this work is to use the policy computed
from the abstract MDP to guide the learning process in solving the original MDP. More
specifically, the purpose of the abstract MDP is to propagate value quickly over an abstract
state space and then transfer that information to a value function estimate in the original
MDP. This approach has two main benefits: 1) the abstract MDP can quickly propagate
value with a small computational cost, and 2) the learned policy is not limited to the abstract
value function’s approximation.

Specifically, we introduce Goal-Space Planning (GSP), a new background planning
formalism for the general online RL setting. The key novelty is designing the framework to
leverage subgoal-conditioned models : temporally-extended models that condition on subgoals.
These models output predictions of accumulated rewards and discounts for state-subgoal
pairs, which can be estimated using standard value-function learning algorithms. The models
are designed to be simple to learn, as they are only learned for states local to subgoals and
they avoid generating entire next state vectors. We use background planning on transitions
between a given set of subgoals, to quickly propagate (suboptimal) subgoal value estimates.
We leverage these quickly computed subgoal values, without suffering from suboptimality,
by incorporating them into any standard value-based algorithm via potential-based reward
shaping. We layer GSP onto two different algorithms—Sarsa(λ) and Double Deep Q-Network
(DDQN)—and show it improves both base learners. We prove that dynamic programming
with our subgoal models is sound (Proposition 3) and highlight that using these subgoal
values through potential-based shaping does not change the optimal policy.
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We then investigate properties of GSP empirically, in a simplified setting where we
assume subgoals are given to the agent and the subgoal models—which are actually UVFAs
(Schaul et al., 2015)—are learned offline. Our goal is to understand the utility of this
planning formalism, without simultaneously solving subgoal discovery and efficient off-policy
UVFA learning. We show that 1) it propagates value and learns an optimal policy faster than
its base learner, 2) can perform well with somewhat suboptimal subgoal selection, but can
harm performance if subgoals are very poorly selected, 3) is quite robust to inaccuracy in its
models and 4) that alternative potential-based rewards and alternatives ways to incorporate
subgoal values are not as effective as the particular approach used in GSP. We conclude
with a discussion on the large literature of related work and a discussion on the benefits of
GSP over other background planning approaches, as well as limitations of this work.

2. Problem Formulation

We consider the standard reinforcement learning setting, where an agent learns to make
decisions through interaction with an environment, formulated as a Markov Decision Process
(MDP) represented by the tuple 〈S,A,R,P〉, where S is the state space and A is the
action space. The reward function R : S × A × S → R and the transition probability
P : S × A× S → [0, 1] describe the expected reward and probability of transitioning to a
state, for a given state and action. On each discrete timestep t the agent selects an action At
in state St, the environment transitions to a new state St+1 and emits a scalar reward Rt+1.

The agent’s objective is to find a policy π : S × A → [0, 1] that maximizes expected
return, the future discounted reward Gt

.
= Rt+1 +γt+1Gt+1 across all states. The state-based

discount γt+1 ∈ [0, 1] depends on St+1 (Sutton et al., 2011), which allows us to specify
termination. If St+1 is a terminal state, then γt+1 = 0; else, γt+1 = γc for some constant
γc ∈ [0, 1]. The policy can be learned using algorithms like Sarsa(λ) (Sutton and Barto,
2018), which approximate the action-values: the expected return from a given state and
action, q(s, a)

.
= E [Gt|St = s,At = a].

Most model-based reinforcement learning systems learn a state-to-state transition model.
The transition dynamics model can be either an expectation model E[St+1|St, At] or a
probabilistic model P (St+1|St, At). If the state space or feature space is large, then the
expected next state or distribution over it can be difficult to estimate, as has been repeatedly
shown (Talvitie, 2017). Further, these errors can compound when iterating the model
forward or backward (van Hasselt et al., 2019; Aminmansour et al., 2024). It is common
to use an expectation model, but unless the environment is deterministic or we are only
learning the values rather than action-values, this model can result in invalid states and
detrimental updates (Wan et al., 2019). The goal in this work is to develop a model-based
approach that avoids learning a state-to-state transition model, but still obtains the benefits
of model-based learning for faster learning and adaptation.

3. Goal-Space Planning at a High-Level

We consider three desiderata for when a model-based approach should be effective. (1) The
model should be feasible to learn: we can get it to a sufficient level of accuracy that makes
it beneficial to plan with that model. (2) Planning should be computationally efficient, so
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Figure 1: GSP in the PinBall domain. The agent begins with a set of subgoals (denoted in
teal) and learns a set of subgoal-conditioned models. (Abstraction) Using these models,
the agent forms an abstract MDP where the states are subgoals with options to reach each
subgoal as actions. (Planning) The agent plans in this abstract MDP to quickly learn the
values of these subgoals. (Projection) Using learned subgoal values, the agent obtains
approximate values of states based on nearby subgoals and their values. These quickly
updated approximate values are then used to speed up learning.

that the agent’s values can be quickly updated. (3) Finally, the model should be modular—
composed of several local models or those that model a small part of the space—so that the
model can quickly adapt to small changes in environment. These small changes might still
result in large changes in the value; planning can quickly propagate these small changes,
potentially changing the value function significantly. In this section, we motivate how GSP
provides these three benefits by introducing the key concepts in the algorithm; we dive into
the formal details of GSP in Section 5.

At a high level, the GSP algorithm focuses planning over a set of given abstract subgoals
to provide quickly updated approximate values to speed up learning. To do so, the agent
first learns a set of subgoal-conditioned models, minimal models focused around planning
utility. These models then form a temporally abstract goal-space MDP, with subgoals as
states, and options to reach each subgoal as actions. Finally, the agent can update its policy
based on these subgoal values to speed up learning. Figure 1 provides a visual overview
of this process. We visualize this is an environment called PinBall, which we also use in
our experiments. PinBall is a continuous state domain where the agent must navigate a
ball through a set of obstacles to reach the main goal, with a four-dimensional state space
consisting of (x, y, ẋ, ẏ) positions and velocities.

Abstraction: In Figure 1, the set of subgoals G are the teal dots, a finite space of 9
subgoals. The subgoals are abstract states, in that they correspond to many states: a subgoal
is any (x, y) location in a small ball, at any velocity. In this example, the subgoals are
randomly distributed across the space. Subgoal discovery—identifying this set of subgoals
G—is an important part of this algorithm, as we show empirically in Section 6.3. For this
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paper, however, we focus on this planning formalism assuming these subgoals are given,
already discovered by the agent.

Planning in Goal-Space: In the planning step, we treat G as our finite set of states
and do value iteration. The precise formula for this update is given later, in (3). In words,
we compute the subgoal values ṽ : G → R, using the models r̃γ(g, g′) and Γ̃(g, g′) where

r̃γ(g, g′) = discounted return when trying to reach g′ from g (see (2))

Γ̃(g, g′) = discounted probability of reaching g′ from g (see (2))

ṽ(g) = max
g′

r̃γ(g, g′) + Γ̃(g, g′)ṽ(g′) (see (3))

where these equations are formally defined in Equations (2) and (3) referenced on the rhs.
Projection Step 1 (Computing Projected Subgoal Values): The projection step

involves updating values for states using the subgoal values. To connect between the abstract
space and the state space, we need the models

rγ(s, g) = discounted return when trying to reach g from s

Γ(s, g) = discounted probability of reaching g from s.

We can then compute the projected subgoal values vg?(s)

vg?(s) = max
nearby subgoals g

rγ(s, g) + Γ(s, g)ṽ(g) (see (4)).

Projection Step 2 (Using Projected Subgoal Values): There are several ways we
could use this value estimate, with two obvious ideas being to use them inside an actor-critic
architecture or as a bootstrap target. For example, for a transition (s, a, r, s′), we could
update action-values q(s, a) using r + γvg?(s

′). This naive approach, however, can result in
significant bias, as we discuss further in Section 5.4.

Instead, we propose to use vg? as a potential function for reward shaping (Ng et al.,
1999). Potential-based reward shaping defines a new MDP with a modified reward function,
R̃t+1

.
= Rt+1 + γΦ(St+1) − Φ(St), where Φ: S → R is any state-dependent function. Ng

et al. (1999) show that such a reward transformation preserves the optimal policies from
the original MDP. We propose using Φ = vg? to modify any TD learning algorithm to be
compatible with GSP. For example, in the Sarsa(λ) algorithm, the update for the weights w
of the function q : S ×A× Rn → R would use the TD-error

δt
.
= Rt+1 + γt+1vg?(St+1)− vg?(St)︸ ︷︷ ︸

R̃t+1

+ γt+1q(St+1, At+1; w)− q(St, At; w). (1)

Potential-based shaping rewards the agent for selecting actions that result in transition
that increase Φ. Consider the case when Φ represents the negative distance to a goal state.
When Φ(St+1) > Φ(St), then the agent has made progress towards getting to the goal, and
it receives a positive addition to the reward. When Φ is an estimate of the value function,
one can interpret the additive reward as rewarding the agent for taking actions that increase
the value function estimate and penalizes actions that decrease the value. In this way, using
Φ = vg? , the agent can leverage immediate feedback on the quality of its actions using the
information from the abstract value function about what an optimal policy might look like.
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Learning the models: A key part of this algorithm is learning the subgoal models,
rγ and Γ, which are UVFAs (Schaul et al., 2015). These models are quite different from
standard models in RL, in that most models in RL input a state (or abstract state) and
action and output an expected next state (or expected next abstract state). Here, the
models take as inputs both the source and destination, and output only scalars (accumulated
reward and discounted probability). Further, these models only consider local regions for
each subgoal: the initiation sets for the options that reach those subgoals. Effectively, the
subgoal models correspond to a set of local models, which allow for updating only parts of
the space that change and focus function approximation capacity on only what we need to
model. The design of GSP is built around using these types of models, that avoid outputting
predictions about entire state vectors and restrict what is modeled to local regions.

4. Motivating Experiments for GSP

This section motivates the utility of GSP in propagating value and speeding up learning. We
run experiments in three environments: FourRooms, PinBall (Konidaris and Barto, 2009),
and GridBall (a version of PinBall without velocities). All learning curves are averaged over
30 runs, with shaded regions representing one standard error. We use a discount factor of
γ = 0.99 and Sarsa(λ = 0.9) or Sarsa(0) for the experiments in this section. We learn the
subgoal models and compute vg? offline, to focus on the utility of the planning formalism;
see Appendix E for details on learning these subgoal models.

4.1 GSP helps Propagate Value Quicker

Figure 2: The Four-
Rooms domain. The
blue square is the ini-
tial state, green square
the goal state, and
red boxes the subgoals.
Grey squares are walls.

In this section we test the hypotheses that GSP can accelerate value
propagation and accelerate learning in a simple tabular episodic
environment: FourRooms. Transitions are deterministic, with a
discrete action spaceA = {up, down, left, right}. The agent starts
at the top left (the blue state in Figure Figure 2) and navigates to
a goal state (green square), with 0 reward per step and +1 at the
goal. Episodes timeout after 1000 timesteps.

We test the effect of using GSP with pre-trained models on
a Sarsa(λ = 0.9) base learner in the tabular setting (i.e., one-hot
state encoding). We set the four hallway states plus the goal state
as subgoals (outlined in red), with their initiation sets being the
two rooms they connect. The full details of the learning algorithms
and their hyperparameters are described in Appendix E.3.

Hypothesis 1 GSP changes the value for more states with the
same set of experience as the base learner.

To test this hypothesis, we generate data from a uniform random policy. This represents
an initial episode, where all approaches similarly randomly explore until seeing the goal.
Figure 3 shows the action-value function using this single episode of data for four different
algorithms: Sarsa(0), Sarsa(λ), Sarsa(0)+GSP, and Sarsa(λ)+GSP.

Figure 3 shows the action-value function after a single episode for four different algorithms:
Sarsa(0), Sarsa(λ), Sarsa(0)+GSP, and Sarsa(λ)+GSP. We can see that Sarsa(0) updates
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Figure 3: Action values after a single episode of updates for Sarsa(λ) with and without GSP,
for λ = 0.9. All algorithms use the same data collected from a uniform random policy. We
depict the values of each of the four actions in each state (square). Squares that are not
visited are white.

the value of the state-action pair that immediately preceded the +1 reward at the goal
state. Sarsa(λ) has more states updated near the goal, due to the use of traces. For
the GSP variants, all sampled state-action pairs received instant feedback on the quality
of their actions. Note that, even though rewards are non-negative, the values for GSP
can be both positive or negative based on if the agent makes progress towards the goal
state or not. The potential-based reward shaping rewards/penalizes transitions based on
whether γt+1vg?(St+1) > vg?(St). It is clear that projecting subgoal values from the abstract
MDP leads to action-value updates over more of the visited states, even without memory
mechanisms such as eligibility traces.

4.2 GSP results in Faster Learning
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Figure 4: The average number of steps to
goal, smoothed over five episodes in the
FourRooms domain. Shaded region rep-
resents 1 standard error across 100 runs.

The above result shows GSP updates more values,
making it more likely to learn to get to the goal
sooner. We test the following hypothesis.

Hypothesis 2 GSP enables a TD base-learner
to learn faster than with unshaped rewards.

Figure 4 shows the performance of Sarsa(λ)
with and without GSP in FourRooms. GSP-
augmented Sarsa(λ) is able to reach the opti-
mal policy much faster. The GSP learner also
starts at a much lower steps-to-goal, because the
potential-based shaping impacts action selection
in the first episode.

4.3 Testing the Hypotheses in Continuous-State Environments

We test these two hypotheses again, but now in two continuous-state environments: PinBall
and GridBall. In PinBall, the agent navigates a ball through a set of obstacles to reach the
main goal. The state space consists of positions and velocities, (x, y, ẋ, ẏ) ∈ [0, 1]× [0, 1]×
[−2, 2] × [−2, 2]. There are five actions A = {up, down, left, right, nothing}, where the
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nothing action adds no change to the ball’s velocity, and the other actions add an impulse
force in one of the four cardinal directions. All collisions are elastic and use a drag coefficient
of 0.995. The task is episodic, with a fixed starting state (with zero initial velocity), rewards
0 everywhere except +1 at the goal. An episode ends when the agent reaches the main goal,
with timeouts after 1,000 time steps.

Figure 5: Obstacles and
subgoals for GridBall and
PinBall. The red dot is
the start state, the green
the goal. The larger cir-
cles show the initiation set
boundaries.

GridBall is like PinBall, but modified to remove velocity
to make the state two-dimensional to facilitate visualization.
The state consists of (x, y) locations, and the action space is
changed to displace the ball by a fixed amount in each cardinal
dimension. We keep the same obstacle collision mechanics and
calculations from PinBall. Since GridBall does not have any
velocity components, we can plot heatmaps of value propaga-
tion without having to consider the velocity at which the agent
arrived at a given position.

For both environments, agents use linear function approxi-
mation with tile-coding (Sutton and Barto, 2018). We selected
subgoals somewhat randomly, simply ensuring they are not
inside walls and that they are somewhat spread out. We visu-
alize the subgoals and initiation sets for the subgoals in Figure
5. It should be noted that, unlike in FourRooms, there exist
states which are not in the initiation set of any subgoal; this
is a likely occurrence for GSP, where subgoals are iteratively
chosen and unlikely to cover the space. The design of GSP accounts for this lack of coverage
by simply not using the projected subgoal values for these non-covered regions and defaulting
to the base learner’s update. Full details on the option policies and subgoal models are in
Appendix E.

For Hypothesis 1, we collect a single episode of experience from Sarsa(0)+GSP to use as
the fixed dataset for all learners. The results are similar to those on FourRooms, shown in
Figure 6. The Sarsa(0) algorithm only updates the value of the tiles activated by the state
preceding the goal. Sarsa(λ) has a decaying trail of updates to the tiles activated preceding
the goal, and the GSP learners update values at all states in the initiation set of a subgoal.

For Hypothesis 2), we measure performance (steps to goal) in both GridBall and PinBall
domains, shown in Figure 7. As before, GSP significantly improves the rate of learning, and

(a) Sarsa(0) (b) Sarsa(λ) (c) GSP+Sarsa(0) (d) GSP+Sarsa(λ)

Figure 6: The value function after one episode in GridBall for the four algorithms. The red
circle is the goal. The gray region is the visited states which were not updated.
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converges to the same high-quality solution. Variability is quite low across 30 runs, with
convergence to a similar number of steps to goal for all runs. Even though the obstacles
remain unchanged from GridBall, it takes roughly 50 episodes longer for even the GSP
variant to reach a good policy in PinBall. This is likely due to the continuous 4-dimensional
state space and ball momentum making the task harder.

(a) GridBall (b) PinBall

Figure 7: Five-episode moving average of return (steps to goal) in GridBall and PinBall,
averaged over 30 runs with 1 standard error as the shaded region.

5. Goal-Space Planning in More Detail

In this section we provide the technical definitions and details for GSP. We first discuss the
definition of subgoals and then the corresponding subgoal-conditioned models. We then
discuss how to use these models for planning, particularly how to do value iteration to
compute the subgoal values and then how to use those values to influence values of states
(the projection step). We conclude the section summarizing the overall goal-spacing planning
framework, including how we can layer GSP into a standard algorithm called Double DQN.

5.1 Defining Subgoals

Similar to options (Sutton et al., 1999), we define a subgoal as having two components: a
set of goal states, and a set of initiation states. These two sets are defined by the indicator
functions: m specifies the states in the goal set, and d specifies states in an initiation set. We
say that a state s is a member of subgoal g if m(s, g) = 1. We only reason about reaching a
subgoal g from a state s in the initiation set, namely such that d(s, g) = 1. This constraint
is key for locality, to learn and reason about a subset of states for a subgoal.

While subgoals could represent a single state, they can also describe more complex
conditions that are common to a group of states. For example, g could correspond to a
situation where both the front and side distance sensors of a robot report low readings—what
a person would call being in a corner. If the first two elements of the state vector s consist of
the front and side distance sensor, m(s, g) = 1 for any states where s1, s2 are less than some
threshold ε. As another example, in Figure 5 for PinBall, we encode a subgoal as a small
ball (depicted in teal); any s in this ball satisfies m(s, g) = 1. In Figure 5, we also visualize

9



Lo, Roice, Panahi, Jordan, White, Mihucz, Aminmansour and White

the initiation set d as the larger circles, which restrict reasoning about how to reach the
subgoal from relatively nearby (local) states.

For the rest of this paper, we assume we are given a finite set of subgoals G. We develop
algorithms to learn and use models, given those subgoals. We expect a complete agent to
discover these subgoals on its own, including how to represent these subgoals to facilitate
generalization and planning. We discuss some approaches to learn this initiation function in
Appendix D. In this work, though, we first focus on how the agent can leverage a reasonably
well-specified subgoals.

5.2 Defining Subgoal-Conditioned Models

For planning and acting to operate in two different spaces, we define four models: two used
in planning over subgoals (subgoal-to-subgoal) and two used to project these subgoal values
back into the underlying state space (state-to-subgoal). The state-to-subgoal models are
rγ : S × Ḡ → R and Γ : S × Ḡ → [0, 1], where Ḡ = G ∪ {sterminal} if there is a terminal state
(episodic problems) and otherwise Ḡ = G. An option policy πg : S ×A → [0, 1] for subgoal g
starts from any s in the initiation set, and terminates in g—in s̃ where m(s̃, g) = 1. The
reward-model rγ(s, g) is the discounted rewards under option policy πg:

rγ(s, g) = Eπg [Rt+1 + γg(St+1)rγ(St+1, g)|St = s],

where the discount is zero upon reaching subgoal g,

γg(St+1)
.
=

{
0 if m(St+1, g) = 1, namely if subgoal g is achieved by being in St+1,

γt+1 else.

The discount-model Γ(s, g) reflects the discounted probability of reaching subgoal g starting
from s, in expectation under option policy πg,

Γ(s, g) = Eπg [m(St+1, g)γt+1 + γg(St+1)Γ(St+1, g)|St = s].

These state-to-subgoal models will only be queried for (s, g) where d(s, g) > 0: they are
local models. They can also be written as General Value Functions (GVFs) (Sutton et al.,
2011), as shown in Appendix D.2.

To define subgoal-to-subgoal models,1 r̃γ : G × Ḡ → R and Γ̃ : G × Ḡ → [0, 1], we use the
state-to-subgoal models and aggregate over all s where m(s, g) = 1.

r̃γ(g, g′)
.
=

1

z(g)

∑
s:m(s,g)=1

rγ(s, g′) and Γ̃(g, g′)
.
=

1

z(g)

∑
s:m(s,g)=1

Γ(s, g′) (2)

for normalizer z(g)
.
=
∑

s:m(s,g)=1m(s, g). This definition assumes a uniform weighting over
the states s where m(s, g) = 1. We could allow a non-uniform weighting, potentially based on
visitation frequency in the environment. For this work, however, we assume that m(s, g) = 1
for a smaller number of states s with relatively similar rγ(s, g′), making a uniform weighting
reasonable. For continuous states, these sums are replaced by integrals.

1. The first input is any g ∈ G, the second is g′ ∈ Ḡ, which includes sterminal. We need to reason about
reaching any subgoal or sterminal. But sterminal is not a real state: we do not reason about starting from
it to reach subgoals.
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We can similarly extract d̃(g, g′) from d(s, g′) and only reason about g′ nearby or relevant
to g: d̃(g, g′)

.
= maxs∈S:m(s,g)>0 d(s, g′). This definition indicates that if there is a state s

that is in the initiation set for g′ and has membership in g, then g′ is also relevant to g.

Let us consider an example, in Figure 8. The red states are members of g (namely
m(A, g) = 1) and the blue members of g′ (namely m(X, g′) = 1 and m(Y, g′) = 1).

A

B

X
Y

g

g’
r̃�(g, g0)
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Original MDP Subgoal abstraction

m(Y, g0) = 1
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Figure 8: Original and abstract state spaces.

For all s in the diagram, d(s, g′) > 0 (all are
in the initiation set): the policy πg′ can be
queried from any s to get to g′. The green
path in the left indicates the trajectory un-
der πg′ from A, stochastically reaching either
X or Y , with accumulated reward rγ(A, g′)
and discount Γ(A, g′) (averaged over reach-
ing X and Y ). The subgoal-to-subgoal mod-
els, on the right, indicate g′ can be reached
from g, with r̃γ(g, g′) averaged over both
rγ(A, g′) and rγ(B, g′) and Γ̃(g, g′) over Γ(A, g′) and Γ(B, g′), as described in (2).

5.3 Goal-Space Planning with Subgoal-Conditioned Models

Planning in GSP involves learning ṽ(g): the value for different subgoals. This can be achieved
using an update similar to value iteration, for all g ∈ G,

ṽ(g) = max
g′∈Ḡ:d̃(g,g′)>0

r̃γ(g, g′) + Γ̃(g, g′)ṽ(g′). (3)

The value of reaching g′ from g is the discounted rewards along the way, r̃γ(g, g′), plus the
discounted value in g′. If Γ̃(g, g′) is very small, it is difficult to reach g′ from g—or takes
many steps—and so the value in g′ is discounted by more. With a relatively small number
of subgoals, we can sweep through them all quickly compute ṽ(g). With a larger set of
subgoals, we can sample many g instead.

We can interpret this update as value iteration in a new MDP, where 1) the set of states
is G, 2) the actions from g ∈ G are state-dependent, corresponding to choosing which g′ ∈ Ḡ
to go to in the set where d̃(g, g′) > 0 and 3) the rewards are r̃γ and the discounted transition
probabilities are Γ̃. It is straightforward to show that the above converges to the optimal
values in this new Goal-Space MDP, shown in Proposition 3 in Appendix B.

Planning in goal space has two benefits. We have a temporally extended model that
does not to be iterated over multiple timesteps, avoiding compounding error. Additionally,
we do not need to predict entire state vectors—or distributions over them—like a usual
state transition model. This is because the outcome g′ from Equation 3 is passed into our
model Γ̃, rather than being the output of a model. This may feel like a false success as it
potentially requires restricting ourselves to a smaller number of subgoals. If we want to use
a larger number of subgoals, then we may need a function to generate these subgoal vectors
anyway—bringing us back to the problem of predicting vectors. However, this generation
need only produce potentially relevant subgoals, which requires lower precision—a larger set
can be generated—than generating the true distribution over outcomes.
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5.4 Using Subgoal Values to Update the Policy

Now let us examine how to use ṽ(g) to update our main policy. The simplest way to decide
how to behave from a state is to cycle through the subgoals, and pick the one with the
highest value. In other words, we can define

vg?(s)
.
=

 max
g∈Ḡ:d(s,g)>0

rγ(s, g) + Γ(s, g)ṽ(g) if ∃ g ∈ Ḡ : d(s, g) > 0, (projection step)

undefined otherwise,
(4)

and take action a that corresponds to the action given by πg for this maximizing g as
shown in Figure 9. Note that some states may not have any nearby subgoals, and vg?(s) is
undefined for that state. This is not the only problem with this naive approach.

max
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<latexit sha1_base64="4zdDmzB5pHR0BwHGEYBhBbmM4rc=">AAACGHicbVC7TsMwFHXKq5RXgJHFokIUgUqCimCsYICxCPqQmipyXCc1tZPIdipVUT+DhV9hYQAh1m78De5jKC1HutLxOffK9x4vZlQqy/oxMkvLK6tr2fXcxubW9o65u1eTUSIwqeKIRaLhIUkYDUlVUcVIIxYEcY+Rute9Hfn1HhGSRuGT6sekxVEQUp9ipLTkmufCdQLEOSo8Hp8F7vMJPIXO3azgKMraJO0NCqOXa+atojUGXCT2lOTBFBXXHDrtCCechAozJGXTtmLVSpFQFDMyyDmJJDHCXRSQpqYh4kS20vFhA3iklTb0I6ErVHCszk6kiEvZ557u5Eh15Lw3Ev/zmonyr1spDeNEkRBPPvITBlUERynBNhUEK9bXBGFB9a4Qd5BAWOksczoEe/7kRVK7KNql4uVDKV++mcaRBQfgEBSADa5AGdyDCqgCDF7AG/gAn8ar8W58Gd+T1owxndkHf2AMfwE8/p4O</latexit>

r�(S0, gi) + �(S0, gi)ṽ(gi)
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Figure 9: Computing vg?(S
′).

There are two other critical issues with this approach.
Policies are restricted to go through subgoals, which might
result in suboptimal policies. From a given state s, the
set of relevant subgoals g may not be on the optimal path.
This was a key limitation of Landmark Value Iteration
(LAVI), which was developed for the setting where models
are given (Mann et al., 2015), and is one we explicitly wish
to avoid. Second, the learned models themselves may have
inaccuracies, or planning may not have been completed
in the background, resulting in ṽ(g) that are not yet fully
accurate.

We propose to instead leverage vg? using potential-based reward shaping (Ng et al.,
1999), as described in Section 3. This approach avoids incurring significant bias, instead
simply guiding the main policy with a modification to the TD-error given in Equation (1):
δt = R̃t+1 + γt+1q(St+1, At+1; w) − q(St, At; w) for R̃t+1 = Rt+1 + γt+1vg?(St+1) − vg?(St).
For intuition as to why potential-based reward shaping does not bias the optimal policy,
notice that

∑∞
t=0 γ

t (γΦ(St+1)− Φ(St)) = −Φ(S0), which means the relative values of each
action remain the same.2 Under linear value function approximation, we show that such
shaping does not bias the optimal policy when Φ is also linear in the features (Appendix
C.1). Another benefit of potential-based reward shaping is its equivalence to initializing q to
Φ in the tabular setting (Wiewiora, 2003). We show this for Sarsa(λ) in Appendix C.2.

It is important to note that if vg? can help improve learning, it can also make learning
harder if its guidance makes it less likely for an agent to sample optimal actions. This
increase in difficulty is likely if the models used to construct the abstract MDP and vg? have
substantial errors. In this case, the agent has to learn to overcome the bad “advice” provided
by vg? . We investigate this further with non-stationary environments and inaccurate models
in Sections G.1 and 6.2 respectively.

2. The cancellations of these intermediate terms mean that algorithms like REINFORCE (Williams, 1992),
Proximal Policy Optimization (Schulman et al., 2017) or Monte Carlo methods will see little benefit when
combined with potential-based reward shaping (as they use the discount sum of all rewards to update
the policy). For these algorithms, one could instead estimate a qg? and leverage trajectory-wise control
variates (Pankov, 2018; Cheng et al., 2019; Huang and Jiang, 2020). We leave the investigation of this
approach to future work and focus on TD learning algorithms in this paper.
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5.5 Putting it All Together: The Full Goal-Space Planning Algorithm

The remaining piece is to learn the models and put it all together. Learning the models is
straightforward, as we can leverage the large literature on general value functions (Sutton
et al., 2011) and UVFAs (Schaul et al., 2015). There are nuances involved in 1) restricting
updating to relevant states according to d(s, g), 2) learning option policies that reach
subgoals, but also maximize rewards along the way and 3) considering ways to jointly learn
d and Γ. We include these details in Appendix D. In this subsection, we summarize the
higher-level steps.

Policy

updateQ
via Eq 1

sample
action

Model

plan
via Eq 3

project
via Eq 4

Environment

update 

Figure 10: Goal-Space Planning.

The algorithm is visualized in Figure 10.
Each agent-environment step includes:

1. take action At in state St, to get
St+1, Rt+1 and γt+1

2. query the model for rγ(St+1, g), Γ(St+1, g),
ṽ(g) for all g where d(St+1, g) > 0

3. compute projection vg?(St+1), using (4)

4. update the main policy with the transi-
tion and vg?(St+1), using (1).

All background computation is used for model
learning using a replay buffer and for planning
to obtain ṽ, so that they can be queried at any
time on step 2.

To be more concrete, Algorithm 1 shows the
GSP algorithm layered on DDQN (van Hasselt
et al., 2016). DDQN is a variant of DQN—and
so relies on replay—that additionally incorpo-
rates the idea behind Double Q-learning to avoid maximization bias in the Q-learning update
(van Hasselt, 2010). All new parts relevant to GSP are colored; without these parts, we
recover the standard DDQN algorithm. The primary change is the addition of the potential
to the action-value weights w, with the other magenta lines primarily around learning the
model and doing planning. GSP should improve on replay because it simply augments replay
with a potential difference that more quickly guides the agent to take promising actions.

6. Experiments to understand GSP deeper

In Section 4, we investigated the role of GSP in propagating value and speeding up learning
under linear function approximation. In this section, we investigate how this utility of GSP is
affected by: 1) deep non-linear function approximation, 2) subgoal placement, 3) sensitivity
to models, and 4) the vg? potential used. Throughout the experiments, we learn the subgoal
models upfront, to focus the investigation on the utility of the planning formalism; see
Appendix E for a description of this procedure.
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Algorithm 1 Goal Space Planning with DDQN as a base learner

Initialize base learner parameters w,wtarg = w0, nupdates = 0, target refresh rate τ ,

set of subgoals Ḡ, relevance function d, model parameters θ = (θr,θΓ,θπ), θ̃ = (θ̃
r
, θ̃

Γ
)

Sample initial state s0 from the environment
for t ∈ 0, 1, 2, ... do

Take action at using q (e.g., ε-greedy), observe st+1, rt+1, γt+1

Add experience (st, at, rt+1, st+1, γt+1) to replay buffer D
Update Models() (see Algorithm 6)
Planning() (see Algorithm 2)
for n mini-batches do

Sample batch B = {(s, a, r, s′, γ)} from D
r̃ ← r
// Add reward shaping if projected subgoal values defined for both s and s′

if d(s, g) > 0 for some g ∈ G and d(s′, g) > 0 for some g ∈ G then
vg?(s) = maxg∈Ḡ:d(s,g)>0 rγ(s, g;θr) + Γ(s, g;θΓ)ṽ(g)

vg?(s
′) = maxg∈Ḡ:d(s′,g)>0 rγ(s′, g;θr) + Γ(s′, g;θΓ)ṽ(g)

r̃ ← r̃ + γvg?(s
′)− vg?(s)

Y (s, a, r, s′, γ) = r̃ + γq(s′, argmaxa′ q(s
′, a′; w); wtarg)

L = 1
|B|
∑

(s,a,r,s′,γ)∈B(Y (s, a, r, s′, γ)− q(s, a; w))2

w← w − α∇wL
if modulo(nupdates, τ) == 0 then wtarg ← w
nupdates = nupdates + 1

Algorithm 2 Planning()

for n iterations, for each g ∈ G do

ṽ(g)← maxg′∈Ḡ:d(g,g′)>0 r̃γ(g, g′; θ̃
r
) + Γ̃(g, g′; θ̃

Γ
)ṽ(g′)

6.1 GSP with Deep Reinforcement Learning

We test GSP layered on DDQN as in Algorithm 1 in the PinBall domain. The base learner’s
complete hyper-parameter specifications can be found in Appendix E. All other experiment
settings were the same as Section 4.3, including using 30 runs.

Unlike the previous experiments, using GSP out of the box resulted in the base learner
converging to a sub-optimal policy. This is despite the fact that we used the same vg? as
the previous PinBall experiments. We investigated the distribution of shaping terms added
to the environment reward and observed that they were occasionally an order of magnitude
greater than the environment reward. Though the linear and tabular methods handled these
spikes in potential difference gracefully, these large displacements seemed to causes issues
when using neural networks and a DDQN base learner.

We tested two variants of GSP that better control the magnitudes of the raw potential
differences (γΦ(St+1) − Φ(St)). We adjusted for this by either clipping or down-scaling
the potential difference added to the reward. The scaled reward multiplies the potential
difference by 0.1. Clipped GSP clips the potential difference into the [−1, 1] interval. It
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(a) GSP modified for Deep RL (b) Robustness to model accuracy

Figure 11: GSP+DDQN performance in PinBall. Results are averaged over 30 runs, with
shaded region corresponding to one standard error. (a) The performance of GSP without
any clipping or scaling of the potential-based shaping (red), versus adding clipping or scaling
to control the magnitudes of the potentials. (b) The performance of GSP with models
trained with differing numbers of epochs. We use a 20-episode moving average of the steps
to goal for (a), and a five-episode moving average for (b).

should be noted that clipping the potential difference no longer guarantees the optimal
policy will be preserved. With these basic magnitude controls, GSP again learns significantly
faster than its base learner, as shown in Figure 11a.

6.2 Robustness to Accuracy of the Learned Models

In this section, we investigate how robust GSP is to inaccuracy of its models. When
examining the accuracy of the learned models, we found the the errors in rγ and Γ could
be as high as 20% in some parts of the state space (see Appendix G for more information).
Despite this level of inaccuracy in some states, GSP still learned effectively, as seen in
Sections 4.1 and 4.3. We conducted a targeted experiment controlling the level of accuracy
to better understand this robustness and test the following hypothesis.

Hypothesis 3 GSP can learn faster with more accurate models, but can still improve on
the base learner even with partially learned models.

We varied the number of epochs to obtain models of varying accuracy. Our models were fully
connected artificial neural networks, and we learn the models for each subgoal by performing
mini-batch stochastic gradient descent on a dataset of trajectories that end in a member
state of that subgoal g. Full implementation details for this mini-batch stochastic gradient
descent can be found in Appendix E.

As expected, Figure 11b shows that more epochs over the same dataset of transitions
improves how quickly the base learner reaches the main goal. Within 4 epochs of model
training, the learner is able to reach a good policy to the main goal. However, if the model
is very inaccurate (2 epochs), the GSP update will bias the base learner to a sub-optimal
policy. There is a trend of diminishing improvement when iterating over the same dataset of
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experience: doubling the number of epochs from two to four results in a policy that reaches
the main goal 10× quicker, but a learner which used a further 16× the number of epochs
attains a statistically identical episode length by episode 500. While more accurate models
lead to faster learning, relatively few epochs are required to propagate enough value to help
the learner reach a good policy. Note that we also report the state-to-subgoal model errors
in Table 3. We can see there is a more notable decrease in error from 2 to 4 epochs, as
compared with 4 to 10.

6.3 The Impact of Subgoal Selection

In this section we investigate how the selection of subgoals impacts value propagation in
GSP. We consider a setting where the world changes and the agent needs to quickly updates
its policy (action-values). After the change, the state-to-subgoal and subgoal-to-subgoal
models are updated online and we measure how much vg? changes, along with how quickly
the base learner can change its policy given different subgoal configurations.

We use a modified variant, where a dangerous region (a lava pool) arises partway through
learning, as shown in Figure 12. Before seeing the lava pool, the agent learns the optimal
policy: taking the shorter of the two paths to the goal (green square). Then we introduce a
lava pool along the optimal path that gives the agent a large negative reward for entering it.
This negative reward means the initial path is no longer optimal and that the agent needs
to switch to the alternate path. The FourRooms environment uses −1 reward per step, and
each state in the lava pool has a reward of −20. GSP and Sarsa are initialized with q? for
the original FourRooms environment and then run for 100 episodes in the lava pool variant.
GSP is run with the four different subgoal configurations shown in Figure 12. We use a
tabular setting and report results for 200 runs for each algorithm.

Hypothesis 4 The placement of subgoals along the initial and alternate optimal paths are
essential for fast adaptation.

No Near On Initial On Alternate Both

Figure 12: Different subgoal configurations in FourRooms with a lava pool. The purple
square is the start location, the gray squares the walls, the orange squares the lava pool,
and the green square the goal. The only difference between these figures are the red boxes,
which indicate the subgoals. A subgoal’s initiation set is the states in the two adjacent
rooms.

For this experiment, the state-to-subgoal models need to be updated online. However,
since only the reward function is changing, we only need to update the reward models rγ and
r̃γ . We can represent rγ using successor features so that the agent only needs to estimate the
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Figure 13: The average return (left) and average probability the agent will take the alterna-
tive path (right) from each episode. Shaded regions represent (0.05,0.9) tolerance intervals
(Patterson et al., 2020) over 200 trials.

reward function (Barreto et al., 2017). Let ψπg(s) ≈ Eπg
[∑∞

k=0

∏k
k′=0 γt+k′φ(St+k)|St = s

]
,

where φ(St) ∈ Rn is a vector of features for state St and actions are selected according
to option policy πg. Then rγ(s, g) = w>ψπg(s), where w ∈ Rn. The learner can then
update rγ by estimating the reward function with stochastic gradient descent, i.e., w ←
w + η[Rt −w>φ(St)]φ(St) for some scalar step size η.

To understand how learning is impacted by the subgoal configuration we show the return
and probability the agent takes the alternative path in Figure 13. The first thing that is
apparent is that all configurations are able to change the policy so that the probability of
taking the alternative path increases. The main differences come from how quickly each
configuration is able to change the policy to have a high probability of taking the alternate
path. The Both and On Alternate subgoal configurations have the quickest change in the
policy on average, while the other methods are slower. The No Near configuration also
seems to, on average, have the smallest increase in probability of taking the alternate path.
These results suggest that for GSP to be most impactful, there needs to be a path through
the subgoals that represents the desirable path.

To better understand these results, we measure how vg? changes over learning. The top
row of Figure 14 show the values of vg? before the introduction of the lava pool. For the
No Near subgoals configuration, vg? has a disconnected graph, so all but the room with the
goal state has a large negative value. For both On Initial and On Alternate configurations,
vg? is the smallest in the room that is furthest from the goal state according to the abstract
MDP. For example, in On Alternate, the value for the North subgoal is low, because the
abstract MDP (erroneously) indicates the agent must go through the two other subgoals
(West and South) to reach the goal, rather than going through the East doorway. In the
Both subgoal configuration vg? closely represents the optimal value function in each state.

We then look at the change in vg? after the lava pool is introduced, i.e. vg?,t − vg?,0,
where vg?,i is the value of vg? after episode i. The middle row in Figure 14 show the changes
after one episode and the bottom row after 100 episodes. The value in the No Near subgoal
configuration does not propagate information from the lava pool to rooms outside the bottom
left room. For the On Initial configuration, the value decreases quickly in the top right room,
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Figure 14: The top row of this figure shows the value of vg? for each state before the lava
pool, for each subgoal configuration. The second and third rows show the change in vg?

after the first and 100th episode, after the lava pool is introduced.

but also the other two rooms as well. After 100 episodes the value is decreased in most
states but the top right room sees the largest decrease. For the On Alternate configuration
value is not quickly propagated after discovering the lava pool because there is no connected
region from the path the agent took to the lava pool. However, small changes are propagated
over time due to the small probability of hitting the lava pool on the alternate path. With
the Both subgoal configuration, value is quickly decreased in the states that would take the
initial path, but not the alternate path. This indicates the desirable path through subgoals
changes in the abstract MDP. Over time the decrease in value is largely isolated to the top
right room with the decreases in the other rooms coming from small chances of hitting the
lava pool on the alternate path.

Remark: We also examined the utility of these subgoals for learning before the lava pool
was introduced. Here we found that the On Alternate subgoal placement actually caused the
agent to learn a suboptimal policy, because it biased it towards the alternate path initially.
You can see a visualization of this vg? in Figure 14 (top row, third column). The base learner
does not use a smart exploration strategy to overcome this initial bias, and so settles on
a suboptimal solution—namely, to take the slightly longer alternate path. See Appendix
G.1 for the full details and results for this experiment. Note that this suboptimality did not
arise in the above experiment, because the lava pool made one path significantly worse than
the other.
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6.4 Comparison to Other Potentials

We now investigate how the above improvements in learning are simply due to using
potential-based reward shaping. We test this by comparing vg? with two other potentials—
an informative and an uninformative one—in the PinBall domain. The first potential
function is the negative L2 distance in position space (scaled) to the main goal, (xg, yg),

Φ(St) = −100×
∥∥∥∥[xgyg

]
−
[
x(St)
y(St)

]∥∥∥∥
2

where x(St) and y(St) are functions that return the x and y coordinates of the agent’s state
respectively. This potential function captures a measure of closeness to the goal state, but
does not consider obstacles or the velocity component. It should provide some learning
benefit but should not be as helpful as vg? . We scale this potential by a factor of 100 to
make it comparable in magnitude to vg? . Reward shaping with the unscaled L2 distance
did not have any significant effect on the base learner. The second potential is created by
randomly assigning a potential value for each state, i.e., ∀s ∈ S, Φ(s)← U [−100, 0]. This
potential does not encode any useful information about the environment on average. It
should not help learning and could even make it harder if it encourages the agent to take
sub-optimal actions.

Hypothesis 5 In PinBall, a potential based on L2 distance also speeds up learning, but not
as much as vg? which better reflects transition dynamics in the given MDP.

The second potential is created by randomly assigning a value for each state,

8s 2 S, �(s) U [�100, 0]. (5.2)

This potential does not encode any useful information about the environment

on average. It would make learning harder as it encourages the agent to take

sub-optimal actions.
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potential functions for �(s). We follow the format of Figure 5.7a.

We compare the performance of a Sarsa(�) base learner using each of the three

potentials. We use the PinBall domain with the same subgoal configuration and

settings as in Section 5.2 and display the results in Figure 5.12. Using vg? for the
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Figure 15: Five episode moving average
of steps to goal in PinBall with different
potential functions for Φ(s).

We test the impacts of these potentials by
comparing a Sarsa(λ) base learner in PinBall
with the same subgoal configuration and settings
as in Section 4.3 and same format as Figure 11a.
We can see in Figure 15 that using vg? for the
potential reaches the main goal fastest, though us-
ing L2 also resulted in significant speed-ups over
the base learner (no potential). The L2 heuristic,
however, is specific to navigation environments,
and finding such general purpose heuristics is dif-
ficult. The random potential harms performance,
likely because it skews the reward and impacts
exploration negatively.

6.5 Comparing to an Alternative Way of using vg?

We used vg? through potential-based reward shaping, but other approaches are possible. For
example, another approach is to solely bootstrap off of the prediction from vg? , instead of
the base learner’s q estimate,

Rt+1 + γt+1vg?(St+1)− q(St, At; w).

The update with this TD error is reminiscent of an algorithm called Landmark Ap-
proximate Value Iteration (LAVI) (Mann et al., 2015). LAVI is designed for the setting
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Figure 16: Five episode moving average of return in FourRooms, GridBall and PinBall.
Curves are averaged over 30 runs where the shaded region is one standard error.

where a model, or simulator, is given. Similar to GSP, the algorithm plans only over a
set of landmarks (subgoals). They assume that they have options that terminate near the
landmarks, and do value iteration with the simulator by executing options from only the
landmarks. The greedy policy for a state uses the computed values for landmark states
by selecting the option that takes the agent to the best landmark state, and using options
to move only between landmark states from there. The planning is much more efficient,
because the number of landmark states is relatively small, but the policies are suboptimal.

We could similarly use vg? , by running the option to bring the agent to the best nearby
subgoal. However, a more direct comparison in our setting is to use the modified TD error
update above. We call this update Approximate LAVI, to recognize the similarity to this
elegant algorithm. In all environments, the approximate LAVI learner either learns much
slower or converges to a sub-optimal policy instead, as shown in Figure 16.

In our preliminary experiments, we had investigated an update rule that partially boot-
straps off vg? . Namely, we used a TD error of Rt+1+γt+1(βvg?(St+1)+(1−β)q(St+1, At+1))−
q(St, At), where β ∈ [0, 1]. Potential based reward shaping with vg? was found to outperform
this technique. We discuss this more in Appendix F.

7. Relationships to Other Model-based Approaches

Now that we have detailed the GSP algorithm, we contrast it to other approaches for
background planning. In this section we first provide an overview of related work to better
place GSP amongst the large literature of related ideas, beyond background planning. Then
we contrast GSP to Dyna and Dyna with options, which are two natural approaches to
background planning. Finally, we provide a short discussion around efficient planning—a
key property of GSP—and why it is desirable for background planning approaches.

7.1 Related Work

A variety of approaches have been developed to handle issues with learning and iterating
one-step models. Several papers have shown that using forward model simulations can
produce simulated states that result in catastrophically misleading values (van Hasselt et al.,
2019; Lambert et al., 2022; Aminmansour et al., 2024). This problem has been tackled by
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using reverse models (Pan et al., 2018; van Hasselt et al., 2019; Aminmansour et al., 2024);
primarily using the model for decision-time planning (van Hasselt et al., 2019; Silver et al.,
2008; Chelu et al., 2020); and improving training strategies to account for accumulated
errors in rollouts (Talvitie, 2014; Venkatraman et al., 2015; Talvitie, 2017). An emerging
trend is to avoid approximating the true transition dynamics, and instead learn dynamics
tailored to predicting values on the next step correctly (Farahmand et al., 2017; Farahmand,
2018; Ayoub et al., 2020; Rakhsha et al., 2022). This trend is also implicit in the variety of
techniques that encode the planning procedure into neural network architectures that can
then be trained end-to-end (Tamar et al., 2016; Silver et al., 2017; Oh et al., 2017; Weber
et al., 2017; Farquhar et al., 2018; Schrittwieser et al., 2020). We similarly attempt to avoid
issues with iterating models, but do so by considering a different type of model.

Current deep model-based RL techniques plan in a lower-dimensional abstract space
where the relevant features from the original high-dimensional experience are preserved,
often refered to as a latent space. MuZero (Schrittwieser et al., 2020), for example, embeds
the history of observations to then use predictive models of values, policies and one-step
rewards. Using these three predictive models in the latent space guides MuZero’s Monte
Carlo Tree Search without the need for a perfect simulator of the environment. Most recently,
DreamerV3 demonstrated the capabilities of a discrete latent world model in a range of
pixel-based environments (Hafner et al., 2023). There is growing evidence that it is easier to
learn accurate models in a latent space.

Temporal abstraction has also been considered to make planning more efficient, through
the use of hierarchical RL and/or options. MAXQ Dietterich (2000) introduced the idea of
learning hierarchical policies with multiple levels, breaking up the problem into multiple
subgoals. A large literature followed, focused on efficient planning with hierarchical policies
(Diuk et al., 2006) and using a hierarchy of MDPs with state abstraction and macro-actions
(Bakker et al., 2005; Konidaris et al., 2014; Konidaris, 2016; Gopalan et al., 2017). See
Gopalan et al. (2017) for an excellent summary.

Rather than using a hierarchy and planning only in abstract MDPs, another strategy is
simply to add options as additional (macro) actions in planning, still also including primitive
actions. Similar ideas were explored before the introduction of options (Singh, 1992; Dayan
and Hinton, 1992). There has been some theoretical characterization of the utility of
options for improving convergence rates of value iteration (Mann and Mannor, 2014) and
sample efficiency (Brunskill and Li, 2014), though also hardness results reflecting that the
augmented MDP is not necessarily more efficient to solve (Zahavy et al., 2020) and hardness
results around discovering options efficient for planning (Jinnai et al., 2019). Empirically,
incorporating options into planning has largely only been tested in tabular settings (Sutton
et al., 1999; Singh et al., 2004; Wan et al., 2021). Recent work has considered mechanisms for
identifying and learning option policies for planning under function approximation (Sutton
et al., 2022), but as yet did not consider issues with learning the models.

There has been some work using options for planning that is more similar to GSP, using
only one-level of abstraction and restricting planning to the abstract MDP. Hauskrecht et al.
(2013) proposed to plan only in the abstract MDP with macro-actions (options) and abstract
states corresponding to the boundaries of the regions spanned by the options, which is like
restricting abstract states to subgoals. Bagaria et al. (2021) discover skills to construct
discrete graph abstractions of continuous state and action spaces with subgoal nodes and
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option policy edges. The most similar to our work is LAVI, which restricts value iteration
to a small subset of landmark states (Mann et al., 2015).3 These methods also have similar
flavors to using a hierarchy of MDPs, in that they focus planning in a smaller space and
(mostly) avoid planning at the lowest level, obtaining significant computational speed-ups.
The key distinction to GSP is that we are not in the traditional planning setting where a
model is given; in our online setting, the agent needs to learn the model from interaction.

The use of landmark states has also been explored in goal-conditioned RL, where the
agent is given a desired goal state or states. This is a problem setting where the aim is
to learn a policy π(a|s, g) that can be conditioned on different possible goals. The agent
learns for a given set of goals, with the assumption that at the start of each episode the
goal state is explicitly given to the agent. After this training phase, the policy should
generalize to previously unseen goals. Naturally, this idea has particularly been applied to
navigation, having the agent learn to navigate to different states (goals) in the environment.
The first work to exploit the idea of landmark states in GCRL was for learning and using
universal value function approximators (UVFAs) (Huang et al., 2019). The UVFA conditions
action-values on both state-action pairs as well as landmark states. The agent can reach new
goals by searching on a learned graph between landmark states, to identify which landmark
to moves towards. A flurry of work followed, still in the goal-conditioned setting (Nasiriany
et al., 2019; Emmons et al., 2020; Zhang et al., 2020, 2021; Aubret et al., 2021; Hoang et al.,
2021; Gieselmann and Pokorny, 2021; Kim et al., 2021; Dubey et al., 2021).

Some of this work focused on exploiting landmark states for planning in GCRL. Huang
et al. (2019) used landmark states as interim subgoals, with a graph-based search to plan
between these subgoals (Huang et al., 2019). The policy is set to reach the nearest goal
(using action-values with cost-to-goal rewards of -1 per step) and learned distance functions
between states and goals and between goals. These models are like our reward and discount
models, but tailored to navigation and distances. Nasiriany et al. (2019) built on this idea,
introducing an algorithm called Latent Embeddings for Abstracted Planning (LEAP), that
using gradient descent to search for a sequence of subgoals in a latent space.

The idea of learning models that immediately apply to new subtasks using successor
features is like GCRL, but does not explicitly use landmark states. The option keyboard
involves encoding options (or policies) as vectors that describe the corresponding (pseudo)
reward (Barreto et al., 2019). This work has been expanded more recently, using successor
features (Barreto et al., 2020). New policies can then be easily obtained for new reward
functions, by linearly combining the (basis) vectors for the already learned options. However
no planning is involved in that work, beyond a one-step decision-time choice amongst options.

7.2 Contrasting GSP to Dyna and Dyna with Options

In this section we contrast GSP to Dyna and Dyna with Options (Mihucz, 2022), which are
two canonical approaches to do background planning. Dyna involves learning a transition
model and updating it with simulated experience in the background. The original version of
Dyna simply uses one-step transitions from observed states, making it look quite similar to

3. A similar idea to landmark states has been considered in more classical AI approaches, under the
term bi-level planning (Wolfe et al., 2010; Hogg et al., 2010; Chitnis et al., 2022). These techniques
are quite different from Dyna-style planning—updating values with (stochastic) dynamic programming
updates—and so we do not consider them further here.
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Algorithm 3 Dyna with Options using the DDQN update

Initialize base learner parameters w,wtarg = w0, nupdates = 0, model parameters θ,
search-control queue P , target refresh rate τ , set of options Π
Sample initial state s0 from the environment and store s0 in P
for t ∈ 0, 1, 2, ... do

Take action at (e.g., ε-greedy on q, where if select π ∈ Π, then choose at ∼ π(·|st))
Observe st+1, rt+1, γt+1 and store st+1 in P
Update Models(st, at, st+1, rt+1, γt+1) (see Algorithm 6)
for nmain mini-batches do

Sample batch of states B from P
For each s ∈ B, pick a random ã from A∪Π
// if ã is an option, s′ is an outcome state after many steps,
// r is a discounted sum of rewards under the option until termination
// and γ is the discount raised to the number of steps that option executes
Query model at each (s, ã) to get outcome s′, r, γ and corresponding target
Y = r + γq(s′, argmaxa′∈A∪Π q(s

′, a′; w); wtarg)
L = 1

|B|
∑

(s,ã,Y )∈B(Y − q(s, ã; w))2

w← w − α∇wL
if modulo(nupdates, τ) == 0 then wtarg ← w
nupdates = nupdates + 1

experience replay. Experience replay can actually be viewed as a limited, non-parametric
version of Dyna, and often Dyna and replay perform similarly (Pan et al., 2018; van Hasselt
et al., 2019), without more focused search control (the process of selecting which states
to query the model from). To truly obtain the benefits of the model with Dyna, it is
key to consider which (s, a) is the most useful to update from, which may even be a
hypothetical (s, a) never observed. Querying the model from such an unseen (s, a) leverages
the generalization capabilities of the model much more than simply querying the model from
an observed (s, a). A clever search control strategy could likely significantly improve Dyna,
but it is also a hard problem. Very few search-control techniques have been proposed in the
literature (Moore and Atkeson, 1993; Wingate et al., 2005; Pan et al., 2019).

If we go beyond one-step transitions, then we further deviate from replay and can benefit
from having an explicit learned model. As mentioned above, Dyna with rollouts can suffer
from model iteration error. An alternative approach is to incorporate options into Dyna.
This extension was first proposed for the tabular setting (Singh et al., 2004), with little
follow-up work beyond a recent re-investigation still in the tabular setting (Sutton et al.,
2022). The idea behind Dyna with options is to treat options like macro-actions in the
planning loop. Let us consider the one-step transition dynamics model, for a given π, where
the model outputs s̃′, r̃, γ̃ from (s, π). The model outputs a possible outcome state s̃′ after
executing the option from s. The outputted reward r̃ from (s, π) is the discounted cumulative
sum of rewards of the option π when starting from s, until termination. The outputted γ̃
is the discounted probability of terminating. For example, if the option always terminated
after n steps, then the model would output γ̃ = γn. We show a possible variant of Dyna
and Dyna with options, again using a similar update to DDQN, in Algorithm 3.
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Figure 17: A visualization of the hypothetical trade-off between computation and how
quickly the agent learns for different algorithms. This plot is focused on computation,
rather than dealing with model errors, so Dyna means Dyna with a highly accurate model.
Lightweight algorithms like Sarsa, that update only with the most recent sample, cannot
leverage more computation to improve learning. DDQN, GSP and Dyna can leverage more
computation by increasing the amount of replay and planning steps. Of course, this dia-
gram is completely hypothetical, but reflects the thinking that guides this work as well as
anticipated behavior of these algorithms. GSP should be more effective than Dyna with
less compute, but is likely to plateau at a slightly suboptimal point. With a lot of compute,
Dyna with an accurate model is effectively doing dynamic programming and extracting a
policy from the model. But with much less compute, it does not efficiently focus that com-
pute to improve the policy. DDQN is limited by the limited data that it has in its buffer,
and unlike Dyna, cannot reason about possible outcomes outside of this dataset.

Dyna with Options should allow for faster value propagation than Dyna alone. It
effectively uses multi-step updates rather than single-step updates. However, it actually
requires learning an even more complex model than Dyna, since it must learn the transition-
dynamics for the options as well as the transition dynamics for the primitive actions.
Moreover, it does still plan over all states and actions; again without smarter search-control,
planning is likely to still be inefficient. In this sense, the variants of Dyna and Dyna with
options presented here do not satisfy two key desiderata: feasible model learning and efficient
planning. We discuss the importance of efficient planning in more depth in the next section.

Remark: The well-versed reader may be confused why we consider Dyna on states,
rather than on a latent state, also called agent state. Such a change is likely to make it more
feasible to learn the model and make planning more efficient. Nonetheless, we are still stuck
planning in a continuous latent space that is likely to have 32 dimensions, or more, based on
typical design choices. It reduces, but does not remove, these issues.

7.3 The Importance of Efficient Planning

GSP is designed to allow for efficient planning. We want changes in the environment to
quickly propagate through the value function. This is achieved by focusing planning over
a small set of subgoals. The local subgoal models can be updated efficiently, and value
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iteration can be used to get the new subgoal values. Value iteration for a small set of states
is efficient: the agent can perform many value iteration updates per step to keep these
subgoal values accurate. Replay then propagates these subgoal values to the state values.

Standard replay, Dyna, and even Dyna with Options do not have the same computational
efficiency due to the lack of higher-level planning. In practice, with a bounded agent, poor
computational efficiency can result in poor sample efficiency. The learned model might even
be perfectly accurate, and with unlimited computation per step, the agent could obtain
the perfect value function. But with a computational budget—for example with a budget
of ten planning steps per step—it may fail to transfer its (immense) knowledge about the
world into the policy. Eventually, over many steps (environment interactions), it will get an
accurate value function. An algorithm, on the other hand, that can more quickly transfer
knowledge from its model to the value function will get closer to the true action-values in a
smaller number of environment steps. We visualize this conceptual trade-off in Figure 17,
for DDQN (namely replay), Dyna, and GSP (layered on top of DDQN).

8. Discussion and Limitations

In this paper, we introduced a new planning framework, called Goal-Space Planning (GSP).
This new approach uses background planning to improve value propagation, with minimalist,
local models and computationally efficient planning. The primary focus of our experiments
was to understand the utility of this planning framework, but there remain several open
technical questions.

Limitations of the formalism: The biggest limitation, highlighted upfront and
throughout the paper, is our reliance on a reasonable subgoal discovery mechanism. In this
paper, we provided the GSP algorithm with subgoals. In some settings, GSP could be used
today, where expert knowledge makes it straightforward to specify subgoals for a problem.
Ultimately, though, we aim to design learning systems that discover appropriate subgoals
themselves. We did find that subgoal placement was important for performance, and this
algorithmic gap is the largest to fill to make GSP practically useful.

Limitations of the empirical study: In our experiments we made use of pretrained
subgoal models to focus the empirical study on the utility of GSP planning. The first key
question we wanted to answer was, given suitable discovery and subgoal model learning
approaches, would we even gain benefit from how GSP plans in abstract space and projects
to the low-level space. We found a clear affirmative to this question. Moving to the next step
will likely require some improvements to our subgoal model learning algorithms, because
learning UVFAs off-policy and in parallel remains an ongoing research question.

In this work, we highlight the inherent limitations with Dyna and Dyna with options,
to motivate the design of GSP, but do not empirically compare to these algorithms. We
do point out that a replay-based algorithm, like DDQN, can be seen as a non-parametric
version of Dyna, and often model inaccuracies cause the model-based variants to perform
worse than simply using replay. However, explicitly comparing to Dyna (with options) and
contrasting model learnability would make this argument even stronger.

Despite these limitations, this work provides a promising approach to using partial models
for planning which is robust to model inaccuracy. The result from (abstract) planning is only
used to define the potential function for reward shaping, guiding the main policy learner
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with minimal bias, even under model inaccuracy. Partial models—our subgoal conditioned
models—allow us to avoid modeling everything, allowing for more judicious choices in how
we use our function approximation capacity. Further, there is a wealth of literature on
learning value functions off-policy, which are precisely the types of algorithms needed to
learn our subgoal-conditioned algorithms.
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Timbers, Brian Tanner, and Adam White. Reward-Respecting Subtasks for Model-Based
Reinforcement Learning. Artificial Intelligence, 324, 2022.

Erin Talvitie. Model Regularization for Stable Sample Roll-Outs. In Uncertainty in Artificial
Intelligence, 2014.

Erin Talvitie. Self-Correcting Models for Model-Based Reinforcement Learning. In AAAI
Conference on Artificial Intelligence, 2017.

Aviv Tamar, Yi Wu, Garrett Thomas, Sergey Levine, and Pieter Abbeel. Value Iteration
Networks. In Advances in Neural Information Processing Systems, 2016.

Hado van Hasselt. Double q-learning. In Advances in Neural Information Processing Systems,
2010.

Hado van Hasselt, Arthur Guez, and David Silver. Deep Reinforcement Learning with
Double Q-learning. In AAAI Conference on Artificial Intelligence, 2016.

Hado van Hasselt, Matteo Hessel, and John Aslanides. When to use Parametric Models in
Reinforcement Learning? In Advances in Neural Information Processing Systems, 2019.

Arun Venkatraman, Martial Hebert, and J. Andrew Bagnell. Improving Multi-Step Prediction
of Learned Time Series Models. In AAAI Conference on Artificial Intelligence, 2015.

Yi Wan, Muhammad Zaheer, Adam White, Martha White, and Richard S. Sutton. Planning
with Expectation Models. In International Joint Conference on Artificial Intelligence,
2019.

Yi Wan, Abhishek Naik, and Richard S. Sutton. Average-Reward Learning and Planning
with Options. In Advances in Neural Information Processing Systems, 2021.

Theophane Weber, Sebastien Racanière, David P Reichert, Lars Buesing, Arthur Guez,
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Appendix A. Starting Simpler: Goal-Space Planning for Policy
Evaluation

To highlight the key idea for efficient planning, we provide an example of GSP in a simpler
setting: policy evaluation for learning vπ for a fixed policy π assuming access to the true
models. For this setting, we do not have subgoal policies, since we are not trying to learn to
get to subgoals quickly, we are just trying to reason about values when executing π. This
setting highlights the key idea of propagating values quickly across the space by updating
between subgoals, g ∈ G ⊂ S, as visualized in Figure 18. (In general, note that G need
not be a subset of S, we can have abstract subgoal vectors that need not correspond to
any state.) To do so, we need temporally extended models between pairs g, g′ that may be
further than one-transition apart. For policy evaluation, these models are the accumulated
rewards rπ,γ : S × S → R and discounted probabilities Pπ,γ : S × S → [0, 1] under π:

rπ,γ(g, g′)
.
= Eπ[Rt+1 + γg′,t+1rπ,γ(St+1, g

′)|St = g]

Pπ,γ(g, g′)
.
= Eπ[1(St+1 = g′)γt+1 + γg′,t+1Pπ,γ(St+1, g

′)|St = g]

where γg′,t+1 = 0 if St+1 = g′ and otherwise equals γt+1, the environment discount. If we
cannot reach g′ from g under π, then Pπ,γ(g, g′) will simply accumulate many zeros and be
zero.

We first give an example for the deterministic setting, where both the environment and
policy are deterministic, since it more clearly provides the desired intuition. For completeness,
we do also show how these arguments extend to the stochastic setting, and provide proofs of
convergence for both.

A.1 GSP for Policy Evaluation with Deterministic Environments

Assume π is deterministic and the MDP is deterministic. We can treat G as our new state
space and plan in this space, to get value estimates v for all g ∈ G

v(g) = rπ,γ(g, g′) + Pπ,γ(g, g′)v(g′) where g′ = argmaxg′∈ḠPπ,γ(g, g′)

where Ḡ = G ∪ {sterminal} if there is a terminal state (episodic problems) and otherwise
Ḡ = G. It is straightforward to show this converges, because Pπ,γ is a substochastic matrix
(see Appendix A.3). We use g′ = argmaxg′∈ḠPπ,γ(g, g′) since it is the closest subgoal under
π; because we have a deterministic policy and environment, this is the first subgoal we will
see when executing π from g.

Once we have these values, we can propagate these to other states, locally, again using
the closest g to s. We can do so by noticing that the above definitions can be easily extended
to rπ,γ(s, g′) and Pπ,γ(s, g′), since for a pair (s, g) they are about starting in the state s and
reaching g under π.

v(s) = rγ(s, g) + Pπ,γ(s, g)v(g) where g = argmaxg∈ḠPπ,γ(s, g).

Because the rhs of this equation is fixed, we only cycle through these states once to get their
values.

All of this might seem like a lot of work for policy evaluation; indeed, it will be more
useful to have this formalism for control. But, even here goal-space planning can be beneficial.
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s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12

s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12

One-step Backup

Goal-Space Planning

Terminal

Terminal

Figure 18: Comparing one-step backup with Goal-Space Planning when subgoals are con-
crete states. GSP first focuses planning over a smaller set of subgoals (in red), then updates
the values of individual states.

Let assume a chain s1, s2, . . . , sn, where n = 1000 and G = {s100, s200, . . . , s1000}. Planning
over g ∈ G only requires sweeping over 10 states, rather than 1000. Further, we have taken
a 1000 horizon problem and converted it into a 10 step one.4 As a result, changes in the
environment also propagate faster. If the reward at s′ changes, locally the reward model
around s′ can be updated quickly, to change rπ,γ(g, g′) for pairs g, g′ where s′ is along the
way from g to g′. This local change quickly updates the values back to earlier g̃ ∈ G.

A.2 Extension to Policy Evaluation Setting for Stochastic Environments

All the above used a deterministic policy, since the equations actually end up better matching
the control setting we ultimately care about, so help with our primary goal of providing
intuition. But we can redo the above with stochastic environments and stochastic policies.
We simply need to also have Pπ as well as a Pπ,γ . Conveniently, Pπ can actually be extracted
from Pπ,γ , assuming we have a fixed γt+1 = γc for our environment, (except for at termination
where it is zero). Specifically, we want to take the expectation over the outcome g′ we could
reach under π, which means we need to define

rπ,γ(g) =
∑
g′∈Ḡ

Pπ(g, g′)rπ,γ(g, g′) where Pπ(g, g′) =
Pπ,γ(g, g′)∑
g′∈Ḡ Pπ,γ(g, g′)

where we overload the notation rπ,γ since it is clear from the inputs which variant we
are refering to. Then we have the more standard policy evaluation update, for stochastic

4. In this simplified example, we can plan efficiently by updating the value at the end in sn, and then
updating states backwards from the end. But, without knowing this structure, it is not a general purpose
strategy. For general MDPs, we would need smart ways to do search control: the approach to pick
states from one-step updates. In fact, we can leverage search control strategies to improve the goal-space
planning step. Then we get the benefit of these approaches, as well as the benefit of planning over a
much smaller state space.
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environments and stochastic policies

v(g) = rπ,γ(g) +
∑
g′∈Ḡ

Pπ,γ(g, g′)v(g′)

It is straightforward to show that this converges, by showing that Pπ,γ is a substochastic
matrix. We assume throughout that the environment discount γt+1 is a constant γc ∈ [0, 1)
for every step in an episode, until termination when it is zero. The below results can be
extended to the case where γc = 1, using the standard strategy for the stochastic shortest
path problem setting.

Proposition 1 Assume we are given a (potentially stochastic) policy π, γc < 1, a discrete
set of subgoals G ⊂ S, and that we iteratively update vt ∈ R|Ḡ| with the dynamic programming
update

vt(g) = rπ,γ(g) +
∑
g′∈Ḡ

Pπ,γ(g, g′)vt−1(g′)

for all g ∈ G, starting from an arbitrary (finite) initialization v0 ∈ R|Ḡ|, with vt(sterminal)
fixed at zero. Then vt converges to a fixed-point v.

Proof To analyze this as a matrix update, we need to extend Pπ,γ(g, g′) to include an
additional row transitioning from g = sterminal to other subgoals. This row is all zeros,
because the value in the terminal state is always fixed at zero. Without this additional row,
for n = |G|, we have that Pπ,γ ∈ [0, 1]n×(n+1), because |Ḡ| = n+ 1. With the addition of the
row, Pπ,γ ∈ [0, 1](n+1)×(n+1). Note that there are ways to avoid introducing terminal states,
using transition-based discounting (White, 2017), but for this work it is actually simpler to
explicitly reason about them and reaching them from subgoals.

To show this we simply need to ensure that Pπ,γ is a substochastic matrix. Recall that

Pπ,γ(g, g′)
.
= Eπ[1(St+1 = g′)γt+1 + γg′,t+1Pπ,γ(St+1, g

′)|St = g]

where γg′,t+1 = 0 if St+1 = g′ and otherwise equals γt+1, the environment discount. If it is
substochastic, namely it satisfies ‖Pπ,γ‖2 < 1, then the Bellman operator

(Bv)(g) = rπ,γ(g) + Pπ,γ(g, g′)ṽ(g′)

is a contraction, because ‖Bv1−Bv2‖2 = ‖Pπ,γv1−Pπ,γv2‖2 ≤ ‖Pπ,γ‖2‖v1−v2‖2 < ‖v1−v2‖2.

Because γc < 1, then either g immediately terminates in g′, giving 1(St+1 = g′)γt+1 +
γg′,t+1Pπ,γ(St+1, g

′) = γt+1 + 0 ≤ γc. Or, it does not immediately terminate, and 1(St+1 =
g′)γt+1 + γg′,t+1Pπ,γ(St+1, g

′) = 0 + γcPπ,γ(St+1, g
′) ≤ γc because Pπ,γ(St+1, g

′) ≤ 1. There-
fore, if γc < 1, then ‖Pπ,γ‖2 ≤ γc.

A.3 Proof for the Deterministic Policy Evaluation Setting

We provide proof here for the policy evaluation update we used for a deterministic policy
and deterministic MDP.
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Corollary 2 Assume that we have a deterministic MDP, deterministic policy π, γc < 1, a
discrete set of subgoals G ⊂ S, and that we iteratively update vt ∈ R|Ḡ| with the dynamic
programming update

vt(g) = rπ,γ(g, g′) + Pπ,γ(g, g′)vt−1(g′) where g′ = argmax
g′∈Ḡ

Pπ,γ(g, g′)

for all g ∈ G, starting from an arbitrary (finite) initialization v0 ∈ R|Ḡ|, with vt(sterminal)
fixed at zero. Then then vt converges to a fixed-point.

Proof This follows from Proposition 1, by defining a new substochastic matrix P̄ (g, g′) =
Pπ,γ(g, g′) for g′ = argmaxg′∈Ḡ Pπ,γ(g, g′) and P̄ (g, g′) = 0 for all other g′. This new P̄ (g, g′)
simply zeros out the parts that are not used in the update, and only reflects the path the
policy takes through the subgoals. Because π and the environment are deterministic, we
know that this does not change the connectivity structure and the policy will still reach all
the parts of the environment that it otherwise would, including the terminal state. This new
matrix remains substochastic, because we only modified it by zeroing out entries, ensuring
all row sums are no larger than before.

Remark: Both the stochastic and deterministic updates described for policy evaluation
result in a v(g) = vπ(g) for g ∈ S and the corresponding vg?(s) = vπ(s). This is because
in the stochastic setting, we did not use initiation sets and option policies and so did not
restrict connectivity between subgoals, nor between states and subgoals. In the deterministic
setting, the subgoals simply break up the deterministic trajectory followed by the policy, to
show how we propagate value. This simplified GSP approach here results in optimal values,
which is not reflective of the control setting.

Appendix B. Proofs for the General Control Setting

In this section we assume that γc < 1, to avoid some of the additional issues for handling
proper policies. The same strategies apply to the stochastic shortest path setting with
γc = 1, with additional assumptions.

Proposition 3 [Convergence of Value Iteration in Goal-Space] Assuming that Γ̃ is a sub-
stochastic matrix, with v0 ∈ R|Ḡ| initialized to an arbitrary value and fixing vt(sterminal) = 0
for all t, then iteratively sweeping through all g ∈ G with update

vt(g) = max
g′∈Ḡ:d̃(g,g′)>0

r̃γ(g, g′) + Γ̃(g, g′)vt−1(g′)

convergences to a fixed-point.

Proof We can use the same approach typically used for value iteration. For any v0 ∈ R|Ḡ|,
we can define the operator

(Bgv)(g)
.
= max

g′∈Ḡ:d̃(g,g′)>0
r̃γ(g, g′) + Γ̃(g, g′)ṽ(g′)
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First we can show that Bg is a γc-contraction. Assume we are given any two vectors v1, v2.
Notice that Γ̃(g, g′) ≤ γc, because for our problem setting the discount is either equal to γc
or equal to zero at termination. Then we have that for any g ∈ Ḡ

|(Bgv1)(g)− (Bgv2)(g)|
=
∣∣∣ max
g′∈Ḡ:d̃(g,g′)>0

r̃γ(g, g′) + Γ̃(g, g′)v1(g′)− max
g′∈Ḡ:d̃(g,g′)>0

r̃γ(g, g′) + Γ̃(g, g′)v2(g′)
∣∣∣

≤ max
g′∈Ḡ:d̃(g,g′)>0

|r̃γ(g, g′) + Γ̃(g, g′)v1(g′)− (r̃γ(g, g′) + Γ̃(g, g′)v2(g′))|

= max
g′∈Ḡ:d̃(g,g′)>0

|Γ̃(g, g′)(v1(g′)− v2(g′))|

≤ max
g′∈Ḡ:d̃(g,g′)>0

γc|v1(g′)− v2(g′)|

≤ γc‖v1 − v2‖∞
Since this is true for any g, it is true for the max over g, giving

‖Bgv1 −Bgv2‖∞ ≤ γc‖v1 − v2‖∞.

Because the operator Bg is a contraction, since γc < 1, we know by the Banach Fixed-Point
Theorem that the fixed-point exists and is unique.

Remark: Note here that even though we call this the general control setting, there
does not seem to be any actions! In typical value iteration, we would have models r(s, a, s′)
and P (s′|s, a). To do value iteration, we have to maximize over the action, which dictates
which s′ we reach. Here, implicitly our actions are actually the option policies for reaching
subgoals. Each action is specialized to reach a subgoal, and so we can directly reason about
reaching g′ in our update.

Appendix C. Theoretical Results with Potential-Based Reward Shaping

This section extends the theoretical results of potential-based reward shaping. In Section
C.1, we show settings where potential-based reward shaping preserves the same optimal
policy with function approximation, and settings that change the optimal policy. In Section
C.2, we show how potential based reward shaping on Sarsa(λ) is equivalent to initializing its
action-value function to the potential.

C.1 Preservation of Optimal Policies

Potential-based reward shaping is a useful tool to modify reward functions because it does not
change the optimal policy. However, this result is only true of the set of all policies and not
necessarily true for the set of functions that can be represented by a class of approximators.
When we apply potential-based reward shaping to GSP we want to know if we are changing
the optimal policy the agent can represent. In this section, we prove that when the potential
function Φ is in the same linear function class as q, that there is no change in optimal policy
within that class. When Φ is in a different (potentially arbitrary) class, then we cannot
make any statements to guarantee the optimum will not be changed.
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First recall that the TD fixed-point for linear function approximation is

wTD = E
[
x(St, At) (γx(St+1, At+1)− x(St, At))

>
]

︸ ︷︷ ︸
=ATD

−1
E [x(St, At)Rt+1] ,

where x(s, a) ∈ Rn, q(s, a; w) = w>x(s, a), γ is a constant discount factor, and the expec-
tation is taken with respect to the on policy state distribution (Sutton and Barto, 2018,
Chapter 9.4). Similarly, the optimal weights for minimizing mean squared error to Monte
Carlo returns is

wMC = E
[
x(St, At)x(St, At)

>
]

︸ ︷︷ ︸
=AMC

−1
E [x(St, At)Gt+1] .

In both these cases, the matrices ATD,AMC ∈ Rn×n are independent of the rewards.
So the fixed-point, wTD

′, and optimal weights, wMC
′, using the shaped rewards Rt+1 +

γΦ(St+1)− Φ(St) are

wTD
′ = A−1

TDE [x(St, At)Rt+1]︸ ︷︷ ︸
=wTD

+A−1
TDE [x(St, At) (γΦ(St+1)− Φ(St))] ,

wMC
′ = A−1

MCE [x(St, At)Gt+1]︸ ︷︷ ︸
=wMC

−A−1
MCE [x(St, At)Φ(St)] .

These fixed-points are different than the ones without potential-based shaping, but we
only care if the policy derived from q(s, a; w′) is different than q(s, a; w) for both TD and
MC. Without knowing something about x(s, a) or Φ we cannot, in general say if the policy
will be better or worse using potential-based shaping. For the specific case where Φ can be
written as a linear function of x(s, a), we can say the set of policies at the fixed-point or
local minimum remain unchanged with potential-based reward shaping.

Theorem 4 If ∃θ ∈ Rn such that ∀s, a Φ(s) = x(s, a)>θ, then the set of policies expressed
by q at a fixed-point remain unchanged under potential-based reward shaping, i.e.,

∀s, ∀a, a′, q(s, a; wTD
′) ≥ q(s, a′; wTD

′) =⇒ q(s, a; wTD) ≥ q(s, a′; wTD), and

∀s, ∀a, a′, q(s, a; wMC
′) ≥ q(s, a′; wMC

′) =⇒ q(s, a; wMC) ≥ q(s, a′; wMC).
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Proof We first show that at the TD fixed-points, action values are only offset by −Φ(s).

q(s, a; wTD
′) = x(s, a)>wTD

′

= x(s, a)>
(
wTD + A−1

TDE [x(St, At) (γΦ(St+1)− Φ(St))]
)

= x(s, a)>wTD + x(s, a)>A−1
TDE [x(St, At) (γΦ(St+1)− Φ(St))]

= q(s, a; wTD) + x(s, a)>A−1
TDE [x(St, At) (γΦ(St+1)− Φ(St))]

= q(s, a; wTD) + x(s, a)>A−1
TDE

[
x(St, At)

(
γx(St+1, At+1)>θ − x(St, At)

>θ
)]

= q(s, a; wTD) + x(s, a)>A−1
TDE

[
x(St, At) (γx(St+1, At+1)− x(St, At))

> θ
]

= q(s, a; wTD) + x(s, a)>A−1
TD E

[
x(St, At) (γx(St+1, At+1)− x(St, At))

>
]

︸ ︷︷ ︸
=ATD

θ

= q(s, a; wTD) + x(s, a)>A−1
TDATDθ

= q(s, a; wTD) + x(s, a)>θ

= q(s, a; wTD) + Φ(s).

By a similar process, we show the same is true for the Monte Carlo value function estimate.

q(s, a; wMC
′) = x(s, a)>wMC

′

= x(s, a)>
(
wMC −A−1

MCE [x(St, At)Φ(St)]
)
.

Remark 5 Note that these statements are only about the fixed-points under the evaluation
setting. When applied to the control setting, potential-based reward shaping can drastically
change how the agent explores; see Sections 6.3 and G.1.

The above results show that if both q and Φ come from the same linear function space,
that the optimal policy via q-estimate if unchanged. However, if Φ comes from a different
space (possibly nonlinear), then there is no guarantee that the optimal policy-based on q is
unchanged. We illustrate this property with an example below.

Consider the four state MDP (shown in Figure 19) with states s1, s2, s3, s4, and actions
a1 and a2. The initial state distribution is: d0(s1) = 0.5, d0(s2) = 0.5. The rewards are
zero except for r(s3, a1) = 1, r(s3, a2) = 2, r(s4, a1) = 2, and r(s4, a2) = 1. The transition
probabilities are displayed in Table 1. The function approximator is unable to distinguish
any states, i.e., ∀s, s′, a, q(s, a,w) = q(s′, a,w). We consider two potential functions: Φ′

and Φ′′, both can observe the state. The values for these potential functions are shown
in Table 2. The policies for this function approximator is the limited to having the same
distribution of actions in every state. The optimal policy is to take action a1 in every state;
see Figure 20 (left).

We examine the TD fixed-points of the function approximator for different policies and
potential functions. We display the difference of q for each action using the TD fixed-point
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Figure 19: Illustration of MDP, where the
dotted and solid lines represent transi-
tions from taking actions a1 and a2 re-
spectively. Numbers indicate nonzero re-
wards.

p(s3|s1, a1) = 0.5 p(s4|s1, a1) = 0.5
p(s4|s1, a2) = 1.0

p(s3|s2, a2) = 1.0 p(s4|s2, a1) = 1.0
p(s∞|s3, ·) = 1 p(s∞|s4, ·) = 1.0.

Table 1: Transition dynamics of the MDP

Φ′(s1) = +0 Φ′′(s1) = +0
Φ′(s2) = +0 Φ′′(s2) = +0
Φ′(s3) = +3 Φ′′(s3) = −1
Φ′(s4) = −1 Φ′′(s4) = −3

Table 2: The two potential functions con-
sider for this MDP.

for different policies in Figure 20 (right). This example shows that we can construct Φ
that make the optimal action preferable for some policies and not others, or make it so
the optimal action is not preferable for any policy. This means we cannot directly apply
potential-based reward shaping to function approximation and know we will not change the
resulting policy found with TD methods.
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Figure 20: (left) This plot shows J(π)=̇E[G0] for each policy having the same action dis-
tribution in every state. (right) This figure shows the difference in q approximation for
actions a1 and a2, when using the TD-fixed-point for each policy. The weights wTD are
the fixed-point when no potential shaping is used. Weights wTD

′ and wTD
′′ correspond to

the fixed-points when using Φ′ and Φ′′ respectively. When q(a1,w) − q(a2,w) > 0 then
action a1 (the optimal action) is preferred. Notice that Φ′ and Φ′′ can make it so a1 is not
preferred.
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C.2 Shaping and Q-Function Initialization

Besides the convergence point, in the tabular setting, it is known that using PBRS is
equivalent to initializing Q to Φ and then performing updates on the same set of experience
(Wiewiora, 2003). While Wiewiora explicitly showed this for tabular Q-learning and stated
this shaping-initialization equivalence extends to all TD learners, in this paper we explicitly
show it for tabular Sarsa(λ).

Proposition 6 Given the same sequence of experience, performing TD(λ) updates with
potential-based reward shaping is equivalent to adding the potential to the learner’s initial
action values and updating using the unshaped rewards, in the tabular setting.

Proof We first explicitly show this result for Sarsa(λ), one of the algorithms we use to
empirically analyze GSP with shaping, and then show how it extends to all TD learners.

We start with two Sarsa(λ) learners L and L′, with Q-tables Qt and Q′t. L will perform
Sarsa(λ) updates with PBRS, whereas L′ will have its Q-table initialized as Q′0(s, a) =
Q0(s, a) + Φ(s) and it will use unshaped rewards. Φ : S 7→ R is the potential function. Our
experiences are stored as a list of 5-tuples D = {〈Si, Ai, Ri+1, Si+1, γi+1〉}n−1

i=0 . Both learners
will use this same list of experiences.

For tabular Sarsa(λ), the update rule for an experience 〈s, a, r, s′, γ〉 is:

zt(s, a) = 1 (replacing trace)

Qt+1(s, a)← Qt(s, a) + αδtzt

zt+1 ← λγzt,

and we use

δt = r + γΦ(s′)− Φ(s) + γQt(s
′, a′)−Qt(s, a),

δ′t = r + γQ′t(s
′, a′)−Q′t(s, a)

as the TD errors for L, and L′ respectively. zt ∈ R|S|×|A| is the eligibility trace vector 5. We
denote the change in the Q-tables after k updates from initialization as ∆Qk =

∑k−1
t=0 αδtzt

and ∆Q′k =
∑k−1

t=0 αδ
′
tzt. Since both learners use the same list of experience, γ and λ, they

would have the same eligibility trace vector zt ∀ t. We initialise z−1 = 0.
For the theorem to be true, we require

∆Qt = ∆Q′t ∀ t.

We show this using a proof by induction.
Base Case: When t = 1,

∆Q1 = αδ0z0

= α

[
R1 + γΦ(St+1)− Φ(St)

+γQ(St+1, At+1)−Q(St, At)

]
z0,

5. It is a memory mechanism that, on each learning update, gives a decaying amount of credit for state-action
pairs that occurred previously. The λ in Sarsa(λ) determines the rate of this decay with time (Sutton
and Barto, 2018).
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∆Q′1 = αδ′0z0

= α[R1 + γQ′(St+1, At+1)−Q′(St, At)]z0

= α

 R1

+γ(Q(St+1, At+1) + Φ(St+1))
−(Q(St, At) + Φ(St))

 z0

= α

[
R1 + γΦ(St+1)− Φ(St)

+γQ(St+1, At+1)−Q(St, At)

]
z0

= ∆Q1.

The changes to the Q tables are equivalent after 1 update.
Assumption : ∃ k ∈ N s.t. ∆Qk = ∆Q′k.
Inductive Step: When t = k + 1, the learner L updates with experience 〈s, a, r, s′, γ〉.

∆Qk+1 = ∆Qk + αδkzk

= ∆Qk + α[r + γΦ(s′)− Φ(s) + γQk(s
′, a′)−Qk(s, a)]zk

= ∆Qk + α

 r + γΦ(s′)− Φ(s)
+γ(Q0(s′, a′) + ∆Qk(s

′, a′))
−Q0(s, a)−∆Qk(s, a)

 zk.

The third line was possible because Qk = Q0 +
∑k−1

t=0 αδtzt (i.e. Qk is the initalization plus
k − 1 updates). Whereas learner L′ updates as:

∆Q′k+1 = ∆Q′k + αδ′kz
′
k

= ∆Q′k + α[r + γQ′k(s
′, a′)−Q′k(s, a)]z′k

= ∆Q′k + α

 r
+γ(Q0(s′, a′) + Φ(s′) + ∆Q′k(s

′, a′))
−Q0(s, a)− Φ(s)−∆Q′k(s, a)

 z′k

= ∆Q′k + α

 r + γΦ(s′)− Φ(s)
+γ(Q0(s′, a′) + ∆Q′k(s

′, a′))
−Q0(s, a)−∆Q′k(s, a)

 z′k.

By our assumption, ∆Qk = ∆Q′k. Furthermore as zk = z′k, we see that (3.2) = (3.3).

=⇒ ∆Qk+1 = ∆Q′k+1.

So if ∆Qk = ∆Q′k, we have shown that ∆Qk+1 = ∆Q′k+1. Since we have shown that
∆Q0 = ∆Q′0, by induction ∆Qt = ∆Q′t ∀ t ∈ N.
More generally, this holds for any TD-learner. This can be seen if we consider the TD errors,

δt = r + γΦ(s′)− Φ(s) + γCQt(s′, ·)−Qt(s, a) and

δ′t = r + γCQt(s′, ·)−Q′t(s, a)

Where CQt(s′, ·) =
∑

a′∈A αa′Qt(s
′, a′) denotes a convex combination over actions. This

includes learners like Expected Sarsa, αa′ = Pr(At+1 = a′), (John, 1994) and Q-learning,

αa′ =

{
1 a′ ∈ argmaxa∈AQ(s′, a),

0 otherwise.
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Algorithm 4 Goal-Space Planning for Any Base Learner

Assume given subgoals G and relevance function d
Initialize base learner (i.e. w, z = 0,0 for Sarsa(λ) 6), model parameters θ =

(θr,θΓ,θπ), θ̃ = (θ̃
r
, θ̃

Γ
)

Sample initial state s0 from the environment
for t ∈ 0, 1, 2, ... do

Take action at using q (e.g., ε-greedy), observe st+1, rt+1, γt+1

Choose a′ from st+1 using q (e.g. ε-greedy)
Update Models(st, at, st+1, rt+1, γt+1) (see Algorithm 6)
Planning() (see Algorithm 2)
MainPolicyUpdate(st, at, st+1, rt+1, γt+1, a

′) // Changes with base learner

Appendix D. GSP Algorithm Details and Pseudocode

This section includes more details on the GSP algorithm, including pseudocode. The overall
pseudocode for GSP is in Algorithm 4 for any base learner. The Sarsa base learner update
is given in Algorithm 5, the DDQN variant is given in the main text in Algorithm 1. The
subgoal model learning pseudocode is in Algorithm 6. We explain in detail where this
pseudocode comes from in the next two subsections.

Note that we overload the definitions of the subgoal models. We learn action-value
variants rγ(s, a, g;θr), with parameters θr, to avoid importance sampling corrections, as
discussed in Section D.2. We learn the option-policy using action-values q̃(s, a;θπ) with
parameters θΓ, and so query the policy using πg(s;θ

π)
.
= argmaxa∈A q̃(s, a, g;θπ). The policy

πg is not directly learned, but rather defined by q̃. Similarly, we do not directly learn rγ(s, g);
instead, it is defined by rγ(s, a, g;θr). Specifically, for model parameters θ = (θr,θΓ,θπ), we
set rγ(s, g;θ)

.
= rγ(s, πg(s;θ

π), g;θr) and Γ(s, g;θ)
.
= Γ(s, πg(s;θ

π), g;θΓ). We query these
derived functions in the pseudocode.

We provide a potential implementation of model learning—which includes option policy
and subgoal model learning—in Algorithm 6, by using DDQN to learn the GVFs. Because
the models are composed of options and GVFs, we could have used any number of different
off-policy learning algorithms. In our own experiments, we learned these models offline, and
so did not use this pseudocode in Algorithm 6 (the approach we used is detailed in Section
E). An important next step for GSP is to better understand which algorithms to use to
learn the options and GVFs, off-policy, from one stream of data. We provide the pseudocode
in Algorithm 6 as a concrete suggestion, even though it was not tested in this paper.

Finally, recall we assume access to a given set of subgoals, which is why Algorithm 2
takes these as inputs. But there have been several natural ideas already proposed for option
discovery, that nicely apply in our more constrained setting. An early, and often cited idea,
is to use bottleneck states (McGovern and Barto, 2001). For our setting, a simpler idea
might be a great place to start: using subgoals that are often visited by the agent (Stolle
and Precup, 2002). We also discuss how we could use a notion of reachability, below when
discussing learning the relevance function d.

6. Sarsa(λ) has two sets of parameters to initialize: its action-value function weights w, and its eligibility
trace vector z (Rummery, 1995).
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Algorithm 5 MainPolicyUpdate for Sarsa(s, a, s′, r, γ, a′)

// For a Sarsa(λ) base learner
vg? ← maxg∈Ḡ:d(s,g)>0 rγ(s, g;θ) + Γ(s, g;θ)ṽ(g)
δ ← r + γvg?(s

′)− vg?(s) + γq(s′, a′; w)− q(s, a; w)
w← w + αδz∇wq(s, a; w)
z← γλz +∇wq(s, a; w)

Algorithm 6 Update Models(s, a, s′, r, γ)

Add new transition (s, a, s′, r, γ) to buffer Dmodel

for g′ ∈ Ḡ do
for nmodel mini-batches do

Sample batch Bmodel = {(s, a, r, s′, γ)} from Dmodel where d(s, g) > 0
γg′ ← γ(1−m(s′, g′))
// Update option policy
a′ ← argmaxa′∈A q̃(s

′, a′, g′;θπ)
δπ(s, a, s′, r, γ)← 1

2(r − 1) + γg′ q̃(s
′, a′, g′;θπtarg)− q(s, a, g′;θπ)

θπ ← θπ − απ∇θπ
1

|Bmodel|
∑

(s,a,r,s′,γ)∈Bmodel
(δπ)2

// Update reward model and discount model
δr(s, a, r, s′, γ)← r + γg′rγ(s′, a′, g′;θrtarg)− rγ(s, a, g′;θr)
δΓ(s, a, r, s′, γ)← m(s′, g)γ + γg′Γ(s′, a′, g′;θΓ

targ)− Γ(s, a, g′;θΓ)
θr ← θr − αr∇θr

1
|Bmodel|

∑
(s,a,r,s′,γ)∈Bmodel

(δr)2

θΓ ← θΓ − αΓ∇θΓ
1

|Bmodel|
∑

(s,a,r,s′,γ)∈Bmodel
(δΓ)2

if nupdates%τ == 0 then
θπtarg ← θπ

θrtarg ← θr

θΓ
targ ← θΓ

nupdates = nupdates + 1

// Update goal-to-goal models using state-to-goal models
for each g such that m(s, g) > 0 do
θ̃
r ← θ̃

r
+ α̃r(rγ(s, g′;θ)− r̃γ(g, g′; θ̃

r
))∇θr r̃γ(g, g′; θ̃

r
)

θ̃
Γ ← θ̃

Γ
+ α̃Γ(Γ(s, g′;θ)− Γ̃(g, g′; θ̃

r
))∇θΓΓ̃(g, g′; θ̃

Γ
)

D.1 Option Policy Learning

The option policies solve subproblems that can be seen as episodic tasks. The set of start
states are s ∈ S s.t. d(s, g) > 0, which in this case is the whole region from which the policy
could be started, not just a small set of start states. Termination occurs when m(s, g) > 0.
Our goal is to find policies that reach termination, while also maximizing reward along the
way.

However, there is one important difference to the standard episodic setting: maximizing
environment reward may be at odds with reaching the subgoal in a reasonable number
of steps (or at all). For example, in environments where the reward is always positive,
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maximizing environment reward might encourage the option policy not to terminate. It is
not always the case that positive rewards result in option policies that do not terminate. If
there is a large, positive reward at the subgoal in the environment, and γc < 1, then the
agent may get a higher return by reaching this subgoal sooner, even if there are positive
rewards along the way. On the other hand, if the rewards are always negative, then the
option policy will terminate, trying to find the path with the best (but still negative) return.

At the same time, we do not just want to focus on reaching the subgoal; we want πg to
reach g, while also obtaining the best return along the way to g. For example, if there is a
lava pit along the way to a goal, even if going through the lava pit is the shortest path, we
want the learned option to get to the goal by going around the lava pit. We therefore want
to be reward-respecting, as introduced for reward-respecting subtasks (Sutton et al., 2022).

As yet, we do not have a complete approach for this issue. But, here we provide a simple
one as a reasonable starting point. We can consider a spectrum of option policies that range
from the policy that reaches the goal as fast as possible to one that focuses on environment
reward. We can specify a new reward for learning the option: R̃t+1 = cRt+1 + (1− c)(−1).
When c = 0, we have a cost-to-goal problem, where the learned option policy should find the
shortest path to the goal, regardless of reward along the way. When c = 1, the option policy
focuses on environment reward, but may not terminate in g. We can start by learning the
option policy that takes the shortest path with c = 0, and the corresponding rγ(s, g),Γ(s, g).
The constant c can be increased until πg stops going to the goal, or until the discounted
probability Γ(s, g) drops below a specified threshold.

For this work, we propose a simple default, where we fix c = 0.5. Adaptive approaches,
such as the idea described above, are left to future work. The resulting algorithm to learn
πg involves learning a separate value function for these rewards. We can learn action-values
(or a parameterized policy) using the above reward. For example, we can learn a policy with
the Q-learning update to action-values q̃

δ = cRt+1 + c− 1 + γg,t+1 max
a′

q̃(St+1, a
′, g)− q̃(St, At, g)

Then we can set πg to be the greedy policy, πg(s) = argmaxa∈A q̃(s, a, g).

D.2 Learning the Subgoal Models

Now we need a way to learn the state-to-subgoal models, rγ(s, g) and Γ(s, g). These can
both be expressed as General Value Functions (GVFs) (Sutton et al., 2011),

Γ(s, g) = Eπg

[ ∞∑
k=0

(
k∏

k′=0

γt+k′+1

)
m(St+1, g)

∣∣∣St = s

]
,

rγ(s, g) = Eπg

[ ∞∑
k=0

(
k∏

k′=0

γt+k′+1

)
Rt+k+1

∣∣∣St = s

]
,

and we leverage this form to use standard algorithms in RL to learn them.
These GVFs (the models) need to be learned off-policy, from one stream of data according

to a behavior policy b. We can either use importance sampling or we can learn the action-
value variants of these models to avoid importance sampling. We describe both options
here.
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Off-policy Model Update using Importance Sampling We can update rγ(·, g) with
an importance-sampled temporal difference (TD) learning update ρtδt∇rγ(St, g) where

ρt =
πg(a|St)
b(a|St) and

δrt = Rt+1 + γg,t+1rγ(St+1, g)− rγ(St, g)

The discount model Γ(s, g) can be learned similarly, because it is also a GVF with cumulant
m(St+1, g)γt+1 and discount γg,t+1. The TD update is ρtδ

Γ
t where

δΓ
t = m(St+1, g)γt+1 + γg,t+1Γ(St+1, g)− Γ(St, g)

All of the above updates can be done using any off-policy GVF algorithm, including those
using clipping of IS ratios and gradient-based methods, and can include replay.

Off-policy Model Update without Importance Sampling Overloading notation, let
us define the action-value variants rγ(s, a, g) and Γ(s, a, g). We get similar updates to above,
now redefining

δrt = Rt+1 + γg,t+1rγ(St+1, πg(St+1), g)− rγ(St, At, g)

and using update δt∇rγ(St, At, g). For Γ we have

δΓ
t = m(St+1, g)γt+1 + γg,t+1Γ(St+1, πg(St+1), g)− Γ(St, At, g)

We then define rγ(s, g)
.
= rγ(s, πg(s), g) and Γ(s, g)

.
= Γ(s, πg(s), g) as deterministic functions

of these learned functions.

Restricting the Model Update to Relevant States Recall, however, that we need only
query these models where d(s, g) > 0. We can focus our function approximation resources on
those states. This idea has previously been introduced with an interest weighting for GVFs
(Sutton et al., 2016), with connections made between interest and initiation sets (White,
2017). For a large state space with many subgoals, using goal-space planning significantly
expands the models that need to be learned, especially if we learn one model per subgoal.
Even if we learn a model that generalizes across subgoal vectors, we are requiring that model
to know a lot: values from all states to all subgoals. It is likely such a models would be
hard to learn, and constraining what we learn about with d(s, g) is likely key for practical
performance.

The modification to the update is simple: we simply do not update rγ(s, g),Γ(s, g) in
states s where d(s, g) = 0.7For the action-value variant, we do not update for state-action
pairs (s, a) where d(s, g) = 0 and πg(s) 6= a. The model will only ever be queried in (s, a)
where d(s, g) = 1 and πg(s) = a.

7. More generally, we could use emphatic weightings (Sutton et al., 2016) that allow us to incorporate such
interest weightings d(s, g), without suffering from bootstrapping off of inaccurate values in states where
d(s, g) = 0. Incorporating this algorithm would likely benefit the whole system, but we keep things
simpler for now and stick with a typical TD update.
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Learning the relevance model d We assume in this work that we simply have d(s, g),
but we can at least consider ways that we could learn it. One approach is to attempt to
learn Γ for each g, to determine which are pertinent. Those with Γ(s, g) closer to zero can
have d(s, g) = 0. In fact, such an approach was taken for discovering options (Khetarpal
et al., 2020), where both options and such a relevance function are learned jointly. For us,
they could also be learned jointly, where a larger set of goals start with d(s, g) = 1, then if
Γ(s, g) remains small, then these may be switched to d(s, g) = 0 and they will stop being
learned in the model updates.

Learning the Subgoal-to-Subgoal Models Finally, we need to extract the subgoal-to-
subgoal models r̃γ , Γ̃ from rγ ,Γ. These models were defined as means of the GVFs taken over
member states of each subgoal, as specified in Equation 2. The strategy involves updating
towards the state-to-subgoal models, whenever a state corresponds to a subgoal. In other
words, for a given s, if m(s, g) = 1, then for a given g′ (or iterating through all of them), we
can update r̃γ using

(rγ(s, g′)− r̃γ(g, g′))∇r̃γ(g, g′),

and update Γ̃ using

(Γ(s, g′)− Γ̃(g, g′))∇Γ̃(g, g′).

Note that these updates are not guaranteed to uniformly weight the states where m(s, g) = 1.
Instead, the implicit weighting is based on sampling s, such as through which states are
visited and in the replay buffer. We do not attempt to correct this skew, as mentioned in
the main body, we presume that this bias is minimal. An important next step is to better
understand if this lack of reweighting causes convergence issues, and how to modify the
algorithm to account for a potentially changing state visitation.

Appendix E. Experiment Details

The following sections will cover the low level experimental details and design choices for
each empirical result we present in this paper.

E.1 Offline Model Learning and Planning

For our experiments, we learned the models offline and computed ṽ offline. Therefore,
learning options, subgoal models, and ṽ for each environment8 were done once and re-used
across many of our plots. We highlight this procedure in the Figure 21.

Procedure for learning the option policies in our experiments For each subgoal
g, we learn its corresponding option model πg by initialising the base learner in the initiation
set of g, and terminating the episode once the learner is in a state that is a member of g.
We used a reward of -1 per step and save the option policy once we reach a 90% success

8. We implemented our own FourRoom environment. The PinBall configuration that we used is based on
the easy configuration found at https://github.com/DecisionMakingAI/BenchmarkEnvironments.jl,
which was released under the MIT license. We have modified the environment to support additional
features such as changing terminations, visualizing subgoals, and various bug fixes.
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Figure 21: Our procedure for learning and using pre-trained models in our experiments.

rate, and the last 100 episodes are within some domain-dependent cut off. This cut off was
10 steps for FourRooms, and 50 steps for GridBall and PinBall.
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Figure 22: Evaluation of PinBall option policies by average trajectory length. Policies were
saved once they were able to reach their respective subgoal in undeer 50 steps, averaged
across 100 trajectories. Subgoal 2 was the hardest to learn an option policy for, due to its
proximity to obstacles.

Procedure for learning the subgoal models in our experiments In our experiments,
the data is generated offline according to each πg. A different dataset is generated for each
πg. We then use this on-policy episodic dataset from each πg to learn the subgoal models
for that subgoal g. This is done by ordinary least squares regression to fit a linear model in
Four Rooms, and by stochastic gradient descent with neural network models in GridBall
and PinBall.

More formally, we first collect a dataset of n episodes generated from πg, Dg =
{〈Si,1, Ai,1, Ri,1, Si,1, . . . , Si,Ti〉}ni=1. Si,t, Ai,t, Ri,t represent the state, action and reward
at timestep t of episode i. Ti is the length of episode i. Si,0 is a randomised starting state
within the initiation set of g, and Si,Ti is a state that is a member of subgoal g. For each g,
we use Dg to generate a matrix of all visited states, X ∈ Rl×|S|, and a vector of all reward
model returns, gr ∈ Rl, and transition model returns gγ ∈ Rl,

X =


Si,1
Si,2

...
Sn,Tn

 ,gr =


Ri,2 + γrγ(Si,2, g)
Ri,3 + γrγ(Si,3, g)

...
Rn,Tn

 ,gγ =


γTi−0

γTi−1

...
γTn−Tn

 ,

where l =
∑n

i=1 Ti is the total number of visited states in Dg.
This creates a system of linear equations, whose weights we can solve for numerically in

the four-room domain,

Xθr = gr =⇒ θr = X+gr,

XθΓ = gγ =⇒ θΓ = X+gγ ,

where θr,θΓ ∈ R|S| and X+ is the Moore-Penrose pseudoinverse of X (Penrose, 1955).

For GridBall and PinBall, we used fully connected artificial neural networks for rγ and
Γ, and performed mini-batch stochastic gradient descent to solve θr and θΓ for that subgoal
g. We use each mini-batch of m states, reward model returns and transition model returns
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to perform the update:

θr ← θr − ηr
m∑
j=1

∇θr(θ
r>Xj,: − gr,j)

2,

θΓ ← θΓ − ηΓ

m∑
j=1

∇θΓ(θΓ>Xj,: − gγ,j)
2,

where ηr and ηΓ are the learning rates for the reward and discount models respectively. Xj,:

is the jth row of X. gr,j and gγ,j are the jth entry of gr and gγ respectively.

In our experiments, we had a fully connected artificial neural network with two hidden
layers of 128 units and ReLU activation for each subgoal. The network took a state
s = (x, y, ẋ, ẏ) as input and outputted both rγ(s, g) and Γ(s, g). All weights were initialised
using Kaiming initialisation (He et al., 2015). We use the Adam optimizer with η = 0.001
and the other parameters set to the default (b1 = 0.9, b2 = 0.999, ε = 10−8), mini-batches of
1024 transitions and 100 epochs.

(a) rγ(s, g1) and Γ(s, g1) (b) rγ(s, g2) and Γ(s, g2)

(c) rγ(s, g3) and Γ(s, g3) (d) rγ(s, g4) and Γ(s, g4)

Figure 23: State-to-Subgoal models learnt by neural models after 100 epochs.

Procedure for computing ṽ in our experiments We compute ṽ by value iteration in
the abstract MDP with a tolerance of ε = 10−8 and maximum of 10,000 iterations. The
resulting ṽ from these subgoal models was used in the projection step to obtain vg? , by
iterating over relevant subgoals as described in Equation (4). Because we do not change the
model online, we only need to compute ṽ once offline and then use these fixed values for our
set of subgoals when learning online.

E.2 Optimizations for GSP when using Fixed Models

It is possible to reduce computation cost of GSP when learning with a fixed model. When
the subgoal models are fixed, vg? for an experience sample does not change over time as all
components that are used to calculate vg? are fixed. This means that the agent can calculate
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vg? when it first receives the experience sample and save it in the buffer, and use the same
calculated vg? whenever this sample is used for updating the main policy. When doing so,
vg? only needs to be calculated once per sample experienced, instead of with every update.
This is beneficial when training neural networks, where each sample is often used multiple
times to update network weights.

An additional optimization possible on top of caching of vg? in the replay buffer is that
we can batch the calculation of vg? for multiple samples together, which can be more efficient
than calculating vg? for a single sample every step. To do this, we create an intermediate
buffer that stores up to some number of samples. When the agent experiences a transition,
it adds the sample to this intermediate buffer rather than the main buffer. When this buffer
is full, the agent calculates vg? for all samples in this buffer at once and adds the samples
alongside vg? to the main buffer. This intermediate buffer is then emptied and added to
again every step. We set the maximum size for the intermediate buffer to 1024 in our
experiments.

E.3 Value Propagation

This subsection covers Figures 3 and 6. For Sarsa(λ), we swept its learning rate over
[0.001, 0.01, 0.05 0.01, 0.5, 0.9]. 0.01 and 0.05 were found to work best for FourRooms and
GridBall respectively. We used an exploration rate of ε = 0.02 in FourRooms and ε = 0.1 in
GridBall. ε was decayed by 0.05% each timestep. All learners used γc = 0.99 and λ = 0.9.
For Figure 3 we ran the first episode until the agent reached the main goal (essentially a
uniform policy), and studied how the +1 reward at the main goal was propagated back
through the regular Sarsa base learner, one with an eligibility trace, and one using GSP. For
Figure 6, a random policy took too long to reach the main goal, so we ran Sarsa+GSP for
one episode to collect a successful episode’s trajectory. The learners used the same tile coder
with 16 tilings and 4 tiles across each of the two dimensions of S.

E.4 Faster Learning

This subsection covers Figures 4, 7 and 11. For the FourRooms and GridBall curves,
we used the same best learning rates of 0.01 and 0.05. For PinBall, our sweep showed
0.1 worked best. γc and λ were still kept at 0.99 and 0.9. In the linear value function
approximation setting, we used the same tilecoder as before, just extending it to operate
across the 4-dimensional S of PinBall. In this setting, the reward was -1 per timestep. For
the DDQN base learner, we use α = 0.004, γc = 0.99, ε = 0.1, a buffer that holds up to
10, 000 transitions a batch size of 32, and a target refresh rate of every 100 steps. The
Q-Network weights used Kaiming initialisation (He et al., 2015). We swept its learning
rate α over [5× 10−4, 1× 10−3, 2× 10−3, 4× 10−3, 5× 10−3] and target refresh rate τ over
[1, 50, 100, 200, 1000] as shown in Figure 26.

Appendix F. An Alternative way of using vg?

As mentioned in section 6.5, this work also looked at an alternative way of incorporating vg?

into the base learner’s update rule. We do so by biasing the target of the TD error towards
vg? . This modifies the TD error,
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Rt+1 + γt+1(βvg?(St+1) + (1− β)q(St+1, At+1))− q(St, At),
where β ∈ [0, 1] is a hyper-parameter. We can recover the base learner’s update rule by
setting β = 0, whereas β = 1 completely biases the updates towards the model’s prediction
(as in our approximation to LAVI in Section 6.5). While this allows us to control the extent
of our model’s influence on the learning update, we found using vg? as a potential to out
perform all β in Four-rooms, GridBall and PinBall. However, biasing the TD target in this
manner does give the update a faster convergence as we reduce the effective horizon. We
shall show this by analyzing the update to the main policy.

We assume we have a finite number of state-action pairs n, with parameterized action-
values q(·; w) ∈ Rn represented as a vector with one entry per state-action pair. Value
iteration to find q∗ corresponds to updating with the Bellman optimality operator

(Bq)(s, a)
.
= r(s, a) +

∑
s′

P (s′|s, a)γ(s′) max
a′∈A

q(s′, a′)

On each step, for the current qt
.
= q(·; wt), if we assume the parameterized function class can

represent Bqt, then we can reason about the iterations of w1,w2, . . . obtain when minimizing
distance between q(·; wt+1) and Bqt, with

q(s, a; wt+1) = (Bq(·; wt))(s, a)

Under function approximation, we do not simply update a table of values, but we can get
this equality by minimizing until we have zero Bellman error. Note that q? = Bq?, by
definition.

In this realizability regime, we can reason about the iterates produced by value iteration.
The convergence rate is dictated by γc, as is well known, because

‖Bq1 −Bq2‖∞ ≤ γc‖q1 − q2‖∞

Specifically, if we assume |r(s, a)| ≤ rmax, then we can use the fact that 1) the maximal
return is no greater than Gmax

.
= rmax

1−γc , and 2) for any initialization q0 no larger in magnitude
than this maximal return we have that ‖q0 − q?‖∞ ≤ 2Gmax. Therefore, we get that

‖Bq0 − q?‖∞ = ‖Bq0 −Bq?‖∞ ≤ γc‖q0 − q?‖∞

and so after t iterations we have

‖qt−q?‖∞ = ‖Bqt−1−Bq?‖∞ ≤ γc‖qt−1−q?‖∞ ≤ γ2
c ‖qt−2−q?‖∞ . . . ≤ γtc‖q0−q?‖∞ = γtcGmax

We can use the exact same strategy to show convergence of value iteration, under our
subgoal-value bootstrapping update. Let rg?(s, a)

.
=
∑

s′ P (s′|s, a)vg?(s
′), assuming vg? :

S → [−Gmax, Gmax] is a given, fixed function. Then the modified Bellman optimality
operator is

(Bβq)(s, a)
.
= r(s, a) + βrg?(s, a) + (1− β)

∑
s′

P (s′|s, a)γ(s′) max
a′∈A

q(s′, a′).

52



Goal-Space Planning with Subgoal Models

Proposition 7 (Convergence rate of tabular value iteration for the biased update)
The fixed-point q?β = Bβq?β exists and is unique. Further, for q0, and the corresponding w0,
initialized such that |q0(s, a; w0)| ≤ Gmax, the value iteration update with subgoal bootstrap-
ping qt = Bβqt−1 for t = 1, 2, . . . satisfies

‖qt − q?β‖∞ ≤ γtc(1− β)t
rmax + βGmax

1− γc(1− β)

Proof First we can show that Bβ is a γc(1− β)-contraction. Assume we are given any two
vectors q1, q2. Notice that γ(s) ≤ γc, because for our problem setting it is either equal to γc
or equal to zero at termination. Then we have that for any (s, a)

|(Bβ)q1(s, a)− (Bβq2)(s, a)| =
∣∣∣∣∣(1− β)

∑
s′

P (s′|s, a)γ(s′)[max
a′∈A

q1(s′, a′)−max
a′∈A

q2(s′, a′)]

∣∣∣∣∣
≤ γc(1− β)

∑
s′

P (s′|s, a)
∣∣max
a′∈A

q1(s′, a′)−max
a′∈A

q2(s′, a′)
∣∣

≤ γc(1− β)
∑
s′

P (s′|s, a) max
a′∈A
|q1(s′, a′)− q2(s′, a′)|

≤ γc(1− β)
∑
s′

P (s′|s, a) max
s′∈S,a′∈A

|q1(s′, a′)− q2(s′, a′)|

≤ γc(1− β)
∑
s′

P (s′|s, a)‖q1 − q2‖∞

= γc(1− β)‖q1 − q2‖∞

Since this is true for any (s, a), it is true for the max, giving

‖Bβq1 −Bβq2‖∞ ≤ γc(1− β)‖q1 − q2‖∞.

Because the operator is a contraction, since γc(1−β) < 1, we know by the Banach Fixed-Point
Theorem that the fixed-point exists and is unique.

Now we can also use contraction property for the convergence rate. Notice first that we
can consider r̃(s, a)

.
= r(s, a)+rg?(s, a) as the new reward, with maximum value rmax+βGmax.

Taking discount as γc(1− β), the maximal return is rmax+βGmax

1−γc(1−β) .

‖qt − q?β‖∞ = ‖Bβqt−1 −Bβq?‖∞ ≤ γc(1− β)‖qt−1 − q?‖∞ . . . ≤ γtc(1− β)t‖q0 − q?‖∞

≤ γtc(1− β)t
rmax + βGmax

1− γc(1− β)

This rate is dominated by (γc(1− β))t. We can determine after how many iterations this
term overcomes the increase in the upper bound on the return. In other words, we want to
know how big t needs to be to get

γtc(1− β)t
rmax + βGmax

1− γc(1− β)
≤ γtcGmax.
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Rearranging terms, we get that this is true for

t > log

(
rmax + βGmax

Gmax(1− γc(1− β))

)/
log

(
1

1− β

)
.

For example if rmax = 1, γc = 0.99 and β = 0.5, then we have that t > 1.56. If we have
that rmax = 10, γc = 0.99 and β = 0.5, then we get that t ≥ 5. If we have that rmax = 1,
γc = 0.99 and β = 0.1, then we get that t ≥ 22.

While this increased convergence rate is present for the biased update, it does not show
up when using vg? as a potential-based shaping reward. Although using vg? as a potential
does not increase the convergence rate to v?, it can help quickly identify π?. Specifically,
when vg? is v?, and the value function is constant, e.g., initialized to 0, it only takes one
application of the bellman operator in each state to find the optimal policy. We formalize
this in the proposition below.

Proposition 8 For vg? = v? and v0 = c, for c ∈ R, then the policy, π1 derived after a
single bellman update at all states will be optimal, i.e.,

∀s π1(s) ∈ argmax
a

q?(s, a).

Proof Let the q estimate for the kth iteration be

qk(s, a) = R(s, a) +
∑
s′

P (s, a, s′)
(
γcvg?(s

′)− vg?(s) + γcvk−1(s′)
)
.

The value function for iteration k is vk = maxa qk(s, a) and the policy for the kth iteration
is πk(s) ∈ argmaxa qk(s, a). The value of q1 is

q1(s, a) = R(s, a) +
∑
s′

P (s, a, s′)
(
γcvg?(s

′)− vg?(s) + γcv0(s′)
)

= R(s, a) +
∑
s′

P (s, a, s′)
(
γcv

?(s′)− v?(s) + γcv0(s′)
)

= R(s, a) +
∑
s′

P (s, a, s′)γcv
?(s′)︸ ︷︷ ︸

=q?(s,a)

+
∑
s′

P (s, a, s′)γcv0(s′)︸ ︷︷ ︸
=γcc

−v?(s)

= q?(s, a) + γcc− v?(s)

where the last line follows because v0(s′) = c for all s′. Then plugging this expression into
π1 yields

π1(s) ∈ argmax
a

q?(s, a) + γcc− v?(s) = argmax
a

q?(s, a).

Remark 9 While having vg? = v? is not realistic, Proposition 8 means that the policy will
quickly align with what is preferable under vg? before finding what is optimal for the MDP
without the shaping reward.
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Appendix G. Errors in Learned Subgoal Models

(a) Absolute error in rγ(s, g) (b) Absolute error in Γ(s, g)

Figure 24: Model errors in State-to-Subgoal models used in GridBall.

To better understand the accuracy of our learned subgoal models, we performed roll-outs
of the learned option policy at different (x, y) locations on GridBall and compared the true
rγ and Γ with the estimated values. Figure 24 shows a heatmap of the absolute error of
the model compared to the ground truth, with the mapping of colors on the right. The
error in each pixel was computed by rolling out episodes from that state and logging the
actual reward and discounted probability of reaching the subgoal. The models tend to be
more accurate in regions that are clear of obstacles, and less near these obstacles or near
the boundary of the initiation set. The distribution of error over the initiation set is very
similar for both r and Γ models. While the magnitudes of errors are not unreasonable, they
are also not very near zero. This results is encouraging in that inaccuracies in the model do
not prevent useful planning.

Epochs Mean Squared Error across models

2 0.608

4 0.464

10 0.334

Table 3: Mean squared error across state-to-subgoal models used in PinBall.

G.1 Subgoal Placement and Region of Attraction

A counter intuitive observation from the experiments in Section 6.3 was that the On Alternate
path helped the agent quickly change its policy but vg? did not quickly change. In this
section, we investigate this reason and put forth the following hypothesis:

Hypothesis 6 GSP creates a region of attraction so that the agent follows the optimal path
as determined by the abstract MDP.
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Figure 25: This figure shows the time the agent spends per episode in the bottom left and
top right rooms. The lines convey the average % of time the agent spend and the shaded
lines represent (0.05, 0.9) tolerance intervals computed from 100 trials.

That is to say, if a single chain of subgoals is represented in the abstract MDP, then
the learner will initially try and closely follow this path even if it is not the optimal path.
To test this hypothesis, we want to see that the agent will occupy states similar to what is
specified by the optimal path in the abstract MDP. For this experiment, we ran GSP on
FourRooms (without the lava pools) with each subgoal configuration defined in the previous
section. We measured how much time the agent spends in the bottom left room and the top
right room. The agent should, as it learns about the environment, spend more time in the
top right room and less time in the bottom left room. We would expect all agents to follow
this trend, except for the one that is missing a subgoal to go through the top right room.
We show the results for each configuration and Sarsa(0) with no GSP in Figure 25.

The results in Figure 25 are clear. All methods learn to go through the top right room
except for the subgoal configuration missing a subgoal on that path to the goal state. This
supports our hypothesis that the agent will learn to follow the optimal path as specified by
the abstract MDP. This also means that while potential-based shaping (used to propagate
value information from the abstract MDP to the base learner) does not change the optimal
policy, it can make it harder for the learner to find the optimal policy.

A key insight from this result, and results in Section 6.3, are that exploration is impacted
by the choice of subgoals. With the basic ε-greedy exploration policy that GSP currently
uses, GSP will quickly follow and refine the best policy found within the abstract MDP. If
the optimal policy is near to the policy found by the abstract MDP, then GSP will be able
to quickly discover it. However, if the optimal policy is very different than the one found
by the abstract MDP (for example, if the best abstract MDP policy follows an alternate
sub-optimal path), this will make the agent explore around its sub-optimal policy, and thus
possibly slowing down the discovery of the optimal policy. An important next step is to
consider better exploration strategies with GSP, including leveraging the planning structure
to do even better exploration. For example, one may consider leveraging an existing subgoal
formulation for more directed exploration by introducing reward bonuses at other subgoals,
once we know the environment has changed.
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(a) τ = 1

(b) τ = 50

(c) τ = 100

(d) τ = 200

(e) τ = 1000

Figure 26: Left Column: each figure show the learning curves for five different step sizes,
α, averaged over 30 runs. Right Column: sensitivity of the DDQN base learner to different
step sizes. Each dot represents the steps to goal for that learner, averaged over 30 runs and
1000 episodes. The error bars show one standard error. The refresh rate τ increases with
each row. 57
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